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Abstract
Prompt-based models have gathered a lot of
attention from researchers due to their remark-
able advancements in the fields of zero-shot
and few-shot learning. Developing an effective
prompt template plays a critical role. However,
prior studies have mainly focused on prompt vo-
cabulary searching or embedding initialization
within a predefined template with the prompt
position fixed. In this empirical study, we con-
duct the most comprehensive analysis to date of
prompt position for diverse Natural Language
Processing (NLP) tasks. Our findings quan-
tify the substantial impact prompt position has
on model performance. We observe that the
prompt positions used in prior studies are often
sub-optimal, and this observation is consistent
even in widely used instruction-tuned models.
These findings suggest prompt position optimi-
sation as a valuable research direction to aug-
ment prompt engineering methodologies and
prompt position-aware instruction tuning as a
potential way to build more robust models in
the future.

1 Introduction

Recently, Brown et al. (2020) have shown the im-
pressive performance of using handcrafted prompts
with a frozen language model in zero-shot and few-
shot learning, leading to increased interest and ac-
tivity in prompt engineering within the NLP com-
munity (Schick and Schütze, 2020; Gao et al., 2020;
Li and Liang, 2021). Prompting (a.k.a prompt-
based learning (Liu et al., 2021a)) aims to refor-
mat an NLP problem so that it closely matches
the format used in the pre-training tasks. To apply
prompt-based learning methods effectively, a criti-
cal step involves the creation of a prompt template
that maximizes performance on the downstream
task.

In many previous works, it is common to manu-
ally pre-define a template while keeping the prompt
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position fixed (e.g. prepend the prompt to the input
(Lester et al., 2021)). These studies often concen-
trate more on either prompt vocabulary searching
(Gao et al., 2020; Shin et al., 2020; Ben-David
et al., 2021) or prompt embedding initialization
(Liu et al., 2021c; Gu et al., 2022). However, there
has been limited research exploring how different
approaches to positioning the prompt sequences
can affect the models’ behaviour, despite indica-
tions that varying prompt positions may lead to per-
formance difference (Mao et al., 2022; Wu et al.,
2022).

Hence, in this paper, we quantify how much
prompt positions matter by evaluating various ac-
cessible models on different NLP tasks under few-
shot and zero-shot settings. We comprehensively
test a range of prompt position options with many
widely used prompt styles (e.g. cloze and prefix)
and methods (e.g. gradient-based and gradient-
free). Our findings reveal unexpected performance
variations among different prompt positions in both
zero-shot and few-shot settings. We also discover
that instruction-tuned models do not always reduce
performance disparities, even though they typically
include vocabulary and positional variations in their
training templates. Interestingly, we observe that
in many cases, the prompt positions used in previ-
ously published works show a sub-optimal perfor-
mance compared to other prompt position choices.
Our choice of zero and few-shot tasks is driven by
the observation that prompting methods are par-
ticularly useful when training data is limited (Liu
et al., 2021a), and this hypothesis is born out by our
results which show prompt positions matter more
when the available labelled data is limited.

The key contributions of this paper are1:

• To the best of our knowledge, we are the first
comprehensive analysis looking at the impact

1Code available at https://github.com/milliemaoo/
prompt-position.
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of prompt position across different methods
and prompt styles in both few-shot and zero-
shot settings for a variety of NLP tasks.

• Empirical results show that prompt positions
matter. The positions used in many published
works are often sub-optimal choices, with no
universally superior prompt position across
all tasks. These results suggest prompt posi-
tion optimisation might be a useful addition
to the existing field of prompt engineering
and prompt position-aware instruction tuning
could be explored to build more robust lan-
guage models in the future.

2 Related Work

Prompt-based learning. Many prior works have
concentrated on Gradient-based methods within
discrete spaces (Schick and Schütze, 2020; Schick
and Schütze, 2020; Gao et al., 2020) as well as
prompting directly in the embedding space. This
latter approach uses tunable prompt tokens that are
not limited to natural language, which can be ei-
ther prepended to the input (Lester et al., 2021;
Liu et al., 2021b; Gu et al., 2022) or be inserted
in a hybrid template (Liu et al., 2021c). Sun et al.
(2022) optimize continuous tokens without using
gradients, although this approach is not suitable for
APIs like GPT-3 which only allow for text modi-
fications rather than token embeddings. There are
also Gradient-free works focusing on in-context
learning (Brown et al., 2020; Lu et al., 2021), chain-
of-thought (Wei et al., 2022b; Zhang et al., 2022;
Yao et al., 2023), and instruction generation (Prasad
et al., 2022; Zhou et al., 2022), especially when
instruction tuning (Sanh et al., 2022; Wei et al.,
2022a; Chung et al., 2022) plays a key role in the
steering process of Large Pre-trained LMs. Our
paper includes experiments examining the impact
of prompt position from both gradient-based and
gradient-free perspectives.

Prompt position. There is limited work that in-
volves prompt position. Mao et al. (2022) find
that the position of a handcrafted prompt (before
or after the input) affects model performance, but
there’s no consensus on which position is best. Wu
et al. (2022) propose an instance-dependent prompt
generation method; meanwhile, they study the ef-
fect of inserting a sequence of prompt tokens in
different positions based on their proposed method
and prompt tuning (Lester et al., 2021). Recently,

Yang et al. (2023) have proposed a dynamic po-
sition method that can significantly improve the
performance of prompt tuning. They both point
out that different positions of prompts will deliver
different results with the consideration of only one
specific approach to creating the prompt. In this
paper, we present the most comprehensive analysis
of prompt positions to date and take into account
various types of prompts under both zero-shot and
few-shot settings.

3 Method

3.1 Prompt Style

Two common styles of prompts are explored in our
experiments: Cloze style aims to let LMs fill in
the blanks. For example, the input of sentiment
classification "I love this movie" can be formulated
as "I love this movie. Overall, it was a [Mask]
movie.", and the model will be asked to predict
the masked token. Prefix style aims to let LMs
generate an answer given a prefix, which means
the entire input comes before the final prediction.
For example, the input "I love this movie" will be
formulated into "I love this movie. Is this review
positive or negative?", and the model will be asked
to generate the answer.

3.2 Prompt Position

Prompt position is the variable of interest in our
study. We take into account the position where
prompt tokens can be inserted and enumerate a
broad range of permutations to test.

Concretely, for Cloze style prompts, as shown
in Figure 1, we consider the relative position of
the [mask] token to the input. There are m types
of Input-[Mask] concatenations (m = 2 for single-
sentence tasks and m = 3 for sentence-pair tasks2),
each with n potential locations that could insert
prompt sequences (n = 3 for single-sentence tasks
and n = 4 for sentence-pair tasks). In contrast
to Wu et al. (2022) who inserts a single sequence
of prompt tokens at different positions, we insert
at least one and at most n prompt series per con-
catenation, yielding a total of m · (2n − 1) prompt
positions. For Prefix style prompts, we explore
n insertion points (n = 2 and n = 3 correspond-
ing to the first row in subfigure 1a and subfigure

2Regarding the sentence-pair classification task, we main-
tain the expected task input sequence order to narrow our
focus on the prompt position (e.g. premise then hypothesis).



1b) without considering the [mask] token (m = 1),
which results in 2n − 1 different prompt positions.

(a) single-sentence tasks

(b) sentence-pair tasks

Figure 1: Insertion positions for cloze-style prompts

4 Effect on Gradient-based Prompting

4.1 Setup
For gradient-based approaches, both discrete 3 and
continuous methods are investigated. To focus on
studying the effect of the prompt position itself, we
implement two vanilla approaches:

Prompt-based fine-tuning: For discrete
prompt, we fine-tune all the LM’s parameters with
the input restructured within a manual prompt tem-
plate as per (Schick and Schütze, 2020; Gao et al.,
2020).

Prompt tuning: For continuous prompt, we
instantiate standard prompt tuning (Lester et al.,
2021), which only tunes the continuous prompts to-
kens prepended to the input layer with the language
model frozen. Besides, we incorporate both cloze
and prefix styles, leading to four types of prompts
for empirical investigation: cloze manual prompt,
cloze continuous prompt, prefix manual prompt
and prefix continuous prompt.

Models: We choose language models which are
popular in the NLU research literature. As per
Gao et al. (2020), we use RoBERTa-large (Liu
et al., 2019) to predict the masked token based
on the cloze-style prompt. To generate answers
from prefix-style prompts, we use T5-Large lan-
guage model adaption as per Lester et al. (2021),
which is pre-trained for 10K steps with language
modelling objectives without mixing downstream

3We do not take the automated search approach in discrete
space, as this may result in different vocabulary in templates
and potentially obfuscate the impact prompt position has in
our results.

tasks. We additionally experiment with T5-XL
(3B) on prefix continuous prompt to investigate
the relatively larger model. All our gradient-based
experiments are conducted using the OpenPrompt
framework4(Ding et al., 2021).

Datasets: We examine the above approaches on
five commonly used natural language understand-
ing datasets as per (Gao et al., 2020; Lester et al.,
2021). The datasets span various tasks: senti-
ment analysis (CR (Hu and Liu, 2004), SST-2
(Wang et al., 2018)), question classification (TREC
(Voorhees and Tice, 2000)), question answering
(BoolQ (Wang et al., 2019)), and natural language
inference (RTE (Wang et al., 2019)), broadly clas-
sified into single-sentence (SST-2, CR, TREC)
and sentence-pair categories (RTE, BoolQ). For
datasets from GLUE and SuperGLUE, we use the
original development sets for testing, and for the
rest, we follow the testing sets as per Gao et al.
(2020). See Table 9 in Appendix for details.

We measure the effect of the prompt position by
the model’s few-shot performance. We construct
Dtrain and Ddev with K samples per label from the
original training data, with K ranging from 16 to
128. We calculate the average accuracy across five
randomly sampled Dtrain and Ddev splits, using
the same fixed set of seeds as per Gao et al. (2020).

Positions: As explained in Section 3.2, we ex-
periment with distinct prompt positions tailored to
different prompt styles: there are 14 positions for
cloze-style prompts in single-sentence tasks and
45 positions in sentence-pair tasks; for prefix-style
prompts, we use 3 positions for single-sentence
tasks and 7 for sentence-pair tasks.

To mitigate the influence of vocabulary in the
manual prompt, we employ a reference template
from prior research and only change the position
where these words are inserted (See Table 2 for sim-
ple examples). In practice, there would be different
situations for each prompt position, particularly
with discrete prompts. For example, when insert-
ing task input between two prompt sequences, the
choice of which sequence to place at the beginning
or end can vary. We prioritize templates that main-
tain grammatical coherence, selecting one template
per prompt position5. With regards to continuous
prompts, when inserting multi-prompt series, we

4https://github.com/thunlp/OpenPrompt
5All prompts obtained by altering the position presented in

this paper were chosen before evaluation to avoid any selection
bias.



SST-2 CR TREC RTE BoolQ
K-size Method Var Best (∆) Var Best (∆) Var Best (∆) Var Best (∆) Var Best (∆)

16 CM 5.1 90.8 3.3 91.2 3.3 85.7 (+2.9) 17.8 71.2 (+3.7) 14.8 69.5 (+2.0)
CC 23.1 86.3 (+0.2) 18.7 84.6 (+0.8) 17.4 65.1 (+6.8) 10.2 57.0 (+1.4) 17.1 61.1 (+1.0)
PM 3.8 89.5 2.7 92.7 (+0.2) 0.8 85.0 (+0.3) 6.2 61.7 (+3.1) 6.7 64.2 (+3.0)
PC 13.7 70.6 (+13.4) 26.4 86.8 3.9 71.8 (+2.4) 4.4 52.1 4.3 49.6 (+4.3)
PC-XL 12 84.9 18.3 86.7 5.5 80.8 (+5.5) 6.6 53.1 (+1.7) 6.1 51.8 (+4.8)

32 CM 4.4 91.4 (+0.7) 2.5 92.0 (+0.9) 1.6 88.8 (+1.3) 20.6 74.7 (+1.8) 17 72.1 (+3.8)
CC 17.9 89.7 14.8 89.2 (+0.2) 12.9 74.8 (+1.7) 10.5 59.6 (+0.5) 14.9 63.5 (+6.1)
PM 0.9 92 1.9 93.0 (+0.1) 0.4 88.3 (+0.4) 11.4 66.9 (+7.0) 6.3 71.1
PC 12.8 75.5 (+8.4) 17 89.4 5.6 80.4 (+5.6) 2.5 52.6 (+0.2) 7.9 57.3 (+5.2)
PC-XL 4.1 90.6 2.1 90.4 (+0.4) 2.8 84.9 (+2.8) 5.3 54.4 4.8 53.7 (+4.8)

64 CM 2.4 92.4 (+0.9) 1.6 92.3 (+0.2) 1.3 92.3 (+1.1) 22.9 77.3 (+4.3) 14 73.8 (+0.6)
CC 10.9 91.4 (+1.2) 7.8 91.1 (+1.3) 10.1 81.8 14.4 63.5 (+4.3) 11.4 62.6 (+0.5)
PM 0.7 93.1 (+0.7) 0.6 93.7 0.4 90.5 12.9 72.9 (+4.8) 3.1 73.8
PC 14 89.1 (+5.3) 13.3 92 3.5 85.5 (+3.5) 6.8 57.3 2.8 52.9 (+0.6)
PC-XL 1.3 92.8 0.8 92.7 (+0.8) 1.4 88.6 10.4 62.3 5.8 55.1 (+2.5)

128 CM 1.7 93 1.2 92.6 1.1 94.6 (+0.7) 18.1 79.8 (+1.0) 13.3 75.7
CC 7.6 92.6 (+2.3) 4.8 92.1 (+1.4) 6.2 88.1 (+0.7) 12.2 63.1 (+3.0) 13.9 65.1 (+4.7)
PM 0.6 93.4 (+0.2) 0.4 93.9 (+0.2) 0.6 92.2 (+0.6) 9 75.2 (+3.8) 2.7 76.5 (+1.0)
PC 7.7 88.5 5.7 91.6 1.6 89.4 (+1.6) 9.6 61.2 (+2.1) 4.2 54.9 (+4.2)
PC-XL 1.4 93.3 0.5 93.9 1 91.7 (+0.5) 9.9 64.4 5.4 58.2 (+5.4)

Table 1: The effect of prompt position in few-shot gradient-based prompting across K training samples per label.
’Var’ indicates the performance disparity between the least and most effective positions. ’Best’ is the accuracy at the
optimal position. (∆) is the accuracy delta of the optimal position compared to the reference position. If the optimal
position is the reference position, then (∆) is not reported. We use the following abbreviations. CM: cloze manual
prompt; CC: cloze continuous prompt; PM: prefix manual prompt; PC: prefix continuous prompt; PC-XL: prefix
continuous prompt with the T5-XL model. See Appendix D for the full results.

Prefix manual prompt
Question: Is this sentence positive or negative? Answer: {text}
{text} Question: Is this sentence positive or negative? Answer:
Question: Is this sentence positive or negative? {text} Answer:

Table 2: Example templates with different positions for
SST-2. The italic row indicates the default template
position in Gao et al. (2021).

simply separate continuous tokens used in the sin-
gle prompt sequence equally to mitigate the effect
of prompt length. All templates and verbalizers
we used are described in Appendix C, along with
their respective prompt position options for differ-
ent tasks (Appendix D).

4.2 Results

As demonstrated in Table 1, for single-sentence
tasks - SST-2, CR and TREC, the influence of
prompt position is relatively small when using man-
ual prompts, while significant performance varia-
tions arise when continuous prompts are employed.
With the K-size increases, the differences between
all methods tend to diminish. We note that the opti-
mal prompt position may not always align with the
reference position across different methods espe-
cially in the TREC dataset. Yet, the accuracy gap
compared to the reference position also becomes
smaller when K is set to 128.

For sentence-pair tasks, RTE and BoolQ, a sub-
stantial performance variation is observed across
all methods. As K increases, the variance between
different prompt positions persists except for the
case of the prefix manual prompt in BoolQ. Simi-
lar to single-sentence tasks, the reference prompt
position does not consistently produce optimal re-
sults across all methods. Notably, even when the
K is set to 128, there are instances where a notice-
able difference exists between the best-performing
prompt position and the reference position. For
example, in RTE, the prefix manual prompt shows
a 3.8 percentage point difference in performance,
and in BoolQ, the prefix continuous prompt has a
5.4 percentage point difference (Table 1).

We additionally experiment with T5-3B on pre-
fix continuous prompt, more commonly used in
prompt tuning methods, to investigate the effect of
prompt position in a relatively large model. Our
results indicate that a larger scale helps to reduce
the performance difference in single-sentence tasks,
especially when K > 16. However, the variance
remains considerable in sentence-pair tasks.

In general, sentence-pair tasks are more suscepti-
ble to the influence of prompt position compared to
single-sentence tasks, whereas continuous prompts
exhibit higher sensitivity to position compared to
manual prompts.



K-size Method RTE BoolQ
K=16 CM the Answer: {text_a} . [mask] {text_b} Question: ? Answer: {text_a} . Question: {text_b} ? [mask] .

CC P {text_a} P [mask] {text_b} P P {text_a} P [mask] {text_b}
PM {text_a} Question: True or False? Answer: {text_b} Question: {text_a} {text_b} ? Answer:
PC P {text_a} {text_b} P {text_a} P {text_b}
PC-XL {text_a} P {text_b} P {text_a} P {text_b}

K=32 CM the Answer: {text_a} . [mask] {text_b} Question: ? {text_a} . Question: ? Answer: . [mask] {text_b}
CC P {text_a} [mask] {text_b} P {text_a} [mask] {text_b} P
PM Question: True or False? Answer: {text_a} {text_b} {text_a} Question: {text_b} ? Answer:
PC P {text_a} P {text_b} P {text_a} P {text_b}
PC-XL P {text_a} {text_b} {text_a} P {text_b}

K=64 CM the Answer: {text_a} . [mask] {text_b} Question: ? {text_a} . Question: ? {text_b} [mask] Answer: .
CC {text_a} [mask] {text_b} P {text_a} [mask] {text_b} P
PM Answer: {text_a} Question: True or False? {text_b} {text_a} Question: {text_b} ? Answer:
PC P {text_a} {text_b} {text_a} {text_b} P
PC-XL P {text_a} {text_b} P {text_a} P {text_b}

K=128 CM the Answer: . {text_a} Question: ? {text_b} [mask] {text_a} . Question: {text_b} ? Answer: [mask] .
CC P {text_a} [mask] {text_b} P {text_a} [mask] {text_b} P
PM True or False? {text_a} Question: {text_b} Answer: {text_a} Question: ? Answer: {text_b}
PC {text_a} {text_b} P P {text_a} P {text_b} P
PC-XL P {text_a} {text_b} P {text_a} P {text_b} P

Table 3: The optimal prompt positions on RTE and BoolQ. P denotes continuous prompt tokens.

4.3 Discussion

In our main paper, we detail the optimal prompt
positions for sentence-pair tasks in Table 3, while
those for single-sentence tasks are in Table 11 of
the Appendix. Table 3 shows that the optimal
prompt position is not consistently shared across
different datasets when employing the same prompt
method. For example, for the prefix continuous
prompting (PC), the RTE task often prefers prompt
tokens inserted at the start, especially with the T5-
3B model. In contrast, BoolQ shows a preference
for the position "P {text_a} P {text_b} P" in both
T5-Large and T5-XL models (K=128). Also, we
have noticed that the optimal position varies de-
pending on K size, indicating that the distribution
of input samples holds an influence. Besides, there
is no clear superiority between inserting multiple
prompt sequences and a single prompt sequence.
However, the relative position of the [mask] token
in cloze-style prompts indeed affects the model per-
formance, which is consistent with the findings of
Gao et al. (2020). Typically, placing the [mask]
token between the two inputs is often favoured in
RTE. We conduct supplementary experiments with
null templates which will be further discussed in
Appendix A.

It is worth noting that grammar doesn’t always
dictate the performance of manual prompts. This
can be observed where grammatically incorrect
prompts often achieve the best performance, and
the performance difference between grammatically
correct and incorrect prompts is not always negli-
gible. For example, in the BoolQ dataset within

a cloze-style manual prompt (K = 32), "{text_a} .
Question: ? Answer: . [mask] {text_b}" (shown
in Table 3) outperforms the reference prompt
"{text_a} . Question: {text_b} ? Answer: [mask]
." (Schick and Schütze, 2020) by 3.84 percentage
points (Table 1). This phenomenon suggests that
prompts considered reasonable by humans may not
necessarily be effective for language models, which
is consistent with Liu et al. (2021c). It implies that
factors beyond grammar contribute to performance
outcomes.

5 Effect on Gradient-free Prompting

5.1 Setup
We explore classic gradient-free prompting meth-
ods within both zero-shot and few-shot paradigms.
For few-shot settings, in-context learning is investi-
gated via direct prompting (Brown et al., 2020) as
well as chain-of-thought (CoT) prompting, where
models provide a reasoning step prior to the final
response (Wei et al., 2022b). For zero-shot settings,
we only consider the direct prompting.

We examine the in-context learning performance
of SST-2 using a 16-shot setting (K=8), which is
the maximum length accommodated within 512 to-
kens, on the T5-Large model. We find a consistent
trend that the position variance is significant and
the reference position is sub-optimal. However, the
overall performance of in-context learning signifi-
cantly lags behind that of prompt-based fine-tuning
by employing the same manual prompt (see details
in Appendix D.1). We shift our focus to relatively
larger models in this section.



T5-3B Flan-T5-3B T5-11B Flan-T5-11B LLaMA-13B Flan-LLaMA-13B
Var Best (∆) Var Best (∆) Var Best (∆) Var Best (∆) Var Best (∆) Var Best (∆)

Causal Judgement 4.3 48.7 3.2 63.1 1.6 50.3 (+1.6) 3.2 60.4 (+0.5) 3.2 50.8 (+3.2) 1.6 59.4
Disambiguation QA 1.6 33.2 2.0 68.4 (+2.0) 5.2 34.8 2.8 68.4 (+1.2) 26.0 61.6 6.0 63.2
Sports Understanding 2.0 48.0 4.0 58.8 2.8 51.6 (+2.8) 0.4 69.2 5.6 68.4 (+4.0) 2.8 67.2
Navigate 14.0 42.0 5.6 60.4 7.2 47.6 (+2.8) 2.8 61.6 (+2.8) 0 58.0 1.2 58.0
Logical Deduction (5) 0 22.4 8.0 50.4 (+3.6) 4.8 23.2 (+3.2) 5.2 55.2 8.0 26.0 10.0 37.6 (+0.4)
Logical Deduction (7) 1.6 15.2 (+1.6) 6.0 52.4 1.2 18.8 (+0.4) 3.6 59.2 (+0.4) 2.8 18.8 11.2 35.6 (+6.4)
Logical Deduction (3) 36.4 36.4 6.4 64.4 (+1.6) 1.6 36.0 2 72.4 (+2.0) 6.8 41.6 1.2 43.2 (+1.2)
Penguins in a Table 8.2 24.0 (+8.2) 5.5 37.7 4.1 25.3 (+3.4) 9.6 44.5 (+2.0) 1.4 26.7 9.6 37.7
Salient Translation Err. 4.0 16.0 (+4.0) 11.2 45.2 0 12.0 6.8 51.2 14.8 38.4 14.4 36.0 (+1.2)
Movie Recommendation 2.0 27.2 (+2.0) 20.8 65.2 (+10.0) 15.6 44.0 32.8 71.6 (+11.6) 34.0 80.0 (+8.8) 15.6 80.0 (+11.6)

All task (avg) 7.41 7.27 4.41 6.92 10.26 7.36

Table 4: The effect of prompt position in few-shot direct prompting on BBH benchmark.

T5-3B Flan-T5-3B T5-11B Flan-T5-11B LLaMA-13B Flan-LLaMA-13B
Var Best (∆) Var Best (∆) Var Best (∆) Var Best (∆) Var Best (∆) Var Best (∆)

Causal Judgement 0.5 43.3 5.9 60.4 (+3.2) 2.6 48.1 0.5 57.2 (+0.5) 2.7 54 5.4 57.8 (+2.7)
Disambiguation QA 2.4 28.4 1.6 69.2 2 30.0 (+0.8) 1.2 64.8 (+0.8) 8.4 50.0 (+8.4) 1.6 39.2 (+1.6)
Sports Understanding 1.2 46.8 (+0.8) 5.2 58.0 (+2.0) 4 59.2 (+4.0) 4.4 64.0 (+2.8) 1.6 78.4 (+1.6) 2.8 77.2
Navigate 5.2 27.6 (+0.8) 6.8 56.8 (+0.4) 4.4 32.8 4 61.6 2.8 59.6 (+0.8) 2.4 57.6
Logical Deduction (5) 4.0 20.8 (+4.0) 10 37.6 8.4 21.6 (+1.2) 9.2 51.2 1.2 29.6 4.4 32.8 (+4.4)
Logical Deduction (7) 3.2 14.4 (+1.6) 11.6 30 6.4 17.2 18.8 53.6 3.2 22.8 (+1.2) 0.8 20.0 (+0.4)
Logical Deduction (3) 2.8 38.8 (+2.8) 2.8 55.6 8.4 40.4 11.2 67.2 3.6 49.2 2.4 57.6 (+2.0)
Penguins in a Table 4.2 29.5 (+4.2) 2.7 26.7 (+1.4) 6.9 24 13.7 43.8 (+6.8) 5.5 40.4 3.5 42.5
Salient Translation Err. 2.4 9.2 7.6 25.6 (+2.0) 8 14 27.2 38.4 5.2 20.4 (+5.2) 0 30.8
Movie Recommendation 3.6 26 15.6 53.2 18.4 47.2 11.2 44.4 15.2 70 (+15.2) 25.6 74

All task (avg) 2.95 6.98 6.95 10.14 4.94 4.89

Table 5: The effect of prompt position in few-shot CoT prompting on BBH benchmark.

Models: We investigate two T5-series models,
T5-3B and T5-11B (Raffel et al., 2023), and a
decoder-only model LLaMA-13B (Touvron et al.,
2023), which has sufficient capability to assess the
impact of prompt position without any fine-tuning.
Additionally, we conduct experiments with their
instruction-tuned variants, Flan-T5-XXL (Chung
et al., 2022) and Flan-LLaMA (Wang et al., 2023).
These variants have been pre-trained on a diverse
set of data sources utilizing an array of instruction
template types that incorporate a wide spectrum of
vocabulary and positional variations.

For evaluation, we measure accuracy using the
exact match in the few-shot direct prompting as per
Suzgun et al. (2022); Chung et al. (2022). Within
the CoT setup, we extract the first word after the
phrase ‘[T|t]he answer is’, or capture the full re-
sponse if no such pattern is present. For the zero-
shot setting, we compute the likelihood of each
target option and select the option with the high-
est log-likelihood as per Brown et al. (2020); Sanh
et al. (2022); Wei et al. (2022a).

Datasets: We evaluate the sub-tasks of BIG-
Bench Hard (BBH) (Suzgun et al., 2022), a chal-

lenging benchmark from BIG-Bench6, for the fact
that instruction-tuned models were not exposed
to it during training. The tasks involve not only
NLU (e.g. Disambiguation QA) but also reason-
ing (e.g. Navigate, Logical Deduction), the Use
of World Knowledge (e.g. Sports Understanding,
Movie Recommendation, Causal Judgement), Ta-
ble Parsing (e.g. Penguins in a Table) and the
Multilingual task (e.g. Salient Translation Error
detection). Following Suzgun et al. (2022), we
employ the officially provided prompts, each ac-
companied by three few-shot examplers, for both
chain-of-thought and direct prompting.

Positions: This experiment is constrained to one
prompt type, prefix manual prompt, a choice in-
formed by the nature of the models and methods
we employed here. Given the only one task-input in
the BBH benchmark, we investigate three prompt
positions for each sub-task: insertion at the front,
the rear, or on both sides of the input. We play the
relative position between input and prompt within

6We choose tasks with defined task specifications from
bench authors (2023) to ensure that we can effectively alter
prompt positions.



Flan-T5-3B Flan-T5-11B LLaMA-13B Flan-LLaMA-13B
Var Best (∆) Var Best (∆) Var Best (∆) Var Best (∆)

Causal Judgement 1.1 61 1.6 61.5 (+0.5) 2.7 53.5 (+1.6) 5.3 58.8 (+3.2)
Disambiguation QA 2.4 69.2 (+2.4) 4 68.8 20.8 52.8 16.4 60
Sports Understanding 2.4 53.6 (+1.6) 2.4 61.6 (+2.4) 8.8 60.8 5.6 64.4
Navigate 3.2 60.8 (+2.4) 1.6 60.8 7.6 49.6 (+7.6) 1.2 59.2 (+1.2)
Logical Deduction (5) 4 50.4 (+0.4) 7.2 56.8 (+1.6) 3.2 21.2 15.2 38
Logical Deduction (7) 6 53.2 (+0.8) 8 62.4 (+1.2) 0 14.8 15.2 33.6
Logical Deduction (3) 4.4 64.8 5.6 75.2 7.6 39.6 (+3.2) 7.2 50 (+0.4)
Penguins in a Table 8.9 41.1 9.5 47.9 (+6.1) 10.2 26 8.9 31.5
Salient Translation Err 3.2 42.4 0 50 4.4 18 (+4.0) 5.2 24.8
Movie Recommendation 28.8 67.2 (+13.2) 14.8 55.2 (+8.8) 34.4 56 38 67.6 (+2.0)

All task (avg) 6.44 5.47 9.97 11.82

Table 6: The effect of prompt position in zero-shot direct prompting on BBH benchmark.

the exemplar delimiters (e.g., "Q:"/"A:")7. All tem-
plates and their variants of positions are detailed in
Appendix C.

5.2 Results
Few-shot: As illustrated in Table 4 and Table 5,
both direct prompting and CoT prompting exhibit
significant performance variances across different
prompt positions in most scenarios. Also, the opti-
mal position does not always align with the default
settings. Notably, the performance disparity be-
tween the default (used in Suzgun et al. (2022)) and
the best outcome (obtained by altering the position)
is significant sometimes. For instance, in the movie
recommendation, there is an 11.6 per cent perfor-
mance gap for direct prompting on Flan-LLaMA-
13B, and a 15.2 per cent gap for CoT prompting on
LLaMA-13B (changing from "Find a movie simi-
lar to {Input} \n{Options}" to "{Options} \n Find a
movie similar to {Input}").

When comparing larger model scales (3B VS
11B), the variance persists, and in some cases, it
even increases. For instance, in the task of three-
object logical deduction, the variance among dif-
ferent positions rises from 2.8 per cent to 11.2 per
cent on Flan T5-based models using the chain-of-
thought method (Table 5). Similarly, and quite sur-
prisingly, we observe that instruction tuning does
not necessarily reduce the performance difference
between positions; in fact, it can sometimes exacer-
bate them.

Zero-shot: In zero-shot scenarios, T5 plain mod-
els show only marginal improvements or even
worse than random, so our attention is primarily on

7Our rationale for this choice is that templates with exem-
plar delimiters consistently yield better results and also align
with the approach of Chung et al. (2022) in the creation of
few-shot templates for instruction fine-tuning.

the other four models. As indicated in Table 6, we
observe similar trends to those in the few-shot set-
ting. There are noticeable performance differences
between various prompt positions in most cases,
and the position yielding the best performance does
not consistently match the reference position.

5.3 Discussion

In Table 7, we present the optimal prompt positions
for various models across different tasks. It re-
veals that there is no universal best position across
tasks, models and methods, echoing our findings
discussed in Section 4.3. While the default prompt
position is typically set to "both" (namely prompt
sequences are inserted both in the front and rear of
the input), this doesn’t yield the best performance
all the time. Besides, the optimal position in the
zero-shot setting may not correspond to the one
in the few-shot setting. This is nuanced and con-
sistent with our discussion in Section 4.3 that the
input distribution may hold influence.

The grammar tends to better-preserved com-
pared to the cases setup in Section 4 when we
alter positions here. Despite this, there is still a
significant variance in performance between dif-
ferent positions. We suspect this variance may
stem from the "favourite" position of the language
model, influenced by similar formatted data en-
countered during pre-training or instruction-tuning.
As previously noted, instruction-tuned models do
not necessarily diminish this variance, despite typi-
cally incorporating a wide range of vocabulary and
positional variations in their training templates. We
have reviewed the ten templates for each dataset
in Chung et al. (2022) and found an uneven dis-
tribution of position variety. For instance, in the
SST-2 task, a majority of their instruction tuning
templates position the task input between the task



Flan-T5-3B Flan-T5-11B LLaMA-13B Flan-LLaMA-13B
Direct CoT 0-shot Direct CoT 0-shot Direct CoT 0-shot Direct CoT 0-shot

Causal Judgement B R B/R R F/R R F B F B F F
Disambiguation QA F B F F F B B F B B F/R B
Sports Understanding F R B F/R R R B B F F F F
Navigate B F R R B B - F R B B R
Logical Deduction (5) R B R B/R B R B B/R B R R B
Logical Deduction (7) B B R R B R B F - R F B
Logical Deduction (3) R B B/R F B B B B R R R R
Penguins in a Table B F B F F F B B B B B B
Salient Translation Err. B R B F/B B - B F F F - B
Movie Recommendation R B R R B R R F B F B R

Table 7: The optimal prompt positions of different models on BBH. ’F’ for Front Insertion, ’B’ for Both Sides and
’R’ for Rear Placement.

specification and options. In contrast, in the CNN
Daily Mail summarization task (See et al., 2017),
their templates often place the task input at the
beginning.

To further explore the potential reason for this
variance, we conduct a preliminary experiment on
SST-2 using Flan-based models under the zero-shot
setting (Table 19 in Appendix). We find that all
models exhibit strong performance with minimal
variance or even zero (e.g. Flan-T5-11B) between
different positions. This outcome is expected due
to the exposure of SST-2’s training data during the
instruction-tuning process, but it is also encour-
aging as it suggests that a strong language model
should be robust to changes in prompt positioning.
Nonetheless, we still observe a slight preference for
the ’both’ position in both Flan-T5-3B and Flan-
LLaMA-13B models, supporting our hypothesis
that one task might favour a prompt position more
commonly encountered during the training process.

6 General Discussion

Our main research question in this paper is whether
and how prompt positions matter. In Section 4, we
observe that continuous prompts are more sensitive
to prompt positions compared to manual prompts.
In Section 5, all language models exhibit a certain
degree of sensitivity to positional changing in both
few-shot and zero-shot settings. Both sections 4
and 5 highlight that the optimal prompt position is
not shared across tasks, and sometimes even dif-
fers among items of data. Furthermore, Section 5
reveals that instruction-tuning fails to mitigate po-
sitional variance, possibly due to an unequal distri-
bution of position variety in instruction templates.

Our goal is not to identify a ’best’ position to
replace the prompt position used in prior works.

Rather, we aim to highlight the effect of prompt
position, which is often overlooked before. For
gradient-based prompting such as prompt tuning,
due to the influence of training data items, we sug-
gest instance-dependent prompt position optimi-
sation as a valuable direction, with the potential
to enhance model performance, which is similar
to Wu et al. (2022); Yang et al. (2023). As for
gradient-free prompting, in real-world scenarios,
prompt positioning and the logic in which ques-
tions or instructions are structured are diverse. A
robust language model should display a consistent
understanding of inputs with the same semantic
essence when only the prompt position changes. A
future work direction is to explore if increasing the
position variety during the instruction tuning pro-
cess improves the robustness of pre-trained models.

7 Conclusion

In this study, we evaluate the effect of prompt po-
sition in both zero-shot and few-shot scenarios.
Our findings reveal significant variations in per-
formance among different prompt positions across
a variety of methods, tasks, and models. Addition-
ally, our research indicates that prompt positions
commonly adopted in the existing literature often
result in sub-optimal performance, with no single
prompt position universally excelling across all
tasks. These findings suggest prompt position op-
timisation as a promising new direction in prompt
engineering and advocate for the consideration of
position-aware instruction tuning to develop more
robust models in the future.

Limitations

Due to the extensive workload of experiments,
we only test our hypothesis for 5 sub-tasks from



(Gao et al. (2020); Lester et al. (2021)) in gradient-
based approaches and 10 sub-tasks from Suzgun
et al. (2022) in gradient-free approaches. We use
medium-sized language models in all our exper-
iments (e.g. LLaMA-13B) using relatively low
computational resources (i.e. a single GPU card for
inferring or training), so although we strongly sus-
pect the results will be similar in the latest Large
Language Models (e.g. GPT4) this needs to be
confirmed empirically in future experiments.
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A The Effect of [Mask] Token Position

We have discovered that the position of the [mask]
token has an impact on the cloze-style prompt,
namely within Masked Language Models. To in-
vestigate this further, we conduct null template ex-
periments with a K size of 16, where we simply
concatenate the inputs and the [mask] token with-
out a prompt. By analyzing the results of the null
template as presented in Table 8, we observe that
in single-sentence tasks, placing text before the
[mask] token generally leads to better performance.
For sentence-pair tasks, placing [mask] before the
text is relatively sub-optimal. Notably, for the RTE
task, positioning [mask] token in the middle of the
two original inputs proves to be more advantageous.
This observation also aligns with the overall perfor-
mance trend demonstrated in the complete set of
results, which can be found in Appendix D.

Interestingly, even when the [mask] token is
placed in the same relative position to the task
inputs, the performance exhibits a noticeable dif-
ference depending on how to insert the prompt
sequences. For instance, in the cloze continuous
prompt experiment on RTE dataset with a K size of
128, when the [mask] token is placed in the middle
of two task inputs, "{text_a} [mask] {text_b} P"
achieves a performance that is 6.28 higher com-
pared to "{text_a} P [mask] {text_b}" (detailed in
Table 31).

Dataset Null template Mean (std)

SST-2 {text_a} [mask] 89.40 (1.44)
[mask] {text_a} 82.80 (5.56)

CR {text_a} [mask] 90.66 (1.19)
[mask] {text_a} 89.01 (1.76)

TREC {text_a} [mask] 85.99 (1.82)
[mask] {text_a} 83.58 (1.58)

RTE {text_a} {text_b} [mask] 55.02 (7.16)
{text_a} [mask] {text_b} 65.49 (3.58)
[mask] {text_a} {text_b} 53.86 (5.58)

BoolQ {text_a} {text_b} [mask] 64.70 (3.09)
{text_a} [mask] {text_b} 64.05 (4.13)
[mask] {text_a} {text_b} 59.05 (1.57)

Table 8: Null template results for all datasets on K size
of 16 for cloze manual prompt.

B Experimental Details

For prompt-based fine-tuning, we employ an
AdamW optimizer (Loshchilov and Hutter, 2017)
with a learning rate of 2e-5 and a batch size of 8

for 1000 steps, validating the performance every
100 steps. For prompt tuning on the Roberta model,
we follow the setting in Sun et al. (2022), using
AdamW with a learning rate of 5e-4 and a batch
size of 16 for 1000 epochs, with model perfor-
mance validation every 100 steps. For prompt tun-
ing on the T5 model, we adopt Adafactor (Shazeer
and Stern, 2018) with a learning rate of 0.3 and
a batch size of 16 for 1000 steps, evaluating the
performance every 8 steps. The prompt length
for all experiments is set to 50, initialized from
the first 50 tokens embeddings of the pre-trained
language model following Ding et al. (2021) as
initializing from the language model’s vocabulary
often gives better results. To mitigate overfitting,
we employ the strategy of early stopping across all
experiments.

All our models were trained on a single
RTX8000 with 48GB of memory. In the main train-
ing experiments, continuous prompt tuning took
approximately 547 hours for T5-3B, 264 hours
for T5-Large, and 2269 hours for RoBERTa-large;
prompt-based fine-tuning took around 150 hours
for T5-Large and 546 hours for RoBERTa-large.
For the gradient-free main experiments, zero-shot
experiments took roughly 16 hours, few-shot direct
prompting took about 70 hours, and CoT prompt-
ing took around 345 hours.

C Datasets, Reference Prompts and
Positions

For gradient-based approaches, the dataset statis-
tics used are shown in Table 9, the reference prompt
positions are shown in Table 10, and the best-
performing prompt positions for single-tasks are
shown in Table 11. The CR templates employed
here are consistent with that of SST-2 for all meth-
ods, following the setting outlined in Gao et al.
(2020). Regarding the prefix continuous prompt
(PC) applied to the TREC dataset, we follow the
prompt position setting provided by Lester et al.
(2021), which is commonly used as the default
prompt position for most continuous prompt meth-
ods. Besides, Gu et al. (2022) use "P {text_b}
[mask] {text_a}" (e.g. {text_a} is "passage" and
{text_b} is "question" in BoolQ task) as the prompt
position in cloze continuous prompt method. To
narrow our focus on the prompt position and ensure
consistency with the expected task input sequence
order in other methods (e.g. manual prompt), we
modify their input orders in this specific case. For



gradient-free approaches, reference prompt posi-
tions used in Suzgun et al. (2022) and their variants
are shown in Table 12.

D All Results

D.1 SST-2
The results of the 16-shot SST-2 preliminary exper-
iment on T5-Large, as mentioned in Section 5.1,
are presented in Table 18. We additionally calibrate
the output distribution following the method out-
lined by Zhao et al. (2021), leading to enhanced
in-context learning accuracy across all positions.
Despite this improvement, the results continue to
display a similar trend to our previous observa-
tions, including significant performance differences
across various positions and a suboptimal reference
prompt position.

All other SST-2 results are presented in Tables
13, 15, 14, 16, 17 and 19.

D.2 CR
Full CR results can be found in Tables 20, 22, 21,
23, and 24.

D.3 TREC
Full TREC results can be found in Tables 25, 27,
26, 28 and 29.

D.4 RTE
Full RTE results can be found in Tables 30, 31, 32,
33 and 34.

D.5 BoolQ
Full BoolQ results can be found in Tables 35, 36,
37, 38 and 39.

D.6 BBH
For zero-shot, few-shot direct prompting, and few-
shot chain-of-thought prompting, full results are
shown in Table 42, Table 40, and Table 41.



Corpus |Y | Train Validation Task Evaluation Metrics

Single Sentence Tasks

CR 2 1775 2000 sentiment accuracy
SST-2 2 67349 1821 sentiment accuracy
TREC 6 5452 500 question cls. accuracy

Sentence Pair Tasks

RTE 2 2491 278 NLI accuracy
BoolQ 2 9427 3270 QA accuracy

Table 9: The datasets evaluated in our work. |Y | represents the number of classes within each task. We only sample
Dtrain and Ddev of K × |Y | examples from the original training set in the few-shot experiments.

Method Task Template Verbalizer Reference
CM SST-2 {text_a} It was [mask]. positive: great, negative: terrible (Gao et al., 2020)

CR {text_a} It was [mask]. positive: great, negative: terrible (Gao et al., 2020)
TREC {text_a} This question is related to

[mask] category.
abbr.: Expression, entity: Entity, de-
scription: Description, human: Human,
location: Location, numeric: Number

(Köksal et al., 2023)

RTE {text_a} Question: {text_b}? the An-
swer: [mask].

entailment: yes, not_entailment: no (Liu et al., 2021c)

BoolQ {text_a}. Question: {text_b}? Answer:
[mask].

entailment: yes, not_entailment: no (Schick and Schütze, 2020)

CC SST-2 P {text_a} [mask] positive: great, negative: terrible (Gu et al., 2022)
CR P {text_a} [mask] positive: great, negative: terrible
TREC P [mask] {text_a} abbr.: Expression, entity: Entity, de-

scription: Description, human: Human,
location: Location, numeric: Number

(Liu et al., 2022)

RTE P {text_a} [mask] {text_b} entailment: yes, not_entailment: no (Gu et al., 2022)
BoolQ P {text_a} [mask] {text_b} true: yes, false: no (Gu et al., 2022)

PM SST-2 {text_a} Question: Is this sentence pos-
itive or negative? Answer:

positive: positive, negative: negative (Gao et al., 2021)

CR {text_a} Question: Is this sentence pos-
itive or negative? Answer:

positive: positive, negative: negative

TREC Categories: {′,′ .join(label_words)}.
What category best describes: {text_a}
Answer:

abbr.: Abbreviation, entity: Entity, de-
scription: Description, human: Person,
location: Location, numeric: Quantity

(Sanh et al., 2022)

RTE {text_a} Question: {text_b} True or
False? Answer:

entailment: true, not_entailment: false (Brown et al., 2020)

BoolQ {text_a} Question: {text_b}? Answer: true: yes, false: no (Brown et al., 2020)

PC SST-2 P {text_a} positive: positive, negative: negative (Lester et al., 2021)
CR P {text_a} positive: positive, negative: negative
TREC P {text_a} abbr.: Abbreviation, entity: Entity, de-

scription: Description, human: Person,
location: Location, numeric: Quantity

RTE P {text_a} {text_b} entailment: entailment, not_entailment:
contradiction

(Lester et al., 2021)

BoolQ P {text_a} {text_b} true: true, false: false (Lester et al., 2021)

Table 10: All reference prompt positions used in the main text of the paper. P denotes continuous prompt tokens.



K-Shot Method SST-2 CR TREC

K=16 CM {text_a} It was [mask]. [mask] It was {text_a}. {text_a} [mask] This question is related to category.
CC P [mask] P {text_a} P {text_a} P [mask] P {text_a} [mask]
PM {text_a} Q: Is this sentence positive or

negative? A:
Q: Is this sentence positive or negative?
{text_a} A:

A: C: {′,′ .join(label_words)}. What category best
describes: {text_a}

PC {text_a} P P {text_a} P {text_a} P
PC-XL P {text_a} P {text_a} {text_a} P

K=32 CM It was [mask]. {text_a} {text_a}. It was [mask] This question is related to category. {text_a} [mask]
CC P {text_a} [mask] [mask] P {text_a} P [mask] {text_a} P
PM {text_a} Q: Is this sentence positive or

negative? A:
Q: Is this sentence positive or negative?
{text_a} A:

{text_a} C: {′,′ .join(label_words)}. What cate-
gory best describes: A:

PC {text_a} P P {text_a} P {text_a} P
PC-XL P {text_a} P {text_a} P {text_a} P

K=64 CM [mask] It was {text_a}. It was. {text_a} [mask] {text_a} [mask] This question is related to category.
CC P [mask] P {text_a} {text_a} [mask] P P [mask] {text_a}
PM Q: Is this sentence positive or negative?

A: {text_a}
{text_a}Q: Is this sentence positive or
negative? A:

C: {′,′ .join(label_words)}. What category best de-
scribes: {text_a} A:

PC {text_a} P P {text_a} {text_a} P
PC-XL P {text_a} P {text_a} P P {text_a}

K=128 CM It was [mask]. {text_a} {text_a} It was [mask]. {text_a} [mask] This question is related to category.
CC P [mask] P {text_a} P {text_a} P [mask] P {text_a} [mask] P
PM Q: Is this sentence positive or negative?

A: {text_a}
Q: Is this sentence positive or negative?
A: {text_a}

A: C: {′,′ .join(label_words)}. What category best
describes: {text_a}

PC P {text_a} P {text_a} P {text_a} P
PC-XL P {text_a} P {text_a} P {text_a} P

Table 11: The best-performing prompt positions for single-sentence tasks on SST-2, CR and TREC datasets. P
denotes continuous prompt tokens, while Q, A, and C represent the abbreviations for "Question", "Answer", and
"Categories", respectively. {′,′ .join(label_words)} simplifies the representation of six label words used in the
TREC dataset.



Causal Judgement F Q: How would a typical person answer each of the following questions about causa-
tion?\n{Options}\n{Input}\nA:

B* Q: How would a typical person answer each of the following questions about causa-
tion?\n{Input}\n{Options}\nA:

R Q: {Input}\n{Options}\nHow would a typical person answer each of the following questions
about causation?\nA:

Disambiguation QA F Q: In the following sentences, explain the antecedent of the pronoun (which thing the pronoun
refers to), or state that it is ambiguous.\n{Options}\n{Input}\nA:

B* Q: In the following sentences, explain the antecedent of the pronoun (which thing the pronoun
refers to), or state that it is ambiguous.\n{Input}\n{Options}\nA:

R Q: {Input}\nIn the following sentences, explain the antecedent of the pronoun (which thing the
pronoun refers to), or state that it is ambiguous.\n{Options}\nA:

Sports Understanding F* Q: Is the following sentence plausible? {Input}\nA:
B Q: Is the following sentence {Input} plausible?\nA:
R Q: {Input} Is the following sentence plausible?\nA:

Navigate F Q: If you follow these instructions, do you return to the starting point?\n{Options}\n{Input}\nA:
B* Q: If you follow these instructions, do you return to the starting point? {Input}\n{Options}\nA:
R Q: {Input} If you follow these instructions, do you return to the starting point?\n{Options}\nA:

Logical Deduction (3,5,7) F Q: The following paragraphs each describe a set of three (five/seven) objects arranged in a fixed
order. The statements are logically consistent within each paragraph.\n{Options}\n{Input}\nA:

B* Q: The following paragraphs each describe a set of three (five/seven) objects arranged in a fixed
order. The statements are logically consistent within each paragraph. {Input}\n{Options}\nA:

R Q: {Input} The following paragraphs each describe a set of three (five/seven) objects arranged
in a fixed order. The statements are logically consistent within each paragraph.\n{Options}\nA:

Penguins in a Table F Q: Here is a table where the first line is a header and each subsequent line is a penguin: name,
age, height (cm), weight (kg) Louis, 7, 50, 11 Bernard, 5, 80, 13 Vincent, 9, 60, 11 Gwen, 8,
70, 15 For example: the age of Louis is 7, the weight of Gwen is 15 kg, the height of Bernard is
80 cm.\n{Options}\n{Input}\nA:

B* Q: Here is a table where the first line is a header and each subsequent line is a penguin: name,
age, height (cm), weight (kg) Louis, 7, 50, 11 Bernard, 5, 80, 13 Vincent, 9, 60, 11 Gwen, 8,
70, 15 For example: the age of Louis is 7, the weight of Gwen is 15 kg, the height of Bernard is
80 cm. {Input}\n{Options}\nA:

R Q: {Input} Here is a table where the first line is a header and each subsequent line is a penguin:
name, age, height (cm), weight (kg) Louis, 7, 50, 11 Bernard, 5, 80, 13 Vincent, 9, 60, 11 Gwen,
8, 70, 15 For example: the age of Louis is 7, the weight of Gwen is 15 kg, the height of Bernard
is 80 cm.\n{Options}\nA:

Salient Translation Err. F Q: The following translations from German to English contain a particular error. That error
will be one of the following types: Named Entities: An entity (names, places, locations, etc.) is
changed to a different entity. Numerical Values: Numerical values (ordinals or cardinals), dates,
and/or units are changed. Modifiers or Adjectives: The modifiers and adjectives pertaining
to a noun are changed. Negation or Antonyms: Introduce or remove a negation or change
comparatives to their antonyms. Facts: Trivial factual errors not pertaining to the above classes
are introduced in the translations. Dropped Content: A significant clause in the translation is
removed. Please identify that error.\n{Options}\n{Input}\nA:

B* Q: The following translations from German to English contain a particular error. That error
will be one of the following types: Named Entities: An entity (names, places, locations, etc.) is
changed to a different entity. Numerical Values: Numerical values (ordinals or cardinals), dates,
and/or units are changed. Modifiers or Adjectives: The modifiers and adjectives pertaining
to a noun are changed. Negation or Antonyms: Introduce or remove a negation or change
comparatives to their antonyms. Facts: Trivial factual errors not pertaining to the above classes
are introduced in the translations. Dropped Content: A significant clause in the translation is
removed. Please identify that error. {Input}\n{Options}\nA:

R Q: {Input}\n{Options}\nThe following translations from German to English contain a particular
error. That error will be one of the following types: Named Entities: An entity (names, places,
locations, etc.) is changed to a different entity. Numerical Values: Numerical values (ordinals
or cardinals), dates, and/or units are changed. Modifiers or Adjectives: The modifiers and
adjectives pertaining to a noun are changed. Negation or Antonyms: Introduce or remove a
negation or change comparatives to their antonyms. Facts: Trivial factual errors not pertaining
to the above classes are introduced in the translations. Dropped Content: A significant clause in
the translation is removed. Please identify that error.\nA:

Movie Recommendation F Q: {Options}\nFind a movie similar to {Input}\nA:
B* Q: Find a movie similar to {Input}\n{Options}\nA:
R Q: {Input} Find a movie similar to\n{Options}\nA:

Table 12: The position variants on BBH. * denote the reference position used in Suzgun et al. (2022). In direct
prompting under few-shot settings, additional instructions and examples are provided, along with extra rationales in
CoT. Our prompts and inputs remain unchanged and adhere to bench authors (2023); Suzgun et al. (2022), with
modifications only on their relative position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
It was. {text_a} [mask] 90.02(1.44) 91.15(1.95) 90.92(1.90) 91.81(0.99)
{text_a} [mask] It was. 88.62(1.69) 90.71(1.60) 91.31(1.69) 91.56(0.52)
{text_a}. It was [mask] 90.21(1.58) 89.63(1.84) 91.74(1.37) 92.87(0.93)
It was. [mask] {text_a} 85.67(5.36) 89.15(1.79) 89.95(2.16) 91.28(1.04)
[mask] {text_a} It was. 85.92(3.55) 87.04(1.35) 90.30(1.34) 91.35(1.36)
[mask]. It was {text_a} 89.84(1.42) 89.61(3.55) 91.54(1.29) 91.86(1.13)

variance 4.54 4.11 1.79 1.59

Two prompt sequences
It was {text_a}. [mask] 87.78(2.91) 89.70(0.68) 91.19(1.28) 92.64(0.82)
It was {text_a} [mask]. 89.86(1.28) 89.72(1.85) 91.38(1.36) 91.95(0.91)
{text_a} It was [mask]. 90.80(1.74) 90.71(2.01) 91.49(0.73) 92.96(0.72)
It was [mask]. {text_a} 90.09(1.26) 91.42(0.91) 91.54(1.81) 92.96(0.33)
It was [mask] {text_a}. 87.75(1.39) 88.60(0.76) 91.86(0.48) 92.20(1.14)
[mask] It was {text_a}. 89.20(1.46) 90.53(1.58) 92.39(0.64) 92.27(1.03)

variance 3.05 2.82 1.2 1.01

Three prompt sequences
It {text_a} was [mask]. 88.97(2.97) 90.30(1.04) 91.93(1.01) 91.74(0.98)
It [mask] was {text_a}. 88.14(2.66) 88.67(2.05) 91.19(0.53) 92.73(0.54)

variance 0.83 1.63 0.74 0.99
variance all 5.13 4.38 2.44 1.68

Table 13: Cloze manual prompt with RoBERTa-large on SST-2. The italic row indicates the reference prompt
position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
Question: Is this sentence positive or
negative? Answer: {text_a}

85.73(6.94) 91.93(0.45) 93.05(0.60) 93.39(0.39)

{text_a} Question: Is this sentence posi-
tive or negative? Answer:

89.45(4.16) 91.97(0.78) 92.41(0.94) 93.17(0.45)

variance 3.72 0.04 0.64 0.22

Two prompt sequences
Question: Is this sentence positive or
negative? {text_a} Answer:

85.94(10.00) 91.06(0.96) 92.41(0.94) 92.84(0.98)

variance all 3.72 0.91 0.64 0.55

Table 14: Prefix manual prompt with T5-Large on SST-2. The italic row indicates the reference prompt position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} [mask] 86.12(3.28) 89.72(0.59) 90.18(0.80) 90.32(0.85)
{text_a} [mask] P 82.64(4.62) 89.11(2.68) 90.50(0.68) 91.10(0.96)
{text_a} P [mask] 72.09(6.69) 76.93(9.09) 83.23(3.27) 89.17(0.91)
P [mask] {text_a} 80.99(1.39) 82.00(4.65) 85.00(1.72) 86.90(2.75)
[mask] {text_a} P 72.02(5.58) 71.83(5.71) 80.50(2.63) 84.98(1.31)
[mask] P {text_a} 75.07(7.10) 85.99(2.85) 89.91(1.68) 90.46(2.14)

variance 14.1 17.89 10 6.12

Two prompt sequences
P {text_a} P [mask] 79.93(4.31) 83.62(6.26) 89.01(1.64) 92.09(0.49)
P {text_a} [mask] P 75.32(5.68) 82.06(9.97) 89.86(2.07) 91.38(1.50)
{text_a} P [mask] P 69.75(8.36) 77.48(7.96) 84.91(3.15) 91.01(1.02)
P [mask] P {text_a} 86.31(2.59) 89.27(1.70) 91.42(0.88) 92.57(0.38)
P [mask] {text_a} P 74.79(5.98) 79.36(2.03) 84.93(2.56) 88.44(1.12)
[mask] P {text_a} P 63.17(7.58) 74.66(6.49) 86.24(3.59) 90.67(2.38)

variance 23.14 14.61 6.51 4.13

Three prompt sequences
P {text_a} P [mask] P 70.55(9.44) 76.12(8.93) 83.67(4.82) 89.22(3.18)
P [mask] P {text_a} P 85.11(0.73) 85.73(6.58) 90.05(2.05) 91.95(0.82)

variance 14.56 9.61 6.38 2.73
variance all 23.14 17.89 10.92 7.59

Table 15: Cloze continuous prompt with RoBERTa-large on SST-2. The italic row indicates the reference prompt
position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} 57.20(6.23) 67.11(15.21) 83.76(4.90) 88.53(3.67)
{text_a} P 70.64(16.85) 75.48(14.73) 89.11(2.46) 86.81(8.46)

variance 13.44 8.37 5.35 1.72

Two prompt sequences
P {text_a} P 56.90(3.14) 62.71(7.22) 75.05(9.16) 80.80(3.13)

variance all 13.74 12.77 14.06 7.73

Table 16: Prefix continuous prompt with T5-Large on SST-2 Dataset. The italic row indicates the reference prompt
position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} 84.93(6.43) 90.57(2.32) 92.82(1.01) 93.33(1.39)
{text_a} P 78.85(15.79) 86.51(5.72) 91.51(0.80) 91.93(2.43)

variance 6.08 4.06 1.31 1.4

Two prompt sequences
P {text_a} P 72.87(16.72) 88.33(4.32) 92.32(1.48) 92.11(0.97)

variance all 12.06 4.06 1.31 1.4

Table 17: Prefix continuous prompt with T5-XL on SST-2. The italic row indicates the reference prompt position.



PBF ICL C-ICL
mean(std) mean(std) mean(std)

Question: Is this sentence positive or negative?\nAnswer:\n{text_a} 82.94(12.69) 61.79(14.77) 72.11(13.85)
Question: Is this sentence positive or negative?\n{text_a}\nAnswer: 90.34(1.54) 55.99(14.56) 60.64(12.31)
{text_a}\nQuestion: Is this sentence positive or negative?\nAnswer: 89.36(3.64) 50.28(1.76) 62.27(7.80)

Table 18: 16-shot preliminary experiments with T5-Large on SST-2. PBF denotes prompt-based fine-tuning, ICL
denotes original in-context learning and C-ICL denotes calibrated in-context learning. The italic row indicates the
reference prompt position.

Front Both Rear
Flan-T5-3B 95.30 95.41 95.30
Flan-T5-11B 95.53 95.53 95.53
Flan-LLaMA-13B 94.95 95.07 94.38

Table 19: The accuracy of different prompt positions with Flan-based models on SST-2 under the zero-shot setting.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
It was. {text_a} [mask] 89.86(1.63) 89.54(0.74) 92.25(0.48) 92.10(0.91)
{text_a} [mask] It was. 90.64(2.22) 90.76(0.35) 91.54(0.62) 92.19(0.83)
{text_a}. It was [mask] 90.93(1.74) 91.98(0.69) 91.90(0.86) 92.06(0.88)
It was. [mask] {text_a} 90.24(1.65) 91.25(1.65) 91.91(0.84) 91.36(0.82)
[mask] {text_a} It was. 89.29(4.11) 89.96(2.39) 91.13(1.43) 91.78(0.42)
[mask]. It was {text_a} 91.07(1.97) 91.41(0.96) 91.55(1.11) 92.05(0.39)

variance 1.78 2.44 1.12 0.83

Two prompt sequences
It was {text_a}. [mask] 89.29(1.76) 90.59(1.07) 91.73(0.43) 91.85(1.08)
It was {text_a} [mask]. 90.11(1.51) 91.33(0.80) 91.95(0.18) 91.76(0.74)
{text_a} It was [mask]. 91.17(0.81) 91.13(0.79) 92.12(0.74) 92.55(0.75)
It was [mask]. {text_a} 91.17(0.61) 90.93(1.78) 92.03(0.44) 91.93(0.74)
It was [mask] {text_a}. 88.06(4.32) 90.20(1.00) 90.73(0.86) 91.55(0.40)
[mask] It was {text_a}. 91.22(0.53) 90.48(1.16) 91.32(0.47) 92.29(0.85)

variance 3.16 1.13 1.39 1

Three prompt sequences
It {text_a} was [mask]. 87.86(4.30) 90.31(0.74) 92.08(0.98) 91.94(0.49)
It [mask] was {text_a}. 88.86(1.23) 90.85(1.25) 91.54(0.72) 91.66(0.74)

variance 1 0.54 0.54 0.28
variance all: 3.36 2.44 1.52 1.19

Table 20: Cloze manual prompt with RoBERTa-large on CR. The italic row indicates the reference prompt position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
Question: Is this sentence positive or
negative? Answer: {text_a}

89.98(0.38) 91.13(1.87) 93.06(1.03) 93.91(0.38)

{text_a} Question: Is this sentence posi-
tive or negative? Answer:

92.52(0.92) 92.87(0.45) 93.70(0.34) 93.70(0.63)

variance 2.54 1.74 0.64 0.21

Two prompt sequences
Question: Is this sentence positive or
negative? {text_a} Answer:

92.71(0.53) 92.97(0.58) 93.52(0.67) 93.49(0.63)

variance all 2.73 1.84 0.64 0.42

Table 21: Prefix manual prompt with T5-Large on CR. The italic row indicates the reference prompt position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} [mask] 83.81(3.18) 88.97(0.99) 89.82(0.60) 90.74(0.94)
{text_a} [mask] P 83.66(4.42) 88.92(0.93) 91.10(0.93) 91.72(0.79)
{text_a} P [mask] 73.95(10.58) 83.60(3.08) 85.76(2.82) 88.37(1.10)
P [mask] {text_a} 80.18(2.87) 82.96(0.96) 84.24(2.03) 87.96(0.92)
[mask] {text_a} P 71.81(4.54) 74.41(7.62) 86.29(2.33) 89.79(1.33)
[mask] P {text_a} 82.37(5.49) 89.22(0.95) 90.20(1.41) 91.62(0.40)

variance 12 14.81 6.86 3.76

Two prompt sequences
P {text_a} P [mask] 84.59(5.68) 89.16(2.08) 91.02(0.91) 92.08(0.51)
P {text_a} [mask] P 74.00(4.60) 81.96(5.45) 85.82(3.29) 89.61(1.17)
{text_a} P [mask] P 71.84(6.77) 82.54(3.23) 86.39(2.09) 89.30(0.74)
P [mask] P {text_a} 84.45(0.98) 86.77(1.06) 89.53(1.04) 90.62(0.84)
P [mask] {text_a} P 73.89(8.87) 79.94(4.03) 83.34(1.15) 87.29(0.63)
[mask] P {text_a} P 65.85(12.25) 77.06(5.30) 86.42(3.46) 88.66(2.96)

variance 18.74 12.1 7.68 4.79

Three prompt sequences
P {text_a} P [mask] P 71.64(7.78) 83.36(2.65) 87.37(2.89) 91.31(0.82)
P [mask] P {text_a} P 74.16(4.65) 81.75(2.94) 86.38(2.01) 89.65(0.71)

variance 2.52 1.61 0.99 1.66
variance all 18.74 14.81 7.76 4.79

Table 22: Cloze continuous prompt with RoBERTa-large on CR. The italic row indicates the reference prompt
position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} 86.77(1.97) 89.36(1.29) 92.02(0.81) 91.63(1.08)
{text_a} P 77.57(4.27) 86.50(2.71) 90.60(0.96) 91.47(0.85)

variance 9.2 2.86 1.42 0.16

Two prompt sequences
P {text_a} P 60.37(6.49) 72.43(4.72) 78.68(5.92) 85.87(4.93)

variance all 26.4 16.93 13.34 5.76

Table 23: Prefix continuous prompt with T5-Large on CR. The italic row indicates the reference prompt position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} 86.70(1.47) 89.97(2.95) 91.89(1.33) 93.86(0.55)
{text_a} P 68.44(14.37) 88.31(6.24) 92.59(1.07) 93.81(0.55)

variance 18.26 1.66 0.7 0.05

Two prompt sequences
P {text_a} P 80.99(10.64) 90.37(1.50) 92.73(0.97) 93.37(0.81)

variance all 18.26 2.06 0.84 0.49

Table 24: Prefix continuous prompt with T5-XL on CR. The italic row indicates the reference prompt position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
This question is related to category. {text_a} [mask] 83.64(2.67) 88.80(1.80) 91.68(0.85) 93.98(0.52)
{text_a} [mask] This question is related to category. 85.68(2.46) 88.19(1.68) 92.29(0.33) 94.55(0.32)
{text_a} This question is related to category. [mask] 84.57(4.38) 88.66(1.85) 91.69(0.29) 94.07(0.41)
This question is related to category. [mask] {text_a} 83.37(2.10) 87.22(1.18) 91.64(1.23) 93.86(0.83)
[mask] {text_a} This question is related to category. 82.50(4.32) 87.77(2.42) 91.57(0.75) 93.52(0.83)
[mask] This question is related to category. {text_a} 83.93(0.77) 88.32(1.48) 91.88(1.04) 94.34(0.45)

variance 3.18 1.58 0.72 1.03

Two prompt sequences
This question is {text_a} related to category. [mask] 84.33(2.49) 88.52(1.88) 91.30(1.04) 94.43(0.37)
This question is {text_a} [mask] related to category. 84.00(2.69) 88.12(0.44) 91.56(0.78) 94.23(0.34)
{text_a} This question is related to [mask] category. 82.76(2.16) 87.53(2.47) 91.24(1.85) 93.90(0.57)
This question is related to [mask] category. {text_a} 82.40(2.65) 88.29(1.52) 91.78(0.98) 94.02(0.50)
This question is [mask] {text_a} related to category. 82.52(3.74) 88.10(2.01) 91.47(1.00) 94.24(0.56)
[mask] This question is {text_a} related to category. 83.32(1.13) 87.79(0.68) 91.70(0.78) 94.31(0.32)

variance 1.93 0.99 0.54 0.53

Three prompt sequences
This question is {text_a} related to [mask] category. 83.64(0.76) 87.95(1.87) 91.04(0.63) 94.30(0.11)
This question is [mask] related to {text_a} category. 82.72(1.46) 87.53(1.82) 91.33(0.72) 93.95(0.47)

variance 0.92 0.42 0.29 0.35
variance all 3.28 1.58 1.25 1.03

Table 25: Cloze manual prompt with RoBERTa-large on TREC. The italic row indicates the reference prompt
position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
Answer: Categories: Abbreviation, Entity, Descrip-
tion, Person, Location, Quantity. What category best
describes:{text_a}

85.04(1.57) 88.14(0.76) 90.23(1.12) 92.16(0.82)

{text_a} Categories: Abbreviation, Entity, Descrip-
tion, Person, Location, Quantity. What category best
describes: Answer:

84.22(1.27) 88.28(0.91) 90.07(1.08) 92.00(0.53)

variance 0.82 0.14 0.16 0.16

Two prompt sequences
Categories: Abbreviation, Entity, Description, Per-
son, Location, Quantity. What category best de-
scribes:{text_a} Answer:

84.65(1.78) 87.88(1.01) 90.52(1.05) 91.64(1.08)

variance all 0.82 0.4 0.45 0.52

Table 26: Prefix manual prompt with T5-Large on TREC. The italic row indicates the reference prompt position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} [mask] 65.06(3.84) 71.89(1.63) 78.25(2.26) 86.76(2.18)
{text_a} [mask] P 56.29(3.20) 69.63(3.14) 78.39(4.26) 87.21(1.67)
{text_a} P [mask] 49.28(8.77) 66.09(4.44) 75.69(5.29) 84.76(0.87)
P [mask] {text_a} 58.26(3.28) 73.10(2.08) 81.76(2.65) 87.44(1.36)
[mask] {text_a} P 53.05(3.70) 64.84(2.61) 75.37(3.27) 83.96(4.43)
[mask] P {text_a} 56.02(4.26) 66.88(4.61) 77.01(1.33) 83.79(3.10)

variance 15.78 8.26 6.39 3.65

Two prompt sequences
P {text_a} P [mask] 51.02(9.15) 69.77(2.46) 81.05(1.89) 87.09(1.63)
P {text_a} [mask] P 51.78(6.78) 70.13(3.97) 78.10(5.3) 88.05(2.59)
{text_a} P [mask] P 48.28(9.31) 63.35(6.52) 77.27(3.78) 85.39(1.32)
P [mask] P {text_a} 49.40(4.58) 66.53(2.97) 74.16(0.63) 81.92(3.23)
P [mask] {text_a} P 57.57(6.47) 74.75(3.11) 79.78(2.18) 87.97(0.99)
[mask] P {text_a} P 47.71(7.40) 63.58(4.77) 71.71(4.37) 84.24(1.16)

variance 9.86 11.4 9.34 6.13

Three prompt sequences
P {text_a} P [mask] P 48.84(2.11) 61.94(4.26) 72.97(5.01) 84.25(1.17)
P [mask] P {text_a} P 53.02(5.07) 69.27(3.30) 74.46(3.37) 84.55(1.06)

variance 4.18 7.33 1.49 0.3
variance all 17.35 12.81 10.05 6.13

Table 27: Cloze continuous prompt with RoBERTa-large on TREC. The italic row indicates the reference prompt
position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} 69.43(1.71) 74.79(2.28) 81.98(0.99) 87.75(1.06)
{text_a} P 67.88(5.22) 77.84(2.24) 85.51(1.09) 89.16(1.40)

variance 1.55 3.05 3.53 1.41

Two prompt sequences
P {text_a} P 71.78(2.34) 80.44(1.73) 85.46(1.53) 89.41(1.24)
variance all 3.9 5.65 3.53 1.66

Table 28: Prefix continuous prompt with T5-Large on TREC. The italic row indicates the reference prompt position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} 75.33(1.85) 82.07(1.83) 88.58(1.19) 91.23(0.96)
{text_a} P 80.77(2.79) 84.87(1.23) 88.21(1.28) 90.66(1.13)

variance 5.44 2.8 0.37 0.57

Two prompt sequences
P {text_a} P 75.93(4.00) 82.59(2.20) 87.22(0.84) 91.74(0.47)
variance all 5.44 2.8 1.36 1.08

Table 29: Prefix continuous prompt with T5-XL on TREC. The italic row indicates the reference prompt position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
Question: ? the Answer: . {text_a} {text_b} [mask] 60.43(9.12) 65.99(3.36) 74.01(2.17) 78.19(1.85)
{text_a} Question: ? the Answer: . {text_b} [mask] 60.87(7.46) 64.33(3.92) 73.00(2.39) 78.84(3.53)
{text_a} {text_b} Question: ? the Answer: . [mask] 55.74(4.38) 59.86(5.55) 64.84(3.06) 76.39(1.95)
{text_a} {text_b} [mask] Question: ? the Answer: . 57.04(5.36) 58.84(3.81) 68.16(1.50) 75.60(2.97)
Question: ? the Answer: . {text_a} [mask] {text_b} 68.88(5.46) 71.19(4.26) 74.66(2.51) 79.28(1.59)
{text_a} Question: ? the Answer: . [mask] {text_b} 66.93(4.58) 70.04(3.64) 74.30(2.19) 78.77(3.06)
{text_a} [mask] Question: ? the Answer: . {text_b} 63.75(3.33) 66.93(4.05) 71.99(1.74) 77.62(1.89)
{text_a} [mask] {text_b} Question: ? the Answer: . 67.36(5.40) 69.75(5.91) 73.36(1.76) 78.34(2.12)
Question: ? the Answer: . [mask] {text_a} {text_b} 56.90(0.91) 54.95(3.14) 57.26(3.56) 64.12(5.24)
[mask] Question: ? the Answer: . {text_a} {text_b} 53.72(3.25) 56.61(5.85) 62.89(5.08) 68.81(4.12)
[mask] {text_a} Question: ? the Answer: . {text_b} 55.74(5.11) 55.09(3.52) 59.71(4.98) 68.45(5.49)
[mask] {text_a} {text_b} Question: ? the Answer: . 55.02(5.48) 54.08(2.40) 54.37(2.47) 61.66(3.25)

variance 15.16 17.11 20.29 17.62

Two prompt sequences
the Answer: . {text_a} Question: ? {text_b} [mask] 63.61(2.65) 70.40(2.31) 74.51(3.33) 79.78(0.72)
Question: {text_a} {text_b} ? the Answer: . [mask] 58.63(3.88) 61.08(7.65) 68.81(3.08) 75.45(1.28)
Question: ? {text_a} {text_b} [mask] the Answer: . 56.61(5.72) 62.74(3.97) 69.39(1.68) 76.97(2.39)
{text_a} Question: {text_b} ? the Answer: . [mask] 63.25(4.60) 70.90(3.48) 75.45(3.37) 77.76(0.94)
{text_a} Question: ? {text_b} [mask] the Answer: . 57.40(7.35) 64.19(6.10) 73.07(1.41) 78.12(2.35)
{text_a} {text_b} Question: ? the Answer: [mask] . 57.91(5.05) 62.67(3.84) 69.60(4.29) 77.18(1.60)
the Answer: . {text_a} Question: ? [mask] {text_b} 68.74(1.04) 70.97(1.48) 75.88(1.76) 78.92(2.08)
the Answer: {text_a} [mask] . Question: ? {text_b} 59.78(6.63) 69.03(2.80) 73.72(1.06) 77.83(2.61)
the Answer: . {text_a} [mask] {text_b} Question: ? 69.24(3.94) 73.21(2.81) 76.39(1.57) 78.77(2.53)
{text_a} the Answer: [mask] . Question: ? {text_b} 60.51(3.46) 64.48(3.12) 69.75(4.46) 76.03(2.44)
{text_a} the Answer: . [mask] {text_b} Question: ? 69.10(3.05) 70.90(2.96) 74.73(2.01) 77.91(2.63)
{text_a} [mask] . the Answer: Question: {text_b} ? 60.00(4.64) 63.83(4.84) 71.55(3.11) 77.18(2.39)
the Answer: [mask] . Question: ? {text_a} {text_b} 57.04(3.53) 56.53(4.48) 61.52(2.05) 70.83(3.63)
the Answer: . [mask] {text_a} Question: ? {text_b} 57.76(3.48) 59.42(1.78) 62.38(5.34) 71.77(2.48)
the Answer: . [mask] {text_a} {text_b} Question: ? 58.34(5.01) 57.26(3.70) 58.70(3.13) 66.93(4.30)
[mask] . the Answer: {text_a} Question: ? {text_b} 57.55(3.99) 60.51(4.74) 65.34(3.58) 75.38(2.79)
[mask] . the Answer: {text_a} {text_b} Question: ? 55.45(3.86) 58.05(6.04) 61.01(2.97) 71.99(3.76)
[mask] {text_a} the Answer: . Question: {text_b} ? 57.18(5.06) 57.47(4.76) 58.48(4.45) 69.24(5.84)

variance 13.79 16.68 17.91 12.85

Three prompt sequences
Question: {text_a} . {text_b} ? the Answer: [mask] 61.95(4.48) 64.62(5.06) 72.35(3.84) 77.04(4.23)
the Answer: {text_a} Question: ? {text_b} [mask] . 65.99(3.66) 69.31(3.85) 75.16(2.29) 79.42(2.55)
Question: {text_a} {text_b} ? the Answer: [mask] . 61.66(4.73) 65.85(4.86) 70.40(2.76) 75.16(3.46)
{text_a} Question: {text_b} ? the Answer: [mask] . 67.51(4.88) 72.85(3.26) 73.00(1.29) 78.84(1.07)
the Answer: {text_a} . [mask] Question: ? {text_b} 68.81(2.89) 69.89(1.95) 72.78(2.66) 77.04(3.59)
the Answer: {text_a} . [mask] {text_b} Question: ? 71.19(3.60) 74.73(3.11) 77.33(0.47) 76.82(2.81)
the Answer: {text_a} [mask] . Question: {text_b} ? 62.02(6.34) 65.63(5.25) 72.49(2.36) 77.26(1.53)
{text_a} the Answer: [mask] . Question: {text_b} ? 62.89(3.07) 67.58(4.89) 74.66(4.40) 77.76(2.26)
the Answer: [mask] . {text_a} Question: ? {text_b} 58.63(2.78) 62.82(2.78) 65.63(4.34) 76.03(1.46)
the Answer: [mask] . Question: {text_a} {text_b} ? 60.36(4.79) 60.58(4.20) 65.92(5.26) 72.13(1.48)
the Answer: . [mask] {text_a} Question: {text_b} ? 59.21(3.26) 58.41(3.60) 62.24(5.89) 72.64(2.10)
[mask] . the Answer: {text_a} Question: {text_b} ? 53.36(6.24) 61.23(6.08) 68.66(2.93) 75.60(3.47)

variance 17.83 16.32 15.09 7.29

Four prompt sequences
the Answer: {text_a} Question: {text_b} ? [mask] . 64.69(7.02) 69.82(4.48) 74.80(2.63) 78.41(2.05)
the Answer: {text_a} . [mask] Question: {text_b} ? 67.44(3.74) 72.13(2.97) 75.16(1.81) 78.63(1.79)
the Answer: [mask] . {text_a} Question: {text_b} ? 61.59(5.34) 66.06(2.98) 73.21(2.56) 76.32(1.97)

variance 5.85 6.07 1.95 2.31
variance all 17.83 20.65 22.96 18.12

Table 30: Cloze manual prompt with RoBERTa-large on RTE. The italic row indicates the reference prompt position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} {text_b} [mask] 52.13(4.78) 54.15(2.71) 50.04(3.32) 57.40(2.23)
{text_a} P {text_b} [mask] 55.31(4.48) 57.69(1.54) 57.98(3.29) 58.12(2.27)
{text_a} {text_b} P [mask] 51.12(2.38) 49.17(3.12) 51.05(2.40) 51.34(1.97)
{text_a} {text_b} [mask] P 49.39(2.69) 51.19(2.52) 51.62(2.99) 55.02(1.07)
P {text_a} [mask] {text_b} 55.60(4.18) 59.13(1.00) 59.21(1.89) 60.14(1.01)
{text_a} P [mask] {text_b} 53.86(1.81) 55.38(2.96) 54.15(1.37) 55.45(2.13)
{text_a} [mask] P {text_b} 54.01(0.83) 53.57(2.38) 52.42(3.22) 55.96(2.78)
{text_a} [mask] {text_b} P 54.08(4.76) 57.62(2.28) 63.47(1.56) 61.73(2.81)
P [mask] {text_a} {text_b} 52.20(1.16) 51.26(4.86) 51.05(4.52) 55.74(1.70)
[mask] P {text_a} {text_b} 48.45(3.87) 50.11(2.55) 50.97(2.47) 53.14(0.86)
[mask] {text_a} P {text_b} 51.91(2.20) 53.07(2.55) 51.19(1.64) 54.87(2.68)
[mask] {text_a} {text_b} P 53.36(1.72) 54.30(2.96) 54.44(1.83) 55.02(4.21)

variance 7.15 9.96 13.43 10.39

Two prompt sequences
P {text_a} P {text_b} [mask] 52.85(4.28) 55.31(4.85) 52.49(4.34) 58.77(1.06)
P {text_a} {text_b} P [mask] 49.60(3.98) 51.55(2.98) 49.10(1.17) 52.78(3.44)
P {text_a} {text_b} [mask] P 50.25(5.46) 53.72(2.81) 51.48(3.29) 55.38(3.29)
{text_a} P {text_b} P [mask] 49.75(2.26) 51.84(2.92) 52.27(3.16) 54.87(2.18)
{text_a} P {text_b} [mask] P 54.95(1.68) 53.29(0.98) 51.12(2.00) 55.81(1.61)
{text_a} {text_b} P [mask] P 48.66(1.92) 50.25(3.05) 53.14(2.47) 53.50(2.27)
P {text_a} P [mask] {text_b} 55.02(1.69) 56.90(3.05) 54.37(3.30) 58.34(1.52)
P {text_a} [mask] P {text_b} 51.91(4.40) 53.79(3.32) 54.44(2.95) 54.95(5.15)
P {text_a} [mask] {text_b} P 56.90(4.31) 59.57(1.71) 59.42(1.87) 63.10(1.31)
{text_a} P [mask] P {text_b} 50.69(3.22) 53.00(2.68) 51.91(3.91) 54.22(2.25)
{text_a} P [mask] {text_b} P 54.66(2.92) 57.62(1.63) 56.10(1.57) 57.11(1.34)
{text_a} [mask] P {text_b} P 50.18(2.33) 53.72(3.00) 52.20(2.80) 54.30(2.16)
P [mask] P {text_a} {text_b} 50.54(3.14) 52.35(1.44) 50.61(2.51) 53.07(2.94)
P [mask] {text_a} P {text_b} 49.89(3.26) 50.18(3.58) 51.55(3.63) 53.14(1.36)
P [mask] {text_a} {text_b} P 48.81(5.45) 51.05(3.51) 50.76(2.48) 51.70(3.32)
[mask] P {text_a} P {text_b} 51.19(1.93) 50.54(2.14) 49.82(1.42) 53.50(1.88)
[mask] P {text_a} {text_b} P 48.52(4.23) 50.40(1.70) 49.46(1.98) 51.55(3.44)
[mask] {text_a} P {text_b} P 52.35(5.07) 54.44(3.08) 50.83(3.54) 55.23(3.07)

variance 8.38 9.39 10.32 11.55

Three prompt sequences
P {text_a} P {text_b} P [mask] 46.79(1.61) 50.61(2.77) 49.75(2.48) 52.49(2.48)
P {text_a} P {text_b} [mask] P 51.41(6.85) 55.52(2.43) 54.51(3.44) 56.25(1.64)
P {text_a} {text_b} P [mask] P 49.17(4.59) 51.91(2.02) 52.56(1.83) 53.72(1.18)
{text_a} P {text_b} P [mask] P 49.10(3.75) 51.99(1.28) 52.71(1.86) 54.44(2.33)
P {text_a} P [mask] P {text_b} 50.97(2.06) 53.14(2.16) 51.70(3.86) 50.97(2.55)
P {text_a} P [mask] {text_b} P 57.04(4.73) 57.69(3.97) 58.19(3.12) 59.57(1.42)
P {text_a} [mask] P {text_b} P 54.37(2.70) 50.11(2.00) 50.97(3.49) 53.65(4.29)
{text_a} P [mask] P {text_b} P 52.64(5.38) 54.37(2.92) 54.95(3.51) 53.86(2.39)
P [mask] P {text_a} P {text_b} 52.64(3.41) 51.84(1.27) 51.62(2.41) 54.51(2.35)
P [mask] P {text_a} {text_b} P 50.47(4.61) 51.12(3.27) 53.29(3.16) 50.90(2.42)
P [mask] {text_a} P {text_b} P 52.78(2.79) 49.39(3.70) 54.30(2.76) 55.52(4.47)
[mask] P {text_a} P {text_b} P 48.74(3.23) 49.46(1.20) 50.40(1.37) 53.65(2.13)

variance 10.25 8.3 8.44 8.67

Four prompt sequences
P {text_a} P {text_b} P [mask] P 50.97(5.24) 53.07(4.01) 51.41(2.76) 52.06(3.12)
P {text_a} P [mask] P {text_b} P 48.52(5.16) 52.13(2.05) 54.58(1.21) 51.55(3.17)
P [mask] P {text_a} P {text_b} P 48.30(3.37) 49.10(2.30) 50.54(2.74) 50.97(4.97)

variance 2.67 3.97 4.04 1.09
variance all 10.25 10.47 14.37 12.2

Table 31: Cloze continuous prompt with RoBERTa-large on RTE. The italic row indicates the reference prompt
position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
Question: True or False? Answer: {text_a} {text_b} 58.99(8.37) 66.86(4.85) 70.40(2.18) 74.73(1.77)
{text_a} Question: True or False? Answer: {text_b} 61.66(6.67) 65.56(3.88) 70.69(1.60) 74.44(1.03)
{text_a} {text_b} Question: True or False? Answer: 55.45(2.78) 55.52(3.20) 60.00(4.47) 66.21(3.57)

variance 6.21 11.34 10.69 8.52

Two prompt sequences
Answer: {text_a} Question: True or False? {text_b} 60.29(4.02) 65.20(4.06) 72.92(1.67) 75.02(1.43)
Question: {text_a} {text_b} True or False? Answer: 56.82(7.49) 59.42(7.10) 63.68(5.06) 71.05(1.12)
{text_a} Question: {text_b} True or False? Answer: 58.56(7.03) 59.93(5.89) 68.09(2.53) 71.41(2.74)

variance 3.47 5.78 9.24 3.97

Three prompt sequences
True or False? {text_a} Question: {text_b} Answer: 60.14(7.10) 66.57(7.11) 72.20(1.11) 75.23(0.55)
variance all 6.21 11.34 12.92 9.02

Table 32: Prefix manual prompt with T5-Large on RTE. The italic row indicates the reference prompt position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} {text_b} 52.06(4.80) 52.35(3.22) 57.33(2.88) 59.13(1.18)
{text_a} P {text_b} 48.16(1.95) 50.25(3.19) 50.47(3.02) 54.66(3.92)
{text_a} {text_b} P 48.45(2.44) 52.13(4.53) 54.44(4.13) 61.23(3.40)
variance 3.9 2.1 6.86 6.57

Two prompt sequences
P {text_a} P {text_b} 47.73(2.95) 52.64(3.15) 53.50(4.07) 55.45(2.86)
P {text_a} {text_b} P 48.52(3.09) 51.26(2.57) 52.71(1.53) 51.55(2.29)
{text_a} P {text_b} P 50.69(2.43) 51.19(4.50) 53.36(4.14) 58.48(4.90)

variance 2.96 1.45 0.79 6.93

Three prompt sequences
P {text_a} P {text_b} P 50.32(2.67) 50.11(3.96) 53.94(2.86) 56.61(2.75)

variance all 4.33 2.53 6.86 9.68

Table 33: Prefix continuous prompt with T5-Large on RTE. The italic row indicates the reference prompt position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} {text_b} 51.4(1.5) 54.4(3.9) 62.3(2.9) 64.4(3.8)
{text_a} P {text_b} 52.3(4.2) 52.1(3.9) 55.9(4.9) 57.9(3.4)
{text_a} {text_b} P 48.4(1.8) 50.3(4.6) 51.9(3.2) 56.7(4.3)

variance 3.9 4.1 10.4 7.7

Two prompt sequences
P {text_a} P {text_b} 50.0(3.2) 52.2(2.1) 56.7(3.8) 64.3(3.3)
P {text_a} {text_b} P 51.3(1.4) 49.1(2.4) 52.1(1.9) 54.5(2.4)
{text_a} P {text_b} P 53.1(3.2) 54.2(1.2) 56.5(2.8) 59.5(2.3)

variance 3.1 5.1 4.6 9.8

Three prompt sequences
P {text_a} P {text_b} P 46.5(3.7) 51.2(2.9) 53.6(2.5) 59.5(3.8)

variance all 6.6 5.3 10.4 9.9

Table 34: Prefix continuous prompt with T5-XL on RTE. The italic row indicates the reference prompt position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
. Question: ? Answer: . {text_a} {text_b} [mask] 64.14(4.13) 65.99(6.23) 71.93(2.04) 73.48(0.68)
{text_a} . Question: ? Answer: . {text_b} [mask] 69.37(2.11) 68.48(3.12) 72.61(1.23) 74.07(1.13)
{text_a} {text_b} . Question: ? Answer: . [mask] 67.30(3.53) 66.90(4.11) 71.31(3.61) 74.06(1.50)
{text_a} {text_b} [mask] . Question: ? Answer: . 62.56(5.09) 64.80(4.51) 69.76(3.61) 72.98(2.08)
. Question: ? Answer: . {text_a} [mask] {text_b} 64.86(5.11) 68.75(3.15) 71.43(1.90) 74.97(0.36)
{text_a} . Question: ? Answer: . [mask] {text_b} 65.39(5.79) 72.12(1.40) 72.42(3.03) 74.16(2.49)
{text_a} [mask] . Question: ? Answer: . {text_b} 64.26(4.09) 67.94(4.23) 71.62(2.26) 74.29(1.77)
{text_a} [mask] {text_b} . Question: ? Answer: . 63.52(2.83) 69.79(2.10) 71.76(2.29) 74.84(1.03)
. Question: ? Answer: . [mask] {text_a} {text_b} 56.67(5.35) 59.06(4.48) 63.20(4.61) 68.89(2.50)
[mask]. Question: ? Answer: . {text_a} {text_b} 59.82(3.17) 59.47(9.03) 65.98(4.82) 70.39(2.29)
[mask] {text_a} . Question: ? Answer: . {text_b} 58.37(3.86) 56.96(3.00) 62.09(4.14) 67.78(1.94)
[mask] {text_a} {text_b} . Question: ? Answer: . 56.59(2.26) 57.32(4.75) 61.56(3.89) 62.83(2.69)

variance 12.78 15.16 11.05 12.14

Two prompt sequences
Answer: . {text_a} . Question: ? {text_b} [mask] 66.61(2.46) 70.02(1.81) 71.09(3.09) 74.42(1.28)
. Question: {text_a} {text_b} ? Answer: . [mask] 66.26(3.62) 68.76(1.33) 71.92(2.56) 73.88(1.99)
. Question: ? {text_a} {text_b} [mask] Answer: . 64.43(3.58) 67.76(3.21) 71.30(2.33) 74.04(1.44)
{text_a} . Question: {text_b} ? Answer: . [mask] 67.68(1.95) 68.93(4.44) 71.54(2.95) 75.03(2.41)
{text_a} . Question: ? {text_b} [mask] Answer: . 68.18(2.56) 68.54(2.59) 73.84(1.06) 73.72(1.06)
{text_a} {text_b} . Question: ? Answer: [mask] . 63.47(7.07) 70.29(1.97) 71.39(2.52) 74.59(2.40)
Answer: . {text_a} . Question: ? [mask] {text_b} 66.84(4.91) 71.11(1.05) 71.74(2.30) 73.99(2.69)
Answer: . {text_a} [mask] . Question: ? {text_b} 62.07(5.23) 65.19(4.27) 71.58(2.14) 73.87(1.74)
Answer: . {text_a} [mask] {text_b} . Question: ? 65.32(4.20) 69.06(3.19) 71.55(2.87) 74.86(1.00)
{text_a} . Answer: [mask] . Question: ? {text_b} 65.27(4.81) 69.63(3.25) 72.77(1.29) 75.48(2.06)
{text_a} . Answer: . [mask] {text_b} Question: ? 64.50(6.13) 67.54(5.74) 72.49(2.85) 74.95(2.00)
{text_a} [mask] . Answer: . Question: {text_b} ? 57.57(4.51) 59.29(5.66) 66.83(1.51) 70.25(1.39)
Answer: . [mask] . Question: ? {text_a} {text_b} 59.82(4.13) 64.00(6.26) 66.42(6.23) 69.41(3.76)
Answer: . [mask] {text_a} . Question: ? {text_b} 59.79(5.01) 61.61(3.10) 64.56(3.22) 69.17(1.91)
Answer: . [mask] {text_a} {text_b} . Question: ? 58.06(3.52) 56.52(4.00) 61.82(4.59) 66.37(3.78)
[mask] . Answer: {text_a} . Question: ? {text_b} 61.56(4.01) 61.05(7.08) 68.43(2.61) 71.81(1.61)
[mask] . Answer: {text_a} {text_b} . Question: ? 57.58(4.58) 61.47(4.39) 64.89(5.08) 70.18(2.23)
[mask] {text_a} . Answer: . Question: {text_b} ? 56.76(4.13) 57.11(3.27) 59.77(3.33) 62.35(5.54)

variance 11.42 14.59 14.07 13.13

Three prompt sequences
. Question: {text_a} . {text_b} ? Answer: [mask] 66.70(4.72) 69.93(3.68) 73.34(1.96) 74.36(1.24)
Answer: {text_a} . Question: ? {text_b} [mask] . 64.91(2.59) 69.96(2.55) 72.42(1.74) 74.50(1.68)
. Question: {text_a} {text_b} ? Answer: [mask] . 65.73(2.93) 67.97(8.36) 72.70(2.41) 74.87(1.45)
{text_a} . Question: {text_b} ? Answer: [mask] . 67.49(2.46) 68.28(4.74) 73.23(2.12) 75.65(1.08)
Answer: {text_a} . [mask] . Question: ? {text_b} 57.60(3.55) 64.86(4.36) 69.87(2.13) 73.76(2.05)
Answer: . {text_a} . [mask] {text_b} Question: ? 68.92(1.94) 69.66(2.05) 71.95(1.44) 73.98(1.57)
Answer: . {text_a} [mask] . Question: {text_b} ? 56.65(4.96) 64.43(3.70) 69.98(2.70) 73.24(1.18)
{text_a} . Answer: [mask] . Question: {text_b} ? 66.60(5.04) 67.90(3.47) 71.39(1.68) 75.18(2.31)
Answer: [mask] . {text_a} . Question: ? {text_b} 66.21(1.31) 67.47(2.37) 70.48(0.59) 73.25(2.04)
Answer: . [mask] . Question: {text_a} {text_b} ? 65.77(1.74) 62.34(5.68) 69.94(2.24) 70.63(1.41)
Answer: . [mask] {text_a} . Question: {text_b} ? 57.08(4.94) 58.40(1.47) 62.88(3.48) 66.24(3.75)
[mask] . Answer: {text_a} . Question: {text_b} ? 57.28(6.89) 61.52(4.14) 66.12(4.08) 71.95(2.99)

variance 12.27 11.56 10.46 9.41

Four prompt sequences
Answer: {text_a} . Question: {text_b} ? [mask] . 69.46(1.42) 71.42(2.22) 72.19(2.20) 75.49(2.23)
Answer: {text_a} . [mask] . Question: {text_b} ? 54.68(3.22) 55.12(9.41) 68.04(3.41) 71.11(0.89)
Answer: [mask] . {text_a} . Question: {text_b} ? 68.99(1.46) 69.44(1.15) 72.39(2.01) 73.03(2.16)

variance 14.78 16.3 4.35 4.38
variance all 14.78 17 14.07 13.3

Table 35: Cloze manual prompt with RoBERTa-large on BoolQ. The italic row indicates the reference prompt
position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} {text_b} [mask] 53.38(5.90) 54.39(4.83) 60.29(1.97) 60.95(1.78)
{text_a} P {text_b} [mask] 53.58(8.90) 58.28(0.57) 56.45(0.99) 55.74(2.67)
{text_a} {text_b} P [mask] 48.99(6.59) 52.92(8.67) 53.67(6.24) 56.06(3.23)
{text_a} {text_b} [mask] P 54.82(4.73) 53.09(7.90) 55.14(3.27) 54.53(4.30)
P {text_a} [mask] {text_b} 60.12(2.53) 57.43(5.76) 62.09(1.29) 60.39(2.47)
{text_a} P [mask] {text_b} 55.27(5.63) 57.69(3.66) 57.63(3.28) 58.57(3.16)
{text_a} [mask] P {text_b} 50.68(7.07) 52.55(6.36) 51.66(6.45) 51.21(5.67)
{text_a} [mask] {text_b} P 60.84(1.93) 63.48(1.21) 62.62(1.80) 65.14(0.98)
P [mask] {text_a} {text_b} 53.69(6.24) 57.36(3.73) 54.76(4.36) 58.11(2.55)
[mask] P {text_a} {text_b} 51.69(8.85) 55.77(4.56) 53.54(6.57) 55.80(2.91)
[mask] {text_a} P {text_b} 50.47(7.14) 52.67(6.57) 55.45(5.01) 56.16(2.95)
[mask] {text_a} {text_b} P 43.98(5.78) 52.66(8.09) 55.28(5.85) 57.17(4.11)

variance 16.86 10.93 10.96 13.93

Two prompt sequences
P {text_a} P {text_b} [mask] 53.39(8.38) 57.48(1.60) 55.79(5.64) 60.91(0.72)
P {text_a} {text_b} P [mask] 50.59(7.19) 52.13(8.87) 54.57(2.63) 56.67(3.52)
P {text_a} {text_b} [mask] P 55.89(4.49) 57.28(1.84) 55.68(6.00) 60.01(1.94)
{text_a} P {text_b} P [mask] 47.83(9.17) 55.16(4.46) 55.89(2.92) 53.27(3.04)
{text_a} P {text_b} [mask] P 50.88(6.63) 54.85(1.44) 55.21(1.80) 57.44(2.10)
{text_a} {text_b} P [mask] P 47.93(9.49) 55.59(1.87) 54.48(2.29) 57.78(2.46)
P {text_a} P [mask] {text_b} 61.11(1.68) 59.91(2.16) 60.40(2.78) 62.79(2.23)
P {text_a} [mask] P {text_b} 56.48(2.54) 55.66(3.18) 52.17(6.58) 55.80(1.49)
P {text_a} [mask] {text_b} P 59.25(2.68) 62.21(1.86) 59.21(4.64) 62.19(2.74)
{text_a} P [mask] P {text_b} 44.77(9.47) 50.36(11.55) 56.31(3.88) 55.34(1.81)
{text_a} P [mask] {text_b} P 55.41(6.85) 56.31(2.98) 57.44(3.31) 56.35(4.23)
{text_a} [mask] P {text_b} P 45.48(7.67) 53.48(4.50) 51.72(7.80) 53.01(7.03)
P [mask] P {text_a} {text_b} 50.66(8.55) 57.22(3.20) 55.70(3.16) 56.54(3.20)
P [mask] {text_a} P {text_b} 46.33(7.87) 56.07(3.75) 55.44(5.01) 58.52(2.67)
P [mask] {text_a} {text_b} P 50.86(8.17) 52.78(9.11) 55.95(4.97) 58.42(2.13)
[mask] P {text_a} P {text_b} 48.86(8.28) 54.46(5.81) 52.92(4.03) 57.83(0.68)
[mask] P {text_a} {text_b} P 44.80(9.55) 53.24(9.39) 52.02(7.19) 58.57(0.79)
[mask] {text_a} P {text_b} P 47.11(7.46) 52.53(7.53) 54.60(4.48) 54.46(8.09)

variance 16.34 11.85 8.68 9.78

Three prompt sequences
P {text_a} P {text_b} P [mask] 44.91(8.33) 52.66(8.46) 54.88(2.38) 57.62(0.95)
P {text_a} P {text_b} [mask] P 52.89(7.92) 57.20(1.44) 57.41(0.88) 57.03(2.61)
P {text_a} {text_b} P [mask] P 49.19(10.53) 57.72(1.61) 53.82(3.63) 57.88(2.28)
{text_a} P {text_b} P [mask] P 46.28(9.74) 51.93(8.34) 56.25(2.97) 53.09(5.21)
P {text_a} P [mask] P {text_b} 49.65(10.02) 56.10(3.56) 56.29(1.91) 57.11(1.57)
P {text_a} P [mask] {text_b} P 53.44(8.11) 54.65(2.56) 58.20(2.15) 56.97(2.87)
P {text_a} [mask] P {text_b} P 54.61(3.56) 53.43(9.14) 54.72(4.42) 57.48(2.53)
{text_a} P [mask] P {text_b} P 51.54(8.84) 48.56(9.84) 54.60(3.88) 54.53(6.72)
P [mask] P {text_a} P {text_b} 50.64(7.92) 53.40(8.94) 51.20(3.49) 56.51(1.61)
P [mask] P {text_a} {text_b} P 56.37(3.10) 49.08(7.66) 54.18(5.17) 52.57(4.13)
P [mask] {text_a} P {text_b} P 54.62(4.49) 55.46(4.34) 56.02(5.96) 56.97(3.54)
[mask] P {text_a} P {text_b} P 53.72(9.03) 57.06(1.81) 54.49(4.46) 56.18(5.20)

variance 11.46 9.16 7 5.31

Four prompt sequences
P {text_a} P {text_b} P [mask] P 46.72(6.13) 58.24(2.64) 55.65(3.42) 57.34(2.63)
P {text_a} P [mask] P {text_b} P 49.65(7.86) 54.62(2.99) 53.91(3.55) 57.90(1.74)
P [mask] P {text_a} P {text_b} P 54.38(4.40) 54.55(7.92) 56.24(2.81) 56.04(2.06)

variance 7.66 3.69 2.33 1.86
variance all 17.13 14.92 11.42 13.93

Table 36: Cloze continuous prompt with RoBERTa-large on BoolQ. The italic row indicates the reference prompt
position.



K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
Question: ? Answer: {text_a} {text_b} 57.54(7.27) 67.91(1.42) 72.61(0.69) 75.59(1.02)
{text_a} Question: ? Answer: {text_b} 60.91(2.83) 65.65(2.54) 72.29(0.66) 76.54(1.30)
{text_a} {text_b} Question: ? Answer: 61.33(4.71) 64.77(3.08) 70.73(1.78) 73.80(1.52)

variance 3.79 3.14 1.88 2.74

Two prompt sequences
Answer: {text_a} Question: ? {text_b} 60.76(2.21) 65.27(2.51) 72.29(0.72) 76.18(0.97)
Question: {text_a} {text_b} ? Answer: 64.23(4.43) 69.84(1.76) 72.42(3.81) 75.18(1.18)
{text_a} Question: {text_b} ? Answer: 61.17(5.10) 71.13(2.33) 73.83(1.58) 75.51(1.69)

variance 3.47 5.86 1.54 1

Three prompt sequences
Answer: {text_a} Question: {text_b} ? 57.49(4.07) 70.12(2.31) 71.99(4.09) 75.82(1.13)

variance all 6.74 6.36 3.1 2.74

Table 37: Prefix manual prompt with T5-Large on BoolQ. The italic row indicates the reference prompt position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} {text_b} 45.26(7.24) 52.09(4.68) 52.26(5.95) 50.69(5.71)
{text_a} P {text_b} 47.41(6.26) 50.43(8.51) 52.73(4.86) 53.88(5.39)
{text_a} {text_b} P 47.09(6.65) 51.63(3.99) 52.85(4.58) 52.23(7.49)

variance 2.15 1.66 0.59 3.19

Two prompt sequences
P {text_a} P {text_b} 49.55(8.25) 57.26(3.92) 50.14(4.24) 51.42(6.06)
P {text_a} {text_b} P 46.67(5.37) 56.28(5.63) 52.53(6.13) 52.06(3.37)
{text_a} P {text_b} P 48.93(7.25) 51.72(3.79) 51.61(6.14) 53.36(3.78)

variance 2.88 5.54 2.39 1.94

Three prompt sequences
P {text_a} P {text_b} P 47.04(7.81) 49.43(5.4) 51.9(3.39) 54.87(1.96)
variance all 4.29 7.83 2.71 4.18

Table 38: Prefix continuous prompt with T5-Large on BoolQ. The italic row indicates the reference prompt position.

K=16 K=32 K=64 K=128
mean(std) mean(std) mean(std) mean(std)

One prompt sequence
P {text_a} {text_b} 47.02(9.07) 48.91(1.97) 52.63(3.98) 52.75(3.99)
{text_a} P {text_b} 51.83(6.26) 53.72(4.75) 51.93(4.74) 54.59(6.81)
{text_a} {text_b} P 45.85(6.68) 52.77(1.56) 54.17(4.98) 52.76(2.19)

variance 5.98 4.81 2.24 1.84

Two prompt sequences
P {text_a} P {text_b} 49.68(8.22) 52.52(3.84) 55.07(6.03) 54.27(5.64)
P {text_a} {text_b} P 45.72(5.40) 51.07(4.68) 53.39(5.30) 53.35(8.13)
{text_a} P {text_b} P 51.43(7.38) 53.16(4.35) 49.28(4.13) 53.70(5.61)

variance 5.71 2.09 5.79 0.92

Three prompt sequences
P {text_a} P {text_b} P 45.95(9.35) 48.95(4.81) 53.51(2.82) 58.23(4.71)
variance all 6.11 4.81 5.79 5.48

Table 39: Prefix continuous prompt with T5-XL on BoolQ. The italic row indicates the reference prompt position.



T5-3B Flan-T5-3B T5-11B Flan-T5-11B LLaMA-13B Flan-LLaMA-13B
Front Both Rear Front Both Rear Front Both Rear Front Both Rear Front Both Rear Front Both Rear

Causal Judgement 44.4 48.7 46.5 59.9 63.1 62.6 50.3 48.7 48.7 57.2 59.9 60.4 50.8 47.6 48.1 58.3 59.4 57.8
Disambiguation QA 31.6 33.2 32.4 68.4 66.4 68 29.6 34.8 32.8 68.4 67.2 65.6 35.6 61.6 55.2 57.2 63.2 61.2
Sports Understanding 48 46 46 58.8 54.8 54.8 48.8 51.2 51.6 69.2 68.8 69.2 64.4 68.4 62.8 67.2 66.4 64.4
Navigate 42 42 28 59.2 60.4 54.8 47.6 44.8 40.4 60.4 58.8 61.6 58 58 58 57.2 58 56.8
Logical deduction (5) 22.4 22.4 22.4 42.4 46.8 50.4 23.2 20 18.4 50 55.2 55.2 18 26 25.6 27.6 37.2 37.6
Logical deduction (7) 15.2 13.6 14 46.4 52.4 51.2 17.6 18.4 18.8 55.6 58.8 59.2 16 18.8 17.6 24.4 29.2 35.6
Logical deduction (3) 0 36.4 34.4 58 62.8 64.4 34.4 36 35.2 72.4 70.4 70.8 34.8 41.6 39.6 42.4 42 43.2
Penguins in a Table 24 15.8 17.8 32.2 37.7 32.9 25.3 21.9 21.2 44.5 42.5 34.9 25.3 26.7 25.3 28.1 37.7 30.8
Salient Translation Err. 12 12 16 37.2 45.2 34 12 12 12 51.2 51.2 44.4 23.6 38.4 35.6 36 34.8 21.6
Movie Recommendation 27.2 25.2 25.2 44.4 55.2 65.2 28.4 44 36.8 38.8 60 71.6 46 71.2 80 80 68.4 64.4

Table 40: Full results via few-shot direct prompting between different positions on BBH

T5-3B Flan-T5-3B T5-11B Flan-T5-11B LLaMA-13B Flan-LLaMA-13B
Front Both Rear Front Both Rear Front Both Rear Front Both Rear Front Both Rear Front Both Rear

Causal Judgement 42.8 43.3 42.8 54.5 57.2 60.4 47.6 48.1 45.5 57.2 56.7 57.2 51.9 54 51.3 57.8 55.1 52.4
Disambiguation QA 27.6 28.4 26 67.6 69.2 68.4 28 29.2 30 64.8 64 63.6 50 41.6 43.2 39.2 37.6 39.2
Sports Understanding 46 46.8 45.6 56 52.8 58 55.2 55.2 59.2 61.2 59.6 64 76.8 78.4 78 77.2 74.4 76
Navigate 27.6 26.8 22.4 56.8 56.4 50 28.4 32.8 30.8 58.4 61.6 57.6 59.6 58.8 56.8 55.2 57.6 56.8
Logical Deduction (5) 20.8 16.8 17.6 27.6 37.6 32.8 13.2 20.4 21.6 42 51.2 49.2 28.4 29.6 29.6 29.6 28.4 32.8
Logical Deduction (7) 14.4 12.8 11.2 18.4 30 24 10.8 17.2 15.2 34.8 53.6 50 22.8 21.6 19.6 20 19.6 19.2
Logical Deduction (3) 38.8 36 37.2 52.8 55.6 53.6 32 40.4 36.8 56 67.2 64.8 45.6 49.2 48.4 55.2 55.6 57.6
Penguins in a Table 28.1 25.3 29.5 26.7 25.3 24 24 24 17.1 43.8 37 30.1 36.3 40.4 34.9 39 42.5 39.7
Salient Translation Err. 6.8 9.2 8.8 18 23.6 25.6 6 14 8 11.2 38.4 27.6 20.4 15.2 15.2 30.8 30.8 30.8
Movie Recommendation 22.4 26 25.2 37.6 53.2 46 28.8 47.2 46.4 33.2 44.4 42.4 70 54.8 66 48.4 74 66

Table 41: Full results via few-shot CoT prompting between different positions on BBH

Flan-T5-3B Flan-T5-11B LLaMA-13B Flan-LLaMA-13B
Front Both Rear Front Both Rear Front Both Rear Front Both Rear

Causal Judgement 59.9 61 61 59.9 61 61.5 53.5 51.9 50.8 58.8 55.6 53.5
Disambiguation QA 69.2 66.8 68.8 64.8 68.8 64.8 32 52.8 37.6 43.6 60 58
Sports Understanding 52 53.6 51.2 59.2 59.6 61.6 60.8 52 54.4 64.4 61.2 58.8
Navigate 57.6 58.4 60.8 60.4 60.8 59.2 42.4 42 49.6 58 58 59.2
Logical Deduction (5) 46.4 50 50.4 49.6 55.2 56.8 18 21.2 19.6 22.8 38 36
Logical Deduction (7) 47.2 52.4 53.2 54.4 61.2 62.4 14.8 14.8 14.8 18.4 33.6 32
Logical Deduction (3) 60.4 64.8 64.8 69.6 75.2 71.2 32 36.4 39.6 42.8 49.6 50
Penguins in a Table 40.4 41.1 32.2 47.9 41.8 38.4 15.8 26 25.3 23.3 31.5 22.6
Salient Translation Err. 39.2 42.4 40.4 50 50 50 18 14 13.6 19.6 24.8 22.8
Movie Recommendation 38.4 54 67.2 40.4 46.4 55.2 21.6 56 46.4 29.6 65.6 67.6

Table 42: Full results via zero-shot prompting between different positions on BBH
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