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62

To enable flexible and accurate seismic wave simulations at continental scales (10◦−60◦) based63

on the spectral-element method using the open-source SPECFEM3D_Cartesian package, we64

develop a toolkit, Cube2sph, that allows the generation of customized spherical meshes that65

account for the Earth’s curvature. This toolkit enables the usage of the perfectly matched layer66

(PML) absorbing boundary condition even when the artificial boundaries do not align with the67

coordinate axes. A series of numerical experiments are presented to validate the effectiveness68

of this toolkit. From these numerical experiments, we conclude that (1) continental-scale seis-69

mic wave simulations, especially surface wave simulations, can be more efficiently performed70

without the loss of accuracy by truncating the mesh at an appropriate depth, (2) curvilinear-grid71

PML can be used to effectively suppress artificial reflections for seismic wave simulations at72

continental scales, and (3) the Earth’s spherical geometry needs be accurately meshed in order73

to obtain accurate simulation results for study regions larger than 8◦.74
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1. Introduction86

Numerical simulation of seismic waves is key to seismic hazard assessment (e.g., Graves, 1998; Pitarka, 1999; Zhao87

et al., 2007) as well as full-waveform source (e.g., Liu et al., 2004; Wang and Zhan, 2020) and structural (e.g., Tape88

et al., 2010; Fichtner et al., 2010; Zhu et al., 2015; Wang et al., 2019) inversion. With the development of numerical89

algorithms and high-performance computation facilities, several numerical packages have been developed to perform90

seismic wave simulations in 3-D heterogeneous Earth models, particularly during the last two decades, e.g., SPECFEM91

(Komatitsch and Tromp, 1999; Komatitsch et al., 2004), SES3D (Gokhberg and Fichtner, 2016), RegSEM (Cupillard92

et al., 2012) and SeisSol (Dumbser and Käser, 2006).93

In particular, the open-source community-based SPECFEM3D_Cartesian (https://github.com/geodynamics/94

specfem3d) and SPECFEM3D_GLOBE (https://github.com/geodynamics/specfem3d_globe) packages have been95

developed based on the spectral element method (SEM) (Komatitsch and Tromp, 2002a,b; Komatitsch et al., 2004) to96

simulate seismic waves in 3-D Earth models at local, regional and global scales. In principle, the SPECFEM3D_Cartesian97

package can solve the seismic-wave equation in a computation domain with any geometry. However, its internal mesher98

can only produce cube-shaped meshes. When the Earth’s spherical geometry needs to be accounted for, the Universal99

Transverse Mercator projection (UTM, Snyder, 1982) is used to map geographic coordinates to Cartesian coordi-100

nates, which may not be accurate enough for regions much larger than a UTM zone (∼ 6◦). Therefore, the current101

SPECFEM3D_Cartesian package is most commonly used for wave simulations at local (< 2◦) and regional (2◦ −10◦)102

scales. Despite this limitation, the SPECFEM3D_Cartesian package aims to support complexity and flexibility for103

wave simulations. Both its internal mesher and external meshing tools such as GEOCUBIT (Casarotti et al., 2008)104

support customized surface and interface topography, user-provided tomographic models, and user-defined mesh re-105

finements. On the other hand, the mesher in the SPECFEM3D_GLOBE package uses the “cubed sphere” mapping (Ronchi106

et al., 1996; Komatitsch and Tromp, 2002a) to accurately incorporate the Earth’s spherical geometry, and can mesh107

the entire globe into six “chunks” to conduct global wave simulations. Continental-scale (10◦-60◦) simulations, which108

require accurate honouring of the Earth’s spherical curvature, have often been carried out using one chunk of the global109

mesh in the past (e.g., Zhu et al., 2015; Chen et al., 2015; Tao et al., 2018). Although the one-chunk mesh can provide110

accurate continental-scale simulations, the mesh goes down to a depth inside the inner core, resulting in a waste of111

computational resources for applications when deep structures are irrelevant (e.g., surface-wave or ambient-noise to-112

mography and seismic hazard assessment). The Cartesian Meshing Spherical Earth (CMSE) package (Li et al., 2022)113

generates a depth-truncated spherical mesh by treating the Earth’s curvature as topography and simulates seismic waves114

using SPECFEM3D_Cartesian. Despite its success on domains with a spatial scale of ∼ 12◦, the distortion is too large115

to guarantee good enough mesh quality for numerical simulations on larger domains. The recent development of the116

SPECFEM3D_GLOBE package (as of April 1, 2022) allows the mesh to be truncated at several fixed depths, but no pub-117
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lished study has been conducted to show the effect of truncation on simulation results in detail. In addition, only a118

limited number of choices for interface topography are offered in the package, the positions of mesh doubling layers119

are hard-coded, and the mesh can only be partitioned in a fixed way. In other words, although it is possible to use120

the SPECFEM3D_GLOBE package at a wide range of scales, it is designed and optimized specifically for global-scale121

simulations.122

Another challenge for continental-scale wave simulations is implementing absorbing boundaries at the sides and123

the bottom of the computation domain to suppress artificial reflections. The waves reflected from an artificial bound-124

ary can contaminate the main signal when the source and receiver are close to that boundary. The Stacey boundary125

condition (Clayton and Engquist, 1977) has been used widely in full wave simulations to reduce the amplitude of ar-126

tificial reflections with no additional computational cost, but it becomes ineffective when the incident angle is close127

to 90◦. The perfectly matched layer (PML, Bérenger, 1999; Komatitsch and Martin, 2007), on the other hand, despite128

the additional computational cost, can effectively absorb the outgoing waves even at grazing incidence. The PML129

implementation in the current SPECFEM3D_Cartesian package (Wang et al., 2004; Xie et al., 2014) assumes that the130

artificial boundaries align with the coordinate axes, which is no longer valid for continental-scale simulations when131

the meshes must be deformed to accommodate the spherical geometry of the Earth. In the current SPECFEM3D_GLOBE132

package, no PML implementation is provided, and only the Stacey boundary condition or a sponge layer can be used133

to absorb the artificial reflections.134

To simultaneously address these two difficulties in continental-scale seismic wave simulations – accurately incor-135

porating the spherical geometry and effectively suppressing the artificial reflections, we develop a toolkit, Cube2sph,136

that allows for flexible and accurate continental-scale wave simulations using the SPECFEM3D_Cartesian package.137

The toolkit creates a hexahedral mesh that honors the Earth’s spherical curvature by applying the “cubed sphere” trans-138

formation to a cube-shaped mesh generated by the SPECFEM3D_Cartesian internal mesher or an external meshing139

tool such as GEOCUBIT (Casarotti et al., 2008). It also provides an implementation of curvilinear-grid PML based on140

auxiliary differential equations (ADE) in the SPECFEM3D_Cartesian package. With this toolkit, continental-scale141

seismic wave simulations can be carried out using the SPECFEM3D_Cartesian package with accuracy and flexibility.142

The remaining sections of this article are organized as follows: in Section 2, the approach to generate a mesh with143

spherical geometry and to implement curvilinear-grid PML is described; in Section 3 we illustrate the workflow of144

the Cube2sph toolkit and highlight its flexibility in mesh generation through an example incorporating surface and145

interface topography and 3-D heterogeneous tomographic model; in Section 4, we demonstrate the effectiveness of our146

toolkit in performing continental-scale simulations with numerical experiments.147
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2. Methods148

2.1. Discretizing a slice of the Earth using the “cubed sphere” transformation149

We first describe how to construct the mesh for a computation domain with the Earth’s spherical curvature incor-150

porated (which we refer to as a spherical computation domain throughout this article) using the Cube2sph toolkit.151

Here a computation domain refers to a 3-D volume on which the seismic-wave equations are numerically solved, and152

a mesh on the computation domain refers to a subdivision of the computation domain into non-overlapping elements.153

The mesh used for 3-D SEM computation is composed of hexahedral elements, i.e., each element is a deformed cube154

with 8 vertices, 12 edges and 6 faces. The geometry of each element in the mesh is defined by the coordinates of155

its anchor points from which the edges, faces and volume within the element are then defined through interpolation156

(Komatitsch and Tromp, 1999; Tromp et al., 2008). Most common hexahedral 3-D elements used in SEM have either157

23 = 8 (denoted as HEX8, 8 vertices) or 33 = 27 (denoted as HEX27, 8 vertices + 12 edge centers + 6 face centers + 1158

volume center) anchor points. We use HEX27 elements to better accommodate curved edges and non-planar faces for159

the simulations in this study, in alignment with the implementation in SPECFEM3D_GLOBE. Since we focus on spherical160

computation domains, throughout this article, wherever angle is used to describe distance, it should be understood as161

great-circle distance.162

It is generally straightforward to construct a mesh on a cube-shaped domain. For example, regular mesh with dou-163

bling in depth can be created by the meshfem3D module in the SPECFEM3D_Cartesian package or external meshing164

tools such as GEOCUBIT. By applying an appropriate transformation to all the anchor points of a cube-shaped mesh, a165

mesh on the spherical computational domain can be obtained.166

The “cubed sphere” transformation (Ronchi et al., 1996; Komatitsch and Tromp, 2002a) is commonly used to167

map a cube-shaped domain into a domain with the spherical curvature. Let us suppose that the horizontal size of168

the spherical computation domain is 𝑋 × 𝑌 (represented as radians), and the maximum depth is 𝐷 (Figure 1a). We169

can first construct a mesh on a cube-shaped domain [−𝑅𝑋
2 , 𝑅𝑋2 ] × [−𝑅𝑌

2 , 𝑅𝑌2 ] × [−𝐷, 0] as in Figure 1(b), where 𝑅170

is the radius of the Earth, and then apply the “cubed sphere” transformation to the anchor points of the cube-shaped171

mesh to obtain a mesh on the spherical computation domain (Figure 1c). Specifically, it maps a point (𝜉, 𝜂, 𝜁 ) in the172

cube-shaped domain (Figure 1b) to a new point (𝑥, 𝑦, 𝑧) in the spherical domain (Figure 1c) based upon173

𝑧 =
(𝑅 + 𝜁 )

√

1 + tan2 𝜉
𝑅 + tan2 𝜂

𝑅

,

𝑥 = −𝑧 tan
𝜂
𝑅
,

𝑦 = 𝑧 tan
𝜉
𝑅
,

(1)
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similar to the mapping of chunk AB in Komatitsch and Tromp (2002a). The effect of the transformation is illustrated174

in Figure S1. Clearly, by design,175

𝑥2 + 𝑦2 + 𝑧2 = (𝑅 + 𝜁 )2, (2)

which implies that the “cubed sphere” transformation maps a horizontal plane in the cube-shaped mesh into a spherical176

surface with a constant radius, and a point at a specific depth in the cube-shaped mesh will be mapped to a point at the177

same depth in the spherical mesh. Using this property, surface and interface topography can be built into the cube-178

shaped mesh, and the “cubed sphere” transformation will map the free surface and the interfaces to correct depths.179

Similarly, tomographic models can be defined in the cube-shaped mesh, and each point in the spherical mesh will take180

the corresponding structural properties before the “cubed sphere” transformation.181

After the “cubed sphere” transformation, the spherical domain is always centered at the North Pole, with one side182

perpendicular to the prime meridian (Figure S1). A subsequent coordinate transformation can move its center to a183

desired location and rotate to a desired orientation.184

The mesh generated by the Cube2sph toolkit accurately honors the Earth’s spherical curvature and is therefore185

suitable for continental-scale wave modelings, in which the computation domain is so large that the curvature must186

be accurately considered. Moreover, in combination with the meshfem3D module in the SPECFEM3D_Cartesian187

package, the Cube2sph toolkit allows for customized vertical layering: doubling layers can be placed at any desired188

depth, surface and interface topography can be incorporated and the computation domain can be truncated at any depth.189

If an external mesher such as GEOCUBIT is used to produce the cube-shaped mesh, interface topography can be honored190

and mesh refinement can be achieved more flexibly. Although the SPECFEM3D_GLOBE mesh is also produced using the191

“cubed sphere” transformation to take into account the Earth’s spherical geometry and can also be truncated at certain192

depths, only a few truncation depths are allowed. Moreover, the SPECFEM3D_GLOBE package does not allow users to193

freely choose interface topography, the positions of doubling layers and the way the mesh is partitioned. However,194

these features are often desired for continental-scale wave simulations. Therefore, the Cube2sph toolkit complements195

the SPECFEM3D_GLOBE package and allows for more flexibility in continental-scale wave simulations.196

2.2. Implementing perfectly matched layer (PML) on curvilinear grids197

In order to effectively absorb the outgoing waves with grazing incidence, the PML boundary condition was devel-198

oped first for electromagnetic equations (Bérenger, 1999), and was applied to elastodynamic modeling with split-field199

implementations (e.g., Komatitsch and Tromp, 2003), convolutions (e.g., Komatitsch and Martin, 2007; Martin et al.,200

2008; Martin and Komatitsch, 2009; Xie et al., 2014) and auxiliary differential equations (ADE-PML, e.g., Martin201

et al., 2010; Zhang and Shen, 2010). The PML implements a layer with finite thickness outside the physical com-202
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putational domain and imposes attenuation on the waves inside this layer. Although additional computational cost is203

required, the outgoing waves can be accurately suppressed even in the grazing incidence case.204

The formulas for the PML are often derived with the assumption that the boundaries align with the coordinate205

axis, as is the case in the current implementation of PML in the SPECFEM3D_Cartesian package (Wang et al., 2004;206

Xie et al., 2014). However, in continental-scale simulations, such a restriction sometimes cannot be satisfied because207

of the need to honor the Earth’s spherical curvature. Early efforts have been made to implement PML in cylindrical208

or spherical coordinates (e.g., Collino and Monk, 1998; Liu, 1999) or orthogonal curvilinear coordinates (e.g., Festa209

and Vilotte, 2005). Gao and Zhang (2008) and Zhang and Gao (2011) developed PML in arbitrary curvilinear grids210

based on split-field implementations in tetrahedral elements. Zhang et al. (2014) adopted a similar approach to develop211

curvilinear ADE-PML for finite-difference elastodynamic simulations using local coordinate transformation, and also212

found that the multi-axial PML (MPML, Meza-Fajardo and Papageorgiou, 2008) can help avoid instability.213

To implement PML on (possibly non-orthogonal) curvilinear grids in the SPECFEM3D_Cartesian package, we214

incorporate a coordinate transformation in the formulation of ADE-PML (Martin et al., 2010), which is equivalent to215

the treatment of Zhang et al. (2014), and derive the weak form of the momentum equation and its auxiliary differential216

equation to fit into the SEM framework. The detailed derivation can be found in Appendix A.217

3. Workflow of the Cube2sph toolkit and an example of mesh generation218

In this section, we briefly describe the steps to build a mesh and perform seismic wave simulations using the219

Cube2sph toolkit, illustrated through a mesh example that incorporates customized surface and interface topography,220

ellipticity, doubling layers, and tomographic structural models. Theses steps are summarized in the flowchart shown221

in Figure 2.222

3.1. Setting up mesh parameters and building a cube-shaped mesh223

The first step of building a mesh is to set the mesh parameters in the parameter files, e.g., mesh size, number of224

elements, truncation depth, vertical layering, doubling layers and PML layers. As an example, we build a 22◦ × 22◦,225

770 km-thick mesh for the region of Alaska (Figure 3), with PML layers of 8-element thick on the sides and 2-element226

thick at the bottom. To accommodate vertical velocity changes from the sediment (𝑉𝑆 ≈ 1.5 − 2.8 km∕s) to the crust227

(𝑉𝑆 ≈ 2.8 − 4.2 km∕s), and then to the mantle (𝑉𝑆 ≈ 4.2 − 5 km∕s), we use two doubling layers, one in the crust and228

one beneath Moho. The mesh has 400 × 400 elements in the top layer.229

The next step is to prepare the input tomographic model files. In this example, we aim to honor sedimentary basins230

at depths between 4−8 km, and the Moho between 12−16 km beneath the ocean and 25−45 km beneath the continent.231

At other depths, the interfaces run through elements and are not honored, similar to the current implementation of the232
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SPECFEM3D_GLOBE package, as documented in Tromp et al. (2010). Such treatment is necessary to avoid severe233

deformation of the elements when using the internal mesher, because it cannot handle complex geometry very well.234

If an external meshing tool such as GEOCUBIT is used, this limitation can be remedied. The depths of the sedimentary235

basins and Moho are defined by extracting the surfaces of 𝑉𝑆 = 2.8 km∕s and 𝑉𝑆 = 4.2 km∕s from a shear-velocity236

model obtained by Berg et al. (2020). In regions that are not covered by the Berg et al. (2020) model, the interfaces are237

extracted from Crust 1.0 (Laske et al., 2013). A tomographic model is generated by merging the global crustal model238

Crust 1.0, a regional shear-velocity model by Berg et al. (2020) and the global mantle model S40RTS (Ritsema et al.,239

2011), and is interpolated onto the grid points of the mesher. Note that the anchor points of the cube-shaped mesh, the240

interfaces and the tomographic model are all represented in Cartesian (𝜉, 𝜂, 𝜁 ) coordinates.241

After mesh parameters are set and model files are prepared, the cube-shaped mesh can be generated. For simplicity,242

the cube-shaped mesh in this study is built using the internal mesher of the SPECFEM3D_Cartesian package. More243

complex cube-shaped meshes can also be built with external meshers such as GEOCUBIT. The cube-shaped mesh is244

then partitioned to enable parallel computing using SCOTCH.245

3.2. Applying the “cubed sphere” transformation246

Before applying the “cubed sphere” transformation, the xgenerate_databases program needs to be executed247

on the cube-shaped mesh to setup the numbering and PML damping parameters. After that, the "cubed sphere"248

transformation (eqn. 1) is applied to create the spherical geometry. As mentioned in Section 2.1, the mesh can be249

further moved and rotated to cover the region of interest. In this example, the mesh is moved such that its center is250

(62.5◦𝑁, 151.0◦𝑊 ), and is rotated 20◦ counter-clockwise, so that it covers the entire region of Alaska. The nodes of251

the mesh are then stretched vertically to honor the Earth’s ellipticity. Finally, the xgenerate_databases program252

needs to be executed again on the spherical mesh to setup the database for the solver. Figure 3 shows the final mesh253

with surface and Moho topography and the assigned shear velocity that can provide accurate simulation for periods254

longer than 9 s.255

3.3. Performing forward simulation256

In the SPECFEM3D_GLOBE package, the source and receivers are listed in a FORCESOLUTION file (or a CMTSOLUTION257

file if the source is a double couple) and a STATIONS file, in which the locations are given in geographic coordinates, i.e.,258

latitude, longitude and depth. When using the SPECFEM3D_Cartesian package with the Cube2sph toolkit, similar259

files need to be prepared, but locations must be given in Cartesian coordinates. We provide programs to convert260

source and station files from the SPECFEM3D_GLOBE format to the SPECFEM3D_Cartesian format. After coordinate261

conversion, the SPECFEM solver can be launched to carry out the forward simulation. The computed seismograms are262

directly written in Cartesian (𝑥, 𝑦, 𝑧) coordinates. However, the seismograms are most commonly used in the easting,263
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northing and vertical components, i.e., in the local (𝐸,𝑁,𝑍) coordinates (easting, northing, vertical). To deal with264

the coordinate transformation, we provide a script in the Cube2sph toolkit to rotate the seismograms (and the adjoint265

sources when performing adjoint simulations) between the two coordinate systems.266

4. Numerical experiments267

4.1. Comparison with the SPECFEM3D_GLOBE one-chunk mesh268

In this section, we present numerical experiments on a horizontally 20◦ × 20◦ computation domain and compare269

the simulation results from the Cube2sph mesh with those based on the SPECFEM3D_GLOBE one-chunk mesh to ex-270

amine the effect of depth truncation. As discussed in Section 2.1, the Cube2sph mesh (Figure 1c) is constructed by271

first generating a cube-shaped mesh using the SPECFEM3D_Cartesian internal mesher and then applying the “cubed272

sphere” transformation as in eq. (1), and in this experiment it extends from the Earth’s surface down to 220 km. On273

the other hand, the one-chunk mesh (Figure 1a) is constructed directly using the SPECFEM3D_GLOBE internal mesher.274

The Cube2sph mesh is identical to the upper part of the one-chunk mesh (outlined by the green dashed line in Fig-275

ure 1a), with both meshes consisting of 320 × 320 elements horizontally at the top, and 4 layers in the crust above the276

Moho at 24.4 km depth, 4 layers in mantle between 24.4 − 80 km depth, and 10 layers between 80 − 220 km depth.277

A doubling layer is implemented immediately beneath the Moho in both meshes to adjust the element size based the278

vertical velocity change. The one-chunk mesh extends down to 5420 km depth, beneath the inner-core boundary, and279

has two additional doubling layers at 1650 km and 3860 km depth. To simplify the numerical experiments, topography280

and ellipticity are neglected, and the 1-D isotropic PREM model (Dziewonski and Anderson, 1981) with the one-layer281

crust is used. Both meshes can provide accurate simulations for waves of 5 s period and above. The Stacey absorbing282

condition is implemented at all artificial boundaries.283

We carry out forward simulations with the Cube2sphmesh and the one-chunk mesh, using the SPECFEM3D_Cartesian284

solver and the SPECFEM3D_GLOBE solver respectively, and compare the computation time and synthetic waveforms.285

For comparison purpose, we use a same time step of 0.025 s for both simulations, which satisfies the CFL stability286

condition (Courant et al., 1928) for both meshes. We run the time iteration for 35, 800 steps to generate 15-minute287

long waveforms. As shown in Figure 1c, we place a vertical vector point force (yellow star) on the free surface near one288

corner of the mesh, 2◦ away from both sides. Four receivers (green triangles) are placed on the free surface, 2◦ away289

from one of the sides, and at a great-circle distance of 4◦, 8◦, 12◦ and 16◦ from the source, respectively. The source290

time function is a Ricker wavelet with a dominant period of 5 s. All synthetic waveforms are filtered between 6 − 50 s291

to exclude the high-frequency numerical noise, as shown in Figures 4. The simulations are performed on 400 2.4-GHz292

CPU cores in parallel on the Niagara cluster at the SciNet HPC Consortium (Ponce et al., 2019). Table 1 outlines293

the number of elements and Gauss-Lobatto-Legendre (GLL) points in the two meshes. By truncating at 220 km, the294
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Table 1
Number of elements and number of GLL points of the one-chunk mesh and the Cube2sph mesh used for the simulations
as shown in Figure 1, as detailed in Section 4.1

.
number of elements number of GLL points

one-chunk 4,780,800 331,127,600
Cube2sph 921,600 62,946,773

Cube2sph mesh is able to reduce the number of elements by a factor of 5.295

Figure 4 compares vertical-component synthetic seismograms (i.e., Z-Z components of the Green’s functions)296

generated at the four receivers using the Cube2sph mesh (dashed red lines) and the SPECFEM3D_GLOBE one-chunk297

mesh (blue lines). The global simulation result (green lines) obtained by the AxiSEM package (Nissen-Meyer et al.,298

2014) is also displayed in the background as a reference. The AxiSEM package provides accurate whole-Earth wavefield299

simulations assuming an axisymmetric Earth model, and therefore its results are considered ground truth and are300

compared with the results of the Cube2sph mesh and the SPECFEM3D_GLOBE one-chunk mesh to illustrate the effects301

of depth truncation and imperfect absorbing boundaries. The current AxiSEM package approximates the waveform at302

a receiver with the value at its nearest grid point, resulting in a small time shift. To produce more accurate simulation303

results, we use a slightly modified version of AxiSEM to interpolate the wavefield at the receiver. If we define the304

relative waveform difference between two traces 𝑠1(𝑡) and 𝑠2(𝑡) as305

∫ |𝑠1(𝑡) − 𝑠2(𝑡)|2d𝑡
√

∫ |𝑠1(𝑡)|2d𝑡
√

∫ |𝑠2(𝑡)|2d𝑡
, (3)

then it can be observed that waveforms generated with the SPECFEM3D_GLOBE one-chunk mesh and the Cube2sphmesh306

are almost identical with the relative waveform difference below 0.5%. As it is known, surface wave signals dominate307

seismic waveforms. This small relative waveform difference demonstrates that truncating the mesh at 220 km does308

not substantially affect the surface-wave simulation over the epicentral distance range in this numerical experiment.309

However, before the onset of the direct surface-wave arrival, discrepancies can be observed in the body-wave phases310

of the waveforms as seen in Figure 4b, which is a zoom-in of Figure 4a before the direct surface-wave arrival. The311

issue of body-wave modeling based on the Cube2sph toolkit will be further discussed in Section 4.4.312

On the other hand, both the SPECFEM3D_GLOBE one-chunk waveforms and the Cube2sph waveforms are substan-313

tially different from the global waveforms by AxiSEM, with a relative waveform difference of up to 35% between the314

results of Cube2sph and AxiSEM, mainly due to the artificial reflections from domain boundaries on the sides as a315

result of the insufficient Stacey absorbing boundary condition. By observation and theoretical analysis, we identify316

three main surface-wave related arrivals in these seismograms (as marked by the shaded areas in Figure 4a): (1) the317

direct surface-wave arrival from the source to the receiver, (2) the wave reflected off the artificial boundary parallel to318
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Table 2
Computation time and error using the Cube2sph mesh with PML absorbing boundary condition, and the Stacey boundary
condition on the original domain as well as the domain enlarged horizontally by factor of 1.2, as discussed in Section 4.2.
The error is measured based on the maximum relative waveform difference (eqn. 3) by comparing to the AxiSEM results.

PML Stacey Stacey with enlarged domain
computation time (s) 1959.1 1244.1 1789.1

error 0.3% 35.9% 14.0%

the source-receiver line (side A in Figure 1c), and (3) the wave reflected at the artificial boundary perpendicular to the319

source-receiver line (side B in Figure 1c). Overall, for this numerical setup, at epicentral distance ≥ 8◦, the contami-320

nation of the artificial reflections becomes non-negligible, because the arrivals of the artificial reflections overlap with321

the main phases, and the Stacey boundary condition becomes ineffective for large incident angles. This issue can be322

addressed by using the PML boundary condition as shown in Section 4.2.323

Note that the same mesh as generated by Cube2sph (Figure 1c) can be also generated using the SPECFEM3D_GLOBE324

package with the newly added the regional mesh cutoff feature. Based on our numerical experiment, as expected,325

the simulation results on the Cube2sph mesh and the SPECFEM3D_GLOBE one-chunk mesh are identical when the326

truncation depths are the same.327

4.2. Comparison between PML and the Stacey absorbing condition328

In this section, we present numerical experiments to show the effectiveness of the curvilinear PML boundary imple-329

mentation for the SPECFEM3D_Cartesian mesh. We compare both the computation times and synthetic waveforms330

between implementations with PML and Stacey boundary conditions. The mesh, source-receiver geometry, source331

time function, and velocity model are the same as the numerical experiment in Section 4.1. For the mesh with PML332

boundary, the PML layer is 4 elements thick at all four sides and 2 elements thick at the bottom. To properly balance the333

different computation load of PML and non-PML elements, we use the SCOTCH package (Pellegrini, 2010) to partition334

the mesh to different processors. An optimal value of 5.5 for the load of PML elements is found heuristically and is335

used in all numerical experiments.336

Figure 5 illustrates the comparison of waveforms generated using the Cube2sph mesh with the Stacey boundary337

condition (blue lines) and with PML (red dashed lines), and the full-globe simulation generated using AxiSEM is dis-338

played in the background as reference (green lines). Here we only show the Z-Z component of the Green’s function,339

and the radial-component seismogram due to a force in radial direction (R-R component) and the transverse-component340

seismogram due to a force in transverse direction (T-T component) are shown in Figures S2 and S3. Table 2 compares341

the computation time and error of simulations using PML and Stacey boundary conditions. In this example, even342

though the Cube2sph simulation using PML with load balancing takes ∼ 57% more time than that using the Stacey343

boundary condition, the artificial surface-wave reflections present in the simulation with the Stacey boundary condition344
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are effectively absorbed with the curvilinear PML boundary condition (Figure 5a), leading to a ≤ 0.3% relative wave-345

form difference between the results of Cube2sph with PML and AxiSEM. However, the body-wave phases still cannot346

be accurately simulated with PML for epicentral distances beyond 8◦ due to the bottom truncation of the simulation347

domain (Figure 5b).348

A potential alternative solution to avoid the contamination of artificial reflections with the Stacey boundary con-349

dition is to enlarge the computation domain such that the source and receivers are far enough away from the artificial350

boundaries. Here we enlarge the computation domain horizontally by a factor of 1.2 to 24◦ × 24◦ with the same el-351

ement size, resulting in 384 × 384 elements at the top layer of the new mesh. All other parameters remain the same352

as in Section 4.1. Figure 6 shows the waveforms generated in the regular domain using PML (red dashed lines), and353

in the enlarged computation domain with the Stacey boundary condition (blue lines). Although in the case of the354

Stacey boundary condition, the contamination by artificial reflections is alleviated by using the enlarged computation355

domain, it is still clearly visible at 12◦ and 16◦, leading to a ≤ 14% relative waveform difference with the AxiSEM356

results. Table 2 shows that using the Stacey boundary condition in the computation domain enlarged by a factor of 1.2357

takes a similar amount of computation time as using PML in the original domain. Therefore, considering the excellent358

waveform fits to the global reference, we believe PML may be a more effective choice in absorbing artificial reflections359

than slightly enlarging the computation domain under the Stacey boundary condition.360

Note that the comparisons of waveform and computation time may vary for applications with different mesh size,361

source receiver geometry, and period band of interest. Nevertheless, these numerical experiments show that consider-362

ing both the effectiveness of absorbing artificial reflections and the computation time, at least in certain cases, using363

PML with proper load balancing is a better choice than stacy boundry condition with enlarged domain. We suggest364

that for specific applications with different mesh parameters, numerical tests be performed first to determine the better365

boundary condition to use in balancing the numerical cost with potential reflections from artificial boundaries.366

4.3. Comparison between the “cubed sphere” transformation and the UTM projection367

For local- and regional-scale studies, the UTM projection (Snyder, 1982) is frequently used to project a geograph-368

ical coordinate (Latitude, Longitude) to a local Cartesian coordinate (Easting, Northing). In the UTM system, the369

Earth is divided into 60 UTM zones, each spanning 6◦ in longitude. Inside each UTM zone, the distortion of the UTM370

projection is small. Therefore, for study regions that are small enough to fit inside a UTM zone, waveforms can be371

relatively accurately simulated on Cartesian meshes after the UTM projection. However, for study regions larger than372

a UTM zone, the distortion of the UTM projection can be too large to produce accurate enough simulation results. In373

this section, we compare the waveforms at different epicentral distances obtained using the UTM projection with those374

using the Cube2sph mesh when the Earth’s curvature is fully accounted for.375
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We use a horizontally 20◦×20◦ computation domain centered at (0◦, 3◦𝐸), which is the center of UTM zone 31. We376

generate a spherical mesh using the Cube2sph package, and a Cartesian mesh using the UTM projection at UTM zone377

31. The number of elements, vertical layerings and velocity models in both meshes are the same as in Section 4.1.378

Topography is neglected, but because the UTM projection considers the Earth’s ellipticity, we include ellipticity in379

the Cube2sph mesh as well for consistency. To exclude the contamination of artificial reflections, we use PML in380

both meshes, with the PML layer being 4 elements thick at all four sides and 2 elements thick at the bottom. For the381

Cube2sph mesh, we use the curvilinear-grid PML discussed in Section 2.2, and for the UTM mesh, we use the CPML382

implemented in the current SPECFEM3D_Cartesian package. To keep the discussion simple, we only show the Z-Z383

component of the Green’s functions in this section. Results for R-R and T-T components can be found in Figures S7-384

S18. Furthermore, we only focus on examining the difference in surface waves here. Since surface waves are accurately385

simulated using the Cube2sphmesh and the PML absorbing boundary condition as shown by the numerical experiment386

in Section 2.2 and in Figure 5, we treat the results of the Cube2sph mesh with PML as references to measure the errors387

of the UTM results. To investigate the accuracy of the UTM projection for different source-receiver geometry, we388

conduct numerical experiments with six different source-receiver configurations (Figure 7) with waveforms shown in389

Figures 8-10 and S4-S6. To the left of the waveforms, we display the values of the relative waveform difference defined390

by eqn. (3) and the cross-correlation time shift between the Cube2sph and the UTM results as two measurements of391

the discrepancy between two methods.392

When the source is at the center of the UTM zone (Figure 7a), the receivers up to 6◦ longitudinally away from393

the source have less than 10% relative waveform difference between the two meshes (Figure 8). In contrast, along the394

meridian (Figure 7b), the relative waveform difference is only 2.54% when the epicentral distance is as large as 8◦395

(Figure S4), indicating the distortion of the UTM projection is smaller along the meridians than along the parallels.396

When the source is out of the UTM zone and is 5◦ longitudinally away from the edge of the UTM zone (Figure 7c,397

d), the discrepancy between UTM and Cube2sph is large in terms of both time shift and waveform difference, even398

for small epicentral distances, along both meridians and parallels (Figure 9 and S5). When the source is on the edge399

of the UTM zone (Figure 7e, f), the receiver must be within 8 degrees of latitude or longitude away from the source400

to achieve a ≤ 8% relative waveform difference (Figure 10 and S6). Considering a typical study where sources and401

receivers are randomly distributed in the study region, and taking the relative waveform difference of ≤ 10% as a rough402

criterion of acceptable accuracy, we recommend that the size of the study region should not be larger than 8◦ as a rule403

of thumb for the UTM projection to produce reasonably accurate simulation results. For studies on regions larger than404

8◦, we recommend that the UTM projection should not be used and the curvature of the Earth should be accurately405

taken into account in order to guarantee accurate simulation results.406
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4.4. Accurate simulation of body waves407

Despite our primary focus on surface wave simulations, we also examine the ability of the Cube2sph package408

to simulate body waves accurately in this section. As shown in Figure 4b, the body-wave waveforms with truncated409

Cube2sph mesh at 220 km depth and the Stacey boundary condition (red dashed lines) are significantly different410

from the one-chunk results (blue lines) for epicentral distances > 8◦, suggesting that the mesh truncated at 220 km411

depth cannot be used to accurately simulate body-wave phases. This waveform contamination is most likely due412

to the artificial reflections from the bottom boundary and/or deep structures unaccounted for by the truncated mesh.413

Furthermore, the body-wave discrepancies observed between the one-chunk mesh (blue lines) and the global simulation414

results (green lines) indicate that reflections from the sides also contaminate body-wave phases similar to the surface415

waves, and therefore extending the computation domain to a larger depth alone cannot solve this issue for the Stacey416

boundary.417

This is further confirmed when PML is applied to the Cube2sph mesh truncated at 220 km. In this case, while418

surface waves at the periods of 6 − 50s can be accurately simulated (Figure 5a), some body waves still cannot be419

accurately computed before surface-wave arrivals (Figure 5b). This also suggests that in order to accurately simulate420

body waves, it is necessary to extend the computation domain downward to include deeper structures beneath 220 km.421

Figure 11 shows the simulation results using a mesh extended down to 670 km depth while keeping other parameters422

the same as in Section 4.2. It can be seen that by truncating the computation domain at 670 km depth and using423

PML, the simulation accuracy of the body-wave phases before the surface-wave arrivals is greatly improved for the424

epicentral distance ranges in the numerical experiment. If only Stacey boundary condition is applied to the 670-km425

depth-truncated mesh (red dashed lines as shown in Figure 12), while the overall waveforms are very similar to the426

one-chunk results (blue lines), significant differences can be observed in certain time ranges when compared to the427

global reference waveforms (green lines) based on AxiSEM, especially for epicentral distances ≥ 12◦. Compared with428

the PML waveforms obtained in Figure 11 which match well with the global results, it is clear that structures below429

670 km should not be the reason for these differences. Therefore, the differences between the Cube2sph results and430

the one-chunk results in Figure 12 should be due to the artificial reflection from the bottom.431

The numerical experiments presented in this section and in Figures 5b, 11-12 show that in order to accurately432

simulate the waveform of a specific phase, not only a good absorbing boundary is needed to suppress the artificial433

reflections, but the mesh also needs to have a deep enough truncation depth to include all the structures that are relevant434

to that phase, which varies with phase and period band. We recommend that for specific applications, the truncation435

depth should be determined according to the phase and period band of interest, and preferably, based on numerical436

tests.437
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5. Conclusion438

We develop a toolkit, Cube2sph, that uses the “cubed sphere” transformation to generate continental-scale meshes439

that can honor the Earth’s curvature for the open-source community-supported SPECFEM3D_Cartesian package used440

for seismic wave simulations. The toolkit also implements the curvilinear PML to absorb the outgoing waves at artificial441

boundaries. A series of numerical experiments are conducted to compare the waveforms using the Cube2sph mesh442

with PML and the Stacey boundary conditions with those using the SPECFEM3D_GLOBE one-chunk mesh and the443

SPECFEM3D_Cartesian UTM mesh, which demonstrate the effectiveness of the Cube2sph toolkit in continental-444

scale seismic wave simulations.445

These numerical experiments show that using the Cube2sphmesh truncated at 220 km depth, the simulated surface446

waves (at the period band of 6 − 50 s) are as accurate as those using the SPECFEM3D_GLOBE one-chunk mesh which447

extends into the inner core, with the number of elements reduced by a factor of 5. However, the Stacey boundary448

condition may not effectively absorb outgoing waves at grazing angles and results in artificial reflections from side449

boundaries that severely contaminate surface-wave signals. The curvilinear PML can be used to help effectively sup-450

press artificial reflections which results in more accurate waveforms albeit with a longer computation time. Taking451

into consideration both the effectiveness of absorption and the computation time, using PML is more advantageous452

than running simulations on an enlarged domain with the Stacey boundary condition, at least for the source-receiver453

geometry and period band shown in the numerical experiments. Based on the numerical experiments, we recommend454

that the Earth’s spherical geometry should be accurately considered, instead of approximated using the UTM projec-455

tion, when the study region is larger than 8◦. To accurately simulate body waves, both the PML boundary condition456

and a deeper truncation depth may be necessary.457

In addition to accuracy, the Cube2sph toolkit, combined with the SPECFEM3D_Cartesian internal mesher or458

external meshing tools, can flexibly incorporate customized surface and interface topography, 3-D tomographic models459

and mesh refinement. With the accurate honoring of the spherical curvature and the corresponding curvilinear PML460

boundary condition, as well as the ability to flexibly accommodate complexities in the mesh, the combination of the461

Cube2sph toolkit and the SPECFEM3D_Cartesian is a more accurate and flexible alternative to the SPECFEM3D_GLOBE462

package for the applications of continental-scale simulations as well as subsequent full-waveform inversions.463
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Code availability section474

Name of the code/library: Cube2sph475

Contact: tianshi.liu@mail.utoronto.ca, +1 647-804-3794476

Hardware requirements: CPU cluster477

Program language: Fortran, C, Python, Bash478

Software required: Intel Fortran and C compiler, NetCDF, OpenMPI, Python3, Linux479

Program size: 94MB480

The source codes are available for downloading at the link: https://github.com/tianshi-liu/SPECFEM3D-with-481

Cube2sph-and-PML482
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A. The spectral-element formulation of the curvilinear-grid PML using auxiliary583

differential equation584

Let us start from the velocity-stress formulation of the elastodynamic equation585

𝜌𝜕𝒗
𝜕𝑡

= ∇ ⋅ 𝝈 + 𝒇 ,

𝜕𝝈
𝜕𝑡

= 𝑪 ∶ ∇𝒗,
(4)

in which 𝒗, 𝝈 and 𝒇 are velocity, stress and body force, respectively. 𝜌 is the density, and 𝑪 is the 4-th order elastic586

tensor. For PML implementation in Cartesian grids, the differential operator ∇ is replaced in the PML domain by ∇̃,587

which is defined by588

∇̃𝑎 = −1 { ⋅ ∇�̂�} , (5)

in which 𝑎 is an arbitrary function of space and time, −1 is the inverse Fourier transform in time domain and �̂� denotes589

the Fourier transform of 𝑎 in time domain. The tensor  is the attenuation operator defined by590

 =
�̂�𝑥�̂�𝑥
𝑠𝑥(𝑥)

+
�̂�𝑦�̂�𝑦
𝑠𝑦(𝑦)

+
�̂�𝑧�̂�𝑧
𝑠𝑧(𝑧)

, (6)

in which591

𝑠𝑥(𝑥) = 𝜅𝑥(𝑥) +
𝑑𝑥(𝑥)

𝛼𝑥(𝑥) + i𝜔
,

𝑠𝑦(𝑦) = 𝜅𝑦(𝑦) +
𝑑𝑦(𝑦)

𝛼𝑦(𝑦) + i𝜔
,

𝑠𝑧(𝑧) = 𝜅𝑧(𝑧) +
𝑑𝑧(𝑧)

𝛼𝑧(𝑧) + i𝜔
,

(7)

where 𝜅𝑖, 𝛼𝑖 and 𝑑𝑖, 𝑖 = 𝑥, 𝑦, 𝑧 are user-defined parameters.592

In curvilinear grids, we derive the PML formulations using the transformation from the curvilinear coordinates593

(𝜉, 𝜂, 𝜁 ) to the Cartesian coordinates (𝑥, 𝑦, 𝑧). We denote the gradient in (𝜉, 𝜂, 𝜁 ) as ∇𝜉 , and the second-order Jacobian594

tensor, , written as595

 = �̂�𝜉(
𝜕𝑥
𝜕𝜉

�̂�𝑥 +
𝜕𝑦
𝜕𝜉

�̂�𝑦 +
𝜕𝑧
𝜕𝜉

�̂�𝑧)

+ �̂�𝜂(
𝜕𝑥
𝜕𝜂

�̂�𝑥 +
𝜕𝑦
𝜕𝜂

�̂�𝑦 +
𝜕𝑧
𝜕𝜂

�̂�𝑧)

+ �̂�𝜁 (
𝜕𝑥
𝜕𝜁

�̂�𝑥 +
𝜕𝑦
𝜕𝜁

�̂�𝑦 +
𝜕𝑧
𝜕𝜁

�̂�𝑧),

(8)
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will give596

∇𝜉𝑎 =  ⋅ ∇𝑎 (9)

for any function 𝑎. Motivated by eqn. (5), in order to impose attenuation along (𝜉, 𝜂, 𝜁 ) directions, we define ∇̃𝜉 as597

∇̃𝜉𝑎 = −1 {′ ⋅ ∇𝜉 �̂�
} (10)

to replace ∇𝜉 in the PML domain. Similarly,598

 ′ =
�̂�𝜉 �̂�𝜉
𝑠𝜉(𝜉)

+
�̂�𝜂 �̂�𝜂
𝑠𝜂(𝜂)

+
�̂�𝜁 �̂�𝜁
𝑠𝜁 (𝜁 )

, (11)

and599

𝑠𝜉(𝜉) = 𝜅𝜉(𝜉) +
𝑑𝜉(𝜉)

𝛼𝜉(𝜉) + i𝜔
,

𝑠𝜂(𝜂) = 𝜅𝜂(𝜂) +
𝑑𝜂(𝜂)

𝛼𝜂(𝜂) + i𝜔
,

𝑠𝜁 (𝜁 ) = 𝜅𝜁 (𝜁 ) +
𝑑𝜁 (𝜁 )

𝛼𝜁 (𝜁 ) + i𝜔
.

(12)

Combining eqn. (9) and eqn. (10), we can define ∇̃ in the PML domain as600

∇̃𝑎 = −1 ⋅ ∇̃𝜉𝑎 = −1
{

−1 ⋅  ′ ⋅ ⋅ ∇�̂�
}

(13)

to replace the differential operator ∇ in eqn. (4), and by furthering denoting601

 = �̂�𝜉𝒓𝜉 + �̂�𝜂𝒓𝜂 + �̂�𝜁𝒓𝜁 ,

−1 = 𝒓−1𝜉 �̂�𝜉 + 𝒓−1𝜂 �̂�𝜂 + 𝒓−1𝜁 �̂�𝜁 ,
(14)

we can rewrite the velocity-stress equation as602

𝜌𝜕𝒗
𝜕𝑡

= −1
{

1
𝑠𝜉
(𝒓−1𝜉 𝒓𝜉) ∶ ∇�̂� + 1

𝑠𝜂
(𝒓−1𝜂 𝒓𝜂) ∶ ∇�̂� + 1

𝑠𝜁
(𝒓−1𝜁 𝒓𝜁 ) ∶ ∇�̂�

}

+ 𝒇 ,

𝜕𝝈
𝜕𝑡

= −1
{

1
𝑠𝜉
𝑪 ∶ (𝒓−1𝜉 𝒓𝜉 ⋅ ∇�̂�) +

1
𝑠𝜂
𝑪 ∶ (𝒓−1𝜂 𝒓𝜂 ⋅ ∇�̂�) +

1
𝑠𝜁

𝑪 ∶ (𝒓−1𝜁 𝒓𝜁 ⋅ ∇�̂�)
}

.
(15)

Note that  and −1 are defined on GLL points, and can be numerically computed via interpolation using the (𝜉, 𝜂, 𝜁 )603
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and (𝑥, 𝑦, 𝑧) coordinates of GLL points. The inverse Fourier transform in eqn. (15) can be evaluated as (Martin et al.,604

2010)605

−1
{

�̂�
𝑠𝜆

}

= 𝑎
𝜅𝜆

+𝑄𝑎
𝜆, for 𝜆 = 𝜉, 𝜂, 𝜁 (16)

and 𝑄𝑎
𝜆 can be solved with an auxiliary differential equation (e.g., Martin et al., 2010)606

𝜕𝑄𝑎
𝜆

𝜕𝑡
= −𝛽𝜆𝑄𝑎

𝜆 −
𝑑𝜆
𝜅2
𝜆

𝑎, (17)

in which607

𝛽𝜆 = 𝛼𝜆 +
𝑑𝜆
𝜅𝜆

. (18)

Substituting eqn. (16) and eqn. (17) into eqn. (15), we obtain the velocity-stress formulation in the PML domain608

𝜌𝜕𝒗
𝜕𝑡

=

(

𝒓−1𝜉 𝒓𝜉
𝜅𝜉

+
𝒓−1𝜂 𝒓𝜂
𝜅𝜂

+
𝒓−1𝜁 𝒓𝜁
𝜅𝜁

)

∶ ∇𝝈 +𝑸𝑽
𝜉 +𝑸𝑽

𝜂 +𝑸𝑽
𝜁 + 𝒇 , (19)

𝜕𝝈
𝜕𝑡

= 𝑪 ∶

((

𝒓−1𝜉 𝒓𝜉
𝜅𝜉

+
𝒓−1𝜂 𝒓𝜂
𝜅𝜂

+
𝒓−1𝜁 𝒓𝜁
𝜅𝜁

)

⋅ ∇𝒗

)

+𝑸𝚺
𝜉 +𝑸𝚺

𝜂 +𝑸𝚺
𝜁 (20)

in which 𝑸𝑽
𝜆 and 𝑸𝚺

𝜆 (𝜆 = 𝜉, 𝜂, 𝜁 ) can be solved by the auxiliary differential equations609

𝜕𝑸𝑽
𝜆

𝜕𝑡
= −𝛽𝜆𝑸𝑽

𝜆 −
𝑑𝜆
𝜅2
𝜆

(𝒓−1𝜆 𝒓𝜆) ∶ ∇𝝈, (21)

𝜕𝑸𝚺
𝜆

𝜕𝑡
= −𝛽𝜆𝑸𝚺

𝜆 −
𝑑𝜆
𝜅2
𝜆

𝑪 ∶ (𝒓−1𝜆 𝒓𝜆 ⋅ ∇𝒗). (22)

Note that in spectral-element implementation, eqs. (19) and (21) should be solved in the weak form. Multiplying610

a test function 𝜙(𝒙) on eqs. (19) and (21), integrating over the whole computational domain Ω and the PML domain611

Ω𝛿 , as shown in Figure 13, respectively, and using integration by parts, we can obtain the weak form612

𝜕
𝜕𝑡 ∫Ω

𝜙𝜌𝒗d𝑉 = −∫Ω
∇ ⋅

(

𝜙

(

𝒓−1𝜉 𝒓𝜉
𝜅𝜉

+
𝒓−1𝜂 𝒓𝜂
𝜅𝜂

+
𝒓−1𝜁 𝒓𝜁
𝜅𝜁

))

⋅ 𝝈d𝑉

+∫Ω
𝜙
(

𝑸𝑽
𝜉 +𝑸𝑽

𝜂 +𝑸𝑽
𝜁 + 𝒇

)

d𝑉 ,

(23)
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613

𝜕
𝜕𝑡 ∫Ω𝛿

𝜙𝑸𝑽
𝜆 d𝑉 = −∫Ω𝛿

𝜙𝛽𝜆𝑸𝑽
𝜆 d𝑉 − ∫𝜕Ω𝛿

𝜙
𝑑𝜆
𝜅2
𝜆

(𝒓−1𝜆 𝒓𝜆) ∶ �̂�𝝈d𝑆

+ ∫Ω𝛿

∇ ⋅

(

𝜙
𝑑𝜆
𝜅2
𝜆

(𝒓−1𝜆 𝒓𝜆)

)

⋅ 𝝈d𝑉 ,
(24)

in which �̂� is the out-pointing normal vector on the boundary. The boundary of Ω contains two parts: the free surface614

Γ0 and the outer boundary of the PML domain Γ1, as shown in Figure 13. For eqn. (23), the following boundary615

condition is applied to616

(

�̂� ⋅

(

𝒓−1𝜉 𝒓𝜉
𝜅𝜉

+
𝒓−1𝜂 𝒓𝜂
𝜅𝜂

+
𝒓−1𝜁 𝒓𝜁
𝜅𝜁

)

⋅ 𝝈

)

|

|

|

|

|

|Γ0

= 0, (25)

𝒗|Γ1 = 0. (26)

Outside the PML domain (as shown in Figure 13), we have 𝜅𝜉 = 𝜅𝜂 = 𝜅𝜁 = 1, and since 𝒓−1𝜉 𝒓𝜉 + 𝒓−1𝜂 𝒓𝜂 + 𝒓−1𝜁 𝒓𝜁 = I,617

eqn. (25) is reduced to (�̂� ⋅ 𝝈)|Γ0⧵Ω𝛿
= 0, i.e., the traction-free boundary condition. Since no spatial derivative of 𝑸𝑽

𝜆618

is involved in Eqn. (24), no boundary condition needs to be assigned to solve it.619

In practice, the damping parameters 𝜅𝜆, 𝑑𝜆, 𝛼𝜆, 𝜆 = 𝜉, 𝜂, 𝜁 in eqn. (12) can be chosen as (e.g., Zhang and Shen,620

2010)621

𝜅𝜆 = 1 + (𝜅0 − 1)
(𝛿𝜆
𝐿

)𝑁𝜅
,

𝑑𝜆 = 𝑑0
(𝛿𝜆
𝐿

)𝑁𝑑
,

𝛼𝜆 = 𝛼0

(

1 −
(𝛿𝜆
𝐿

)𝑁𝛼
)

,

(27)

where 𝛿𝜆 is the distance to the inner boundary of the PML domain (as shown in Figure 13), 𝐿 is the thickness of the622

PML domain, and 𝑁𝜅 , 𝑁𝑑 and 𝑁𝛼 are user-selected power factors. In our numerical experiments, we choose623

𝜅0 = 1, 𝑁𝑑 = 1.0, 𝑑0 = −
(𝑁𝑑 + 1.0)𝑉𝑝0 ln 𝑅𝑐𝑜𝑒𝑓

2𝐿
, 𝛼0 = 𝜋𝑓0, 𝑁𝛼 = 1.0, 𝑁𝜅 = 1.0,

where 𝑓0 = 0.2 Hz, 𝑉𝑝0 is the maximum P velocity, and 𝑅𝑐𝑜𝑒𝑓 = 0.001.624
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List of Figures625

1 (a) The SPECFEM3D_GLOBE one-chunk mesh with horizontal size of 20◦ × 20◦, extending down to626

5420 km depth, which is inside the inner-core. Four doubling layers are implemented to accommodate627

the velocity increase with depth and to ensure that the element size does not shrink too much at deeper628

depth. (b) The cube-shaped mesh generated by the internal mesher of SPECFEM3D_Cartesian. (c)629

Cube2sph mesh with horizontal size of 20◦ × 20◦, truncated at 220 km depth, identical to the upper-630

most part of the SPECFEM3D_GLOBE one-chunk mesh, marked by the green dashed line in (a). The631

yellow star and the green triangles mark the locations of source and receivers in the numerical tests632

carried out in this study. The elements are colored according to values of shear velocity, with red colors633

representing low velocity, blue colors representing high velocity. . . . . . . . . . . . . . . . . . . . . 25634

2 A flowchart showing the general procedure to use the Cube2sph package. The blocks represent the635

steps to build a cube-shaped mesh (first row), apply the “cubed sphere” transformation and generate636

mesh databases (second row), and launch the SPECFEM solver (third row), color-coded by the type637

of script/program used in each step: parameter setup and file preparation (yellow), original SPECFEM638

program (white), modified SPECFEM program (red) and utility scripts/programs (blue). Parameters639

need to be set before running the mesher include mesh size, number of elements, truncation depth,640

vertical layering, doubling layers and PML layers. Interface files and tomographic model files need to641

be prepared. The steps enclosed by the black dashed line may be different when an external mesher is642

used to build the cube-shaped mesh. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26643

3 The final mesh and the structural model for Alaska. (a) A zoomed-in view of the grid, showing the644

mesh doubling and the honoring of the Moho topography. The elements are colored by shear velocity645

values, with warm colors representing low velocities. (b) The mesh masked by sea level. The yellow646

and white parts represent the areas above and below sea level. The outline of the yellow region follows647

the shape of the coastline of Alaska, indicating that the topography is correctly incorporated. (c)648

and (d) are shear velocity maps at 25 km and 90 km depths, with warm colors representing low shear649

velocities. The smooth background is S40RTS + Crust1.0, and the fine structures are the imprinted650

Berg et al. (2020) tomographic model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27651

4 Comparison of waveforms simulated using the SPECFEM3D_GLOBE one-chunk mesh (blue lines) and652

the Cube2sph mesh (red dashed lines), with the whole-globe simulation result obtained by AxiSEM653

(thick green lines) displayed as background. (b) is a zoom-in view of (a) before the surface-wave654

arrivals (black dotted contour). All waveforms are filtered between 12−25 s, and normalized according655

to the maximum amplitude of the global simulation waveforms (thick green lines). The shaded areas656

in (a) represent the time range of direct surface-wave arrival (yellow contour), artificial surface-wave657

reflection at side A (green contour) and at side B (purple contour) as marked in Figure 1, assuming658

a minimum and maximum group velocity of 𝑣𝑚𝑖𝑛 = 0.021◦∕s and 𝑣𝑚𝑎𝑥 = 0.028◦∕s for the period659

band of interest. Surface-wave signals are identical using the one-chunk mesh and the Cube2sph660

mesh, indicating that vertical truncation at 220 km affects very little surface-wave modeling. For body-661

wave waveforms, discrepancies can be observed between the Cube2sph and one-chunk results (purple662

arrows in b), indicating that truncating the mesh at 220 km affects body-wave modeling. Differences663

are also found between the Cube2sph/one-chunk and global results (orange arrows in a), due to the664

contamination of artificial reflections at the sides. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28665

5 Comparison of waveforms simulated using the Cube2sph mesh with the Stacey boundary condition666

(blue lines) and PML boundaries (red dashed lines). The whole-globe simulation results obtained667

by AxiSEM (thick green lines) are displayed as background. (b) is a zoom-in view of (a) before the668

surface-wave arrivals (black dotted contour). The orange arrows in (a) point to the parts in surface-wave669

waveforms where artificial reflections of the Stacey boundary conditions can be observed. The purple670

arrows in (b) indicate the discrepancies between AxiSEM and Cube2sph in body-wave waveforms.671

It can be observed in (a) that with PML, surface-wave signals can be accurately simulated and the672

artificial reflections can be well suppressed. Body-wave phases cannot be accurately modeled even673

using PML boundaries, indicating that structures deeper than 220 km affect the body-wave signals. . . 29674
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6 Comparison of waveforms simulated using the enlarged Cube2sph mesh with the Stacey boundary675

condition (blue lines) and using the original Cube2sph mesh with PML boundaries (red dashed lines).676

The whole-globe simulation results obtained by AxiSEM (thick green lines) are displayed as back-677

ground. The artificial reflections are alleviated by enlarging the computation domain. However, they678

remain clearly visible especially for epicentral distances of ≥ 12◦. . . . . . . . . . . . . . . . . . . . 30679

7 Locations of sources (red stars) and receivers (blue triangles) used in the numerical experiments to680

compare the Cube2sph and the UTM mesh. The meshes are centered at (0◦, 3◦𝐸), which is the center681

of UTM zone 31, marked by the red dotted lines. The size of the mesh is 20◦ × 20◦. In (a) and (b), the682

sources are at the center of the meshes, which is also the center of the UTM zone which the UTM mesh683

is projected to. In (c) and (d), the sources are at the southwest corner of the mesh, which is outside the684

UTM zone which the mesh is projected to. In (e) and (f), the sources are on the west edge of the UTM685

zone which the mesh is projected to. In (a), (c) and (e), the receivers align to the east of the sources,686

and in (b), (d) and (f), the receivers align to the north of the sources. . . . . . . . . . . . . . . . . . . 31687

8 Waveforms generated by the Cube2sph (blue) and the UTM (red) meshes. The source is at the center688

of the meshes, which is also the center of the UTM zone which the UTM mesh is projected to, and the689

receivers align to the east of the source (Figure 7a). The numbers on the left of the waveforms are the690

relative waveform difference eqn. (3) and the cross-correlation time shift between the Cube2sph and691

the UTM results as two measurements of discrepancy between two methods. . . . . . . . . . . . . . . 32692

9 Same as Figure 8 except that the source is at the southwest corner of the meshes, which is outside693

the UTM zone which the UTM mesh is projected to, and the receivers align to the east of the source694

(Figure 7c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33695

10 Same as Figure 8 except that the source is at the west edge of the UTM zone which the UTM mesh is696

projected to, and the receivers align to the east of the source (Figure 7e). . . . . . . . . . . . . . . . . 34697

11 Waveform comparison between simulations using the one-chunk mesh (blue lines) and using the Cube2sph698

mesh truncated at 670 km with PML boundaries (red lines), before surface-wave arrivals. The whole-699

globe simulation results obtained by AxiSEM (thick green lines) are displayed as background. Purple700

arrows point to the parts of waveforms where apparent discrepancy can be observed between results701

of AxiSEM and PML with truncation depth at 220 km (Figure 5b). Truncating the mesh at 670 km702

while using PML boundaries at the same time enables much more accurate simulation for body waves703

compared to truncating at 220 km. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35704

12 Waveform comparison between simulations using the one-chunk mesh (blue lines) and using the Cube2sph705

mesh truncated at 670 km with the Stacey boundary condition (red lines), before surface-wave arrivals.706

The full-globe simulation results obtained by AxiSEM (thick green lines) are displayed as background.707

The results for Cube2sph mesh with Stacey condition mostly match well with that of the one-chunk708

simulation, except for certain time ranges at 16◦ (orange arrows). With the Stacey boundary condition,709

the body-wave phases still cannot be accurately simulated even with a larger truncation depth (purple710

arrows). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36711

13 The geometry and notations related to PML. For simplicity, the figure illustrates the 2-D configuration,712

but can be easily understood in a 3-D setting. The whole computation domainΩ is divided into the PML713

domain Ω𝛿 (the green area), and the non-PML domain (the white area). The boundary 𝜕Ω contains two714

parts: the free surface Γ0 and the outer boundary of the PML domain Γ1 (the blue line). Furthermore,715

The free surface Γ0 has two parts: inside PML Γ0 ∩ Ω𝛿 (the yellow line) and outside PML Γ0 ⧵ Ω𝛿716

(the red line). The boundary 𝜕Ω𝛿 contains three parts: the outer boundary of the PML domain Γ1 (the717

blue line), the inner boundary of the PML domain (the black line) and the part on the free surface (the718

yellow line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37719
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Figure 1: (a) The SPECFEM3D_GLOBE one-chunk mesh with horizontal size of 20◦ ×20◦, extending down to 5420 km depth,
which is inside the inner-core. Four doubling layers are implemented to accommodate the velocity increase with depth
and to ensure that the element size does not shrink too much at deeper depth. (b) The cube-shaped mesh generated by
the internal mesher of SPECFEM3D_Cartesian. (c) Cube2sph mesh with horizontal size of 20◦ × 20◦, truncated at 220 km
depth, identical to the upper-most part of the SPECFEM3D_GLOBE one-chunk mesh, marked by the green dashed line in (a).
The yellow star and the green triangles mark the locations of source and receivers in the numerical tests carried out in this
study. The elements are colored according to values of shear velocity, with red colors representing low velocity, blue colors
representing high velocity.
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Set parameters, 
prepare input files

Generate cube-shaped 
mesh with 
internal mesher

Generate databases 
for cube-shaped mesh

Apply “cubed sphere” 
transformation

Generate databases 
for spherical mesh

Convert coordinates 
for source and receivers
Geographic to Cartesian

Run SPECFEM solver
Rotate seismograms
Cartesian to Geographic

Partition 
cube-shaped mesh

Figure 2: A flowchart showing the general procedure to use the Cube2sph package. The blocks represent the steps to build
a cube-shaped mesh (first row), apply the “cubed sphere” transformation and generate mesh databases (second row), and
launch the SPECFEM solver (third row), color-coded by the type of script/program used in each step: parameter setup and
file preparation (yellow), original SPECFEM program (white), modified SPECFEM program (red) and utility scripts/programs
(blue). Parameters need to be set before running the mesher include mesh size, number of elements, truncation depth,
vertical layering, doubling layers and PML layers. Interface files and tomographic model files need to be prepared. The
steps enclosed by the black dashed line may be different when an external mesher is used to build the cube-shaped mesh.
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Figure 3: The final mesh and the structural model for Alaska. (a) A zoomed-in view of the grid, showing the mesh
doubling and the honoring of the Moho topography. The elements are colored by shear velocity values, with warm colors
representing low velocities. (b) The mesh masked by sea level. The yellow and white parts represent the areas above
and below sea level. The outline of the yellow region follows the shape of the coastline of Alaska, indicating that the
topography is correctly incorporated. (c) and (d) are shear velocity maps at 25 km and 90 km depths, with warm colors
representing low shear velocities. The smooth background is S40RTS + Crust1.0, and the fine structures are the imprinted
Berg et al. (2020) tomographic model.
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Figure 4: Comparison of waveforms simulated using the SPECFEM3D_GLOBE one-chunk mesh (blue lines) and the Cube2sph
mesh (red dashed lines), with the whole-globe simulation result obtained by AxiSEM (thick green lines) displayed as
background. (b) is a zoom-in view of (a) before the surface-wave arrivals (black dotted contour). All waveforms are
filtered between 12− 25 s, and normalized according to the maximum amplitude of the global simulation waveforms (thick
green lines). The shaded areas in (a) represent the time range of direct surface-wave arrival (yellow contour), artificial
surface-wave reflection at side A (green contour) and at side B (purple contour) as marked in Figure 1, assuming a minimum
and maximum group velocity of 𝑣𝑚𝑖𝑛 = 0.021◦∕s and 𝑣𝑚𝑎𝑥 = 0.028◦∕s for the period band of interest. Surface-wave signals
are identical using the one-chunk mesh and the Cube2sph mesh, indicating that vertical truncation at 220 km affects very
little surface-wave modeling. For body-wave waveforms, discrepancies can be observed between the Cube2sph and one-
chunk results (purple arrows in b), indicating that truncating the mesh at 220 km affects body-wave modeling. Differences
are also found between the Cube2sph/one-chunk and global results (orange arrows in a), due to the contamination of
artificial reflections at the sides.
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Figure 5: Comparison of waveforms simulated using the Cube2sph mesh with the Stacey boundary condition (blue lines)
and PML boundaries (red dashed lines). The whole-globe simulation results obtained by AxiSEM (thick green lines) are
displayed as background. (b) is a zoom-in view of (a) before the surface-wave arrivals (black dotted contour). The orange
arrows in (a) point to the parts in surface-wave waveforms where artificial reflections of the Stacey boundary conditions can
be observed. The purple arrows in (b) indicate the discrepancies between AxiSEM and Cube2sph in body-wave waveforms.
It can be observed in (a) that with PML, surface-wave signals can be accurately simulated and the artificial reflections
can be well suppressed. Body-wave phases cannot be accurately modeled even using PML boundaries, indicating that
structures deeper than 220 km affect the body-wave signals.
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Figure 6: Comparison of waveforms simulated using the enlarged Cube2sph mesh with the Stacey boundary condition
(blue lines) and using the original Cube2sph mesh with PML boundaries (red dashed lines). The whole-globe simulation
results obtained by AxiSEM (thick green lines) are displayed as background. The artificial reflections are alleviated by
enlarging the computation domain. However, they remain clearly visible especially for epicentral distances of ≥ 12◦.
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Figure 7: Locations of sources (red stars) and receivers (blue triangles) used in the numerical experiments to compare the
Cube2sph and the UTM mesh. The meshes are centered at (0◦, 3◦𝐸), which is the center of UTM zone 31, marked by the
red dotted lines. The size of the mesh is 20◦ × 20◦. In (a) and (b), the sources are at the center of the meshes, which is
also the center of the UTM zone which the UTM mesh is projected to. In (c) and (d), the sources are at the southwest
corner of the mesh, which is outside the UTM zone which the mesh is projected to. In (e) and (f), the sources are on
the west edge of the UTM zone which the mesh is projected to. In (a), (c) and (e), the receivers align to the east of the
sources, and in (b), (d) and (f), the receivers align to the north of the sources.
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Figure 8: Waveforms generated by the Cube2sph (blue) and the UTM (red) meshes. The source is at the center of the
meshes, which is also the center of the UTM zone which the UTM mesh is projected to, and the receivers align to the east
of the source (Figure 7a). The numbers on the left of the waveforms are the relative waveform difference eqn. (3) and
the cross-correlation time shift between the Cube2sph and the UTM results as two measurements of discrepancy between
two methods.
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Figure 9: Same as Figure 8 except that the source is at the southwest corner of the meshes, which is outside the UTM
zone which the UTM mesh is projected to, and the receivers align to the east of the source (Figure 7c).
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Figure 10: Same as Figure 8 except that the source is at the west edge of the UTM zone which the UTM mesh is projected
to, and the receivers align to the east of the source (Figure 7e).
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Figure 11: Waveform comparison between simulations using the one-chunk mesh (blue lines) and using the Cube2sph mesh
truncated at 670 km with PML boundaries (red lines), before surface-wave arrivals. The whole-globe simulation results
obtained by AxiSEM (thick green lines) are displayed as background. Purple arrows point to the parts of waveforms where
apparent discrepancy can be observed between results of AxiSEM and PML with truncation depth at 220 km (Figure 5b).
Truncating the mesh at 670 km while using PML boundaries at the same time enables much more accurate simulation for
body waves compared to truncating at 220 km.
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Figure 12: Waveform comparison between simulations using the one-chunk mesh (blue lines) and using the Cube2sph
mesh truncated at 670 km with the Stacey boundary condition (red lines), before surface-wave arrivals. The full-globe
simulation results obtained by AxiSEM (thick green lines) are displayed as background. The results for Cube2sph mesh
with Stacey condition mostly match well with that of the one-chunk simulation, except for certain time ranges at 16◦
(orange arrows). With the Stacey boundary condition, the body-wave phases still cannot be accurately simulated even
with a larger truncation depth (purple arrows).
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Figure 13: The geometry and notations related to PML. For simplicity, the figure illustrates the 2-D configuration, but can
be easily understood in a 3-D setting. The whole computation domain Ω is divided into the PML domain Ω𝛿 (the green
area), and the non-PML domain (the white area). The boundary 𝜕Ω contains two parts: the free surface Γ0 and the outer
boundary of the PML domain Γ1 (the blue line). Furthermore, The free surface Γ0 has two parts: inside PML Γ0 ∩Ω𝛿 (the
yellow line) and outside PML Γ0 ⧵ Ω𝛿 (the red line). The boundary 𝜕Ω𝛿 contains three parts: the outer boundary of the
PML domain Γ1 (the blue line), the inner boundary of the PML domain (the black line) and the part on the free surface
(the yellow line).
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