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In this paper, we consider the problem of recovering desired sound source signals from on-board microphone 
recordings on a noisy drone. Enhancement of source signal degraded by drone noise is considered to be a 
difficult task due to the strong noise generated from its motors and propellers causing an extremely low signal-to-

drone noise ratio (SDNR). We propose a solution (i) by combining the widely known multichannel Wiener filter 
(MWF) to remove drone noise from microphone recordings, and (ii) further reduction of residual noise using 
a Gaussian mixture model (GMM) based dual-stage parametric Wiener filter (WF). The method exploits known 
statistics of motor current-specific drone noise. This combination of techniques to the specific context of signal 
enhancement for drone audition is applicable to irregular microphone arrays embedded on a drone enabling 
realistic integration to most drones. We demonstrate the validity of the proposed framework with extensive 
real data through (i) experimental recordings from two different drone acoustics datasets and (ii) outdoor 
measurements from a hovering drone for a bioacoustic application. The results confirm improved performance 
in terms of SDNR, speech quality (PESQ), and intelligibility (STOI) at very low SDNR (up to −30 dB) and show 
a strong potential for signal enhancement applications using noisy drones.
1. Introduction

1.1. Motivation and background

Drones have received considerable attention in recent years as they 
emerge with many potential applications in a wide range of areas. Sig-

nal enhancement using a drone mounted microphone array enables 
services mainly in search and rescue missions, wildlife monitoring and 
video capturing for media and filming industries [1]. However, signal 
enhancement using a drone is challenging due to its emission of signif-

icant noise, e.g., drone motors and propellers cause a highly adverse 
noisy environment and degrade the quality and intelligibility of the 
recorded signals. Since the microphones are closer to the drone noise 
sources compared to the desired sound source on the ground, resulting 
in an extremely low signal-to-drone noise ratio (SDNR) (defined as the 
power ratio between the source signal and the drone noise) level.1 This 
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paper addresses the problem of audio signal enhancement at very low 
SDNR conditions (up to −30 dB) for drone mounted or embedded micro-

phone array platforms. Unlike in the conventional speech enhancement 
in a room scenario [2], it is challenging (depends on the application 
[3]) to enhance the desired sound source signal on a drone audition as 
it is difficult to suppress (i) loud, (ii) non-stationary drone noise, and 
(iii) on-board microphones are nearer to the noise sources than the tar-

get sound source.

We review in brief the literature on signal enhancement methods de-

veloped for drone on-board microphone arrays. However, in the last few 
decades, signal enhancement algorithms in noisy environments other 
than drones, have been widely studied and is still an active field of 
research. Among the existing methods, beamforming is the standard 
approach to multichannel speech enhancement [4]. The multichannel 
Wiener filter (MWF) has been used in speech enhancement on drone 
[5–7]. In [5], the authors presented a framework for speech enhance-
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ment using a beamformer with post-filtering. A minimum variance 
distortionless response (MVDR) adaptive beamformer is coupled to a 
Wiener post-filtering scheme to extract the target speech. This approach 
uses a set of MVDR beamformers to estimate the power spectral densi-

ties (PSD) of the target speech and drone motors and propellers noise 
which are used to calculate the parameters of the Wiener filter (WF) 
for extracting the target speech. The work in [6], compared the per-

formance of the variants of MWF algorithms with an interfering noise 
source and a single propeller-motor combination. The work in [8], pre-

sented a beamforming based spectral distance response algorithm for 
both localization and enhancement of the target source. This method 
proposes a diagonal unloading (DU) beamformer for obtaining the tar-

get source direction and reports the better signal enhancement capabil-

ity of the DU beamformer compared to the conventional beamforming 
methods.

Another method for speech enhancement uses time-frequency (TF) 
spatial filtering algorithms [9–12]. In [9], the authors proposed a drone 
noise reduction framework that combines blind source separation, TF 
spatial filtering, and single channel spectral post-filtering to jointly 
enhance the target sound. There also exists a video-assisted speech en-

hancement method together with the TF spatial filters to extract the 
speech from the visually informed directions [10,11].

Lately, to improve the speech enhancement performance at very low 
SNR conditions (e.g., SDNR lower than −15 dB), supervised learning 
methods using deep neural networks (DNNs) are introduced [12–16]. 
In [12], the authors demonstrated single channel and multichannel 
integrated TF spatial filtering approaches for speech enhancement on 
drones. In [13,14], the authors proposed to use multi-sensory informa-

tion of the drone motors and propellers to accurately estimate drone 
noise PSD together with microphone signal for speech enhancement. In 
[13], results are evaluated considering a single motor propeller com-

bination. In [14], a multi-sensory source enhancement framework was 
proposed for in-flight configuration. The method in [15] presented a 
partially-shared deep neural network with a small amount of train-

ing data. However, this study is not intended to improve the sound 
quality. The work in [16], proposed a convolutional neural network-

based complex spectrogram enhancement method that removes the 
drone noise. While these techniques show improved signal enhance-

ment results in low SDNR levels (≥ −25 dB), require standard micro-

phone array, e.g., linear, circular, spherical arrays, or specific micro-

phone array configurations mounted below the drone or on a beam 
attached horizontally to the drone with a set of directional microphones 
[5,8–12,15,13,14,17,18]. However, in practical drone-based applica-

tion scenarios, the size of the microphone array and the location of 
microphones are often restricted. Prior methods for signal enhancement 
required the transfer functions or assumed free-field sound propagation 
assumption to obtain the transfer functions, making them difficult to 
consider as potential methods for signal enhancement using on-board 
microphones on a drone.

1.2. Approach

The primary aim of this paper is to enhance the audio signal 
recorded from a drone on-board microphone array when the drone hov-

ers above a constant height from a sound source on the ground. In this 
paper, we use an irregular microphone array embedded/on-board on a 
drone that differentiates from a standard microphone array or specific 
array configurations e.g., mounted below the drone or on a beam at-

tached horizontally to the drone, as in [5,7–15] and demonstrate the 
audio signal enhancement for (i) speech, and (ii) bird calls.

We present a multichannel signal enhancement framework using 
Wiener filtering approaches. In particular, we obtain (i) drone noise re-

duction using the widely known MWF [19–21], and (ii) signal enhance-

ment using Gaussian mixture model (GMM) based dual-stage paramet-

ric WF [22]. We use the MWF (similar to [19–21] but not restricting 
2

to a preferred microphone channel) for a significant drone noise sup-
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pression and a recently proposed GMM WF for single channel speech 
enhancement from [22] as a post-filter to obtain the enhanced sound 
source signal. With an accurate estimate of the drone noise PSD, MWF 
derived from [19–21] suppresses the drone noise more effectively at 
very low SDNR conditions (≤ −10 dB).

Typically, the spectrum of drone noise is composed of tonal or har-

monic and broadband components. In general, the drone noise profile 
depends on both intrinsic characteristics such as current through the 
motors or the motor speed, phase difference between propeller blades 
and flight modes, and extrinsic characteristics such as the pressure, hu-

midity and wind speed conditions [23]. In [24], we demonstrated that 
drone harmonic noise is proportional to the motor current. Therefore, 
we use non-acoustical information (as in [13,14]) such as drone motor 
current, to estimate the drone noise correlation matrix at the MWF. This 
formulation enables us to more accurately estimate the noise correlation 
matrix using pre-recorded motor current-specific drone noise record-

ings. Here, we assume the short-term stationarity of the drone noise 
when the drone operates on a hovering manoeuvre. This assumption, 
however, is often not feasible in practical applications specifically in 
the presence of external wind. In such cases, the drone noise correlation 
matrix can be obtained recursively with a few seconds of multichannel 
recording. In this paper, we demonstrate the performance of both cases 
using experimental recordings.

After suppressing the drone noise from the multichannel recording, 
we further remove the residual drone noise at each microphone chan-

nel from a GMM WF. A clean source signal dataset is used to model the 
source PSD in the training phase of GMM WF. On the other hand, a few 
seconds of residual drone noise-only recording from the output of the 
MWF obtained using a signal activity detector is trained to model the 
residual drone noise PSD. The calculated GMM mean vectors of both 
source and residual drone noise at the training phase, are used to es-

timate the source and noise PSDs from the output of the MWF using 
dual-stage Wiener filtering.

1.3. Contributions

The Multichannel Signal Enhancement Framework: In Section 3, we 
present the proposed framework using MWF with GMM WF for a drone 
embedded microphone array at very low SDNR conditions (≥ −30 dB). 
The novelty of this work lies in the combination of these two techniques 
in the application of signal enhancement for drones. This algorithm is 
low in complexity and has a highly applicable outcome for drone appli-

cations with any microphone array configuration.

The Experimental Configurations: In Section 4, we explain the exper-

imental setups, evaluation protocol, and our drone acoustic dataset. 
More specifically, the motor current-specific drone noise dataset when 
the drone hovers in a stable flight mode.

The Results and Discussion: In Section 5, we provide the evaluation of 
the proposed multichannel framework on (i) our motor current-specific 
drone noise dataset, and (ii) motor speed-specific drone noise dataset 
(DREGON in [25]) for speech enhancement. We compare the perfor-

mance in terms of noise reduction, speech quality, and intelligibility. 
Additionally, we evaluate the proposed method in an outdoor environ-

ment for signal enhancement, in particular, bird calls for bioacoustic 
applications. Moreover, we discuss the performance of the baselines: 
MVDR [26] and MWF in [25] over our drone acoustic dataset.

2. Signal model and problem formulation

Consider a drone with 𝑄 microphones embedded/mounted on a 
drone, hovering at a constant height above the ground. Let 𝑝𝑞(𝑓, 𝑡), 
𝑥𝑞(𝑓, 𝑡) and 𝑣𝑞(𝑓, 𝑡) be the short-time Fourier transform (STFT) domain 
received noisy source signal, its source content and drone noise content, 
respectively, at the 𝑞𝑡ℎ microphone, where 𝑡 and 𝑓 are the frame num-

ber and frequency index, respectively. The received signal vector at the 

microphones for a single sound source on the ground can be written as
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Fig. 1. A block diagram of the proposed multichannel framework.

𝐩(𝑓, 𝑡) = 𝐱(𝑓, 𝑡) + 𝐯(𝑓, 𝑡), (1)

where 𝐩(𝑓, 𝑡) ≜ [𝑝1(𝑓, 𝑡), ⋯ , 𝑝𝑄(𝑓, 𝑡)]𝑇 , 𝐱(𝑓, 𝑡) ≜ [𝑥1(𝑓, 𝑡), ⋯ , 𝑥𝑄(𝑓, 𝑡)]𝑇 , 
𝐯(𝑓, 𝑡) ≜ [𝑣1(𝑓, 𝑡), ⋯ , 𝑣𝑄(𝑓, 𝑡)]𝑇 and (⋅)𝑇 is the non-conjugate transposi-

tion. The source component as 𝐱(𝑓, 𝑡) can be written

𝐱(𝑓, 𝑡) = 𝐝(𝑓 )𝑠(𝑓, 𝑡), (2)

where 𝐝(𝑓 ) ≜ [𝑑1(𝑓 ), ⋯ , 𝑑𝑄(𝑓 )]𝑇 , 𝑑𝑞(𝑓 ) is the acoustic transfer function 
between the sound source to the 𝑞𝑡ℎ microphone and 𝑠(𝑓, 𝑡) is the signal 
at the source.

We define: (i) the noisy source correlation matrix as 𝚽𝑝𝑝(𝑓, 𝑡) ≜
𝐸{𝐩(𝑓, 𝑡)𝐩𝐻 (𝑓, 𝑡)}; (ii) the clean sound source correlation matrix as 
𝚽𝑥𝑥(𝑓, 𝑡) ≜ 𝐸{𝐱(𝑓, 𝑡)𝐱𝐻 (𝑓, 𝑡)}; (iii) the drone noise correlation matrix 
as 𝚽𝑣𝑣(𝑓, 𝑡) ≜ 𝐸{𝐯(𝑓, 𝑡)𝐯𝐻 (𝑓, 𝑡)}, where 𝐸{⋅} is the statistical expecta-

tion operator. We assume drone noise signals to be uncorrelated with 
the sound source signal. Therefore, using (1)

𝚽𝑝𝑝(𝑓, 𝑡) =𝚽𝑥𝑥(𝑓, 𝑡) +𝚽𝑣𝑣(𝑓, 𝑡). (3)

Generally, audio signal enhancement in adverse environments is 
considered to be a difficult problem. For simplicity, here, we consider a 
scenario where the drone operates at a certain height from the ground 
in hovering manoeuvre with constant current flow through the motors 
allowing us to estimate 𝚽𝑣𝑣(𝑓, 𝑡) when there is no sound source present.

In this paper, our goal is to extract the desired sound source signal 
𝑠(𝑓, 𝑡) from the received microphone signals 𝐩(𝑓, 𝑡).

3. Signal enhancement framework

In this section, we first present a general method to significantly 
remove drone noise from the multichannel recordings using the mul-

tichannel Wiener filter (MWF) and we then propose a post-filtering 
approach using the Gaussian mixture model (GMM) Wiener filter (WF) 
to further suppress the interfering drone noise from each microphone 
channel.

The proposed solution in Fig. 1 is comprised of two components:

(i) MWF, and

(ii) GMM WF.

We discuss each component in separate subsections. We begin with 
3

feeding the received microphone signals 𝐩(𝑓, 𝑡) through the MWF for 
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a significant drone noise reduction which we discuss in subsection 3.1. 
Next, we filter the outputs of MWF 𝑦𝑞(𝑓, 𝑡), for 𝑞 = 1, … , 𝑄 through a 
set of GMM WF for signal enhancement to obtain 𝑄 estimation of origi-

nal sound source signal 𝑠(𝑓, 𝑡), as 𝑠̂𝑞(𝑓, 𝑡), for 𝑞 = 1, … , 𝑄. The detailed 
method is given in subsection 3.2.

3.1. Drone noise reduction with MWF

The output of the MWF is calculated as

𝐲(𝑓, 𝑡) =𝐖𝐻 (𝑓 )𝐩(𝑓, 𝑡), (4)

where 𝐲(𝑓, 𝑡) ≜ [𝑦1(𝑓, 𝑡), ⋯ , 𝑦𝑄(𝑓, 𝑡)]𝑇 , 𝐖(𝑓 ) denotes the 𝑄 × 𝑄 filter 
weight matrix. Unlike the conventional MWF solution, in drone audi-

tion applications, the selection of the reference channel for filtering out 
noise from the other channels at the MWF is not reasonable as the drone 
motors and propellers are near-field noise sources and this causes all the 
channels to capture more noise than the sound source signal of interest. 
Here, the MWF block aims to remove drone noise from each of the mi-

crophones signal 𝑝𝑞(𝑓, 𝑡) to obtain 𝑦𝑞(𝑓, 𝑡) as an estimate of the source 
component 𝑥𝑞(𝑓, 𝑡), where 𝑞 = 1, … , 𝑄.

Let 𝑤𝑞′𝑞(𝑓 ) be the weight applied to the 𝑞′ 𝑡ℎ microphone signal 
𝑝𝑞′ (𝑓, 𝑡) to obtain 𝑦𝑞(𝑓, 𝑡). Thus,

𝑦𝑞(𝑓, 𝑡) =𝐰𝐻
𝑞
(𝑓 )𝐩(𝑓, 𝑡), (5)

where 𝐰𝑞(𝑓 ) = [𝑤1𝑞(𝑓 ), … , 𝑤𝑞′𝑞(𝑓 ), … , 𝑤𝑄𝑞(𝑓 )]𝑇 . To find optimal 
weights 𝐰𝑞(𝑓 ), we minimize the following mean squared error crite-

rion

𝐽𝑞(𝑓, 𝑡) =𝐸{‖𝑥𝑞(𝑓, 𝑡) − 𝑦𝑞(𝑓, 𝑡)‖22}, (6)

where ‖⋅‖2 is the 𝓁2 norm. The solution to (6) derives the conventional 
form of MWF [27,28] as

𝐰𝑞(𝑓 ) =𝚽−1
𝑝𝑝
(𝑓, 𝑡)𝐸{𝐩(𝑓, 𝑡)𝑥∗

𝑞
(𝑓, 𝑡)}. (7)

By combining all weights vectors 𝐰𝑞(𝑓 ) for 𝑞 = 1, … , 𝑄 in (7) together, 
we obtain

𝐖(𝑓 ) =𝚽−1
𝑝𝑝
(𝑓, 𝑡)𝚽𝑥𝑥(𝑓, 𝑡), (8)

where 𝐖(𝑓 ) = [𝐰1(𝑓 ), … , 𝐰𝑄(𝑓 )]. Using (3) and (8), this can be rewrit-

ten as

𝐖(𝑓 ) = 𝐈𝑄 −𝚽−1
𝑝𝑝
(𝑓, 𝑡)𝚽𝑣𝑣(𝑓, 𝑡), (9)

where 𝐈𝑄 denotes the identity matrix of size 𝑄 × 𝑄. Given the very 
low SDNR conditions, we reformulate (9) to obtain the optimal weight 
matrix using the inverse of 𝚽𝑣𝑣(𝑓, 𝑡) similar to the work in [19–21].2

For that, we expand the inverse of 𝚽𝑝𝑝(𝑓, 𝑡) in (3). Given that power 
spectral density (PSD) of source signal Φ𝑠𝑠(𝑓, 𝑡) = 𝐸{|𝑠(𝑓, 𝑡)|2}, we use 
(2) to write

𝚽𝑥𝑥(𝑓 ) = Φ𝑠𝑠(𝑓 )𝐝(𝑓 )𝐝𝐻 (𝑓 ), (10)

and substitute in (3) to get

𝚽𝑝𝑝(𝑓, 𝑡) = Φ𝑠𝑠(𝑓, 𝑡)𝐝(𝑓 )𝐝𝐻 (𝑓 ) +𝚽𝑣𝑣(𝑓, 𝑡). (11)

Using Sherman–Morrison formula [29] and further simplifications (a 
more detailed steps of this derivation can be found in Appendix A), we 
obtain

𝚽−1
𝑝𝑝
(𝑓, 𝑡) =𝚽−1

𝑣𝑣
(𝑓, 𝑡) −

𝚽−1
𝑣𝑣
(𝑓, 𝑡)𝚽𝑥𝑥(𝑓, 𝑡)𝚽−1

𝑣𝑣
(𝑓, 𝑡)

1 +Φ𝑠𝑠(𝑓, 𝑡)𝐝𝐻 (𝑓 )𝚽−1
𝑣𝑣
(𝑓, 𝑡)𝐝(𝑓 )

. (12)

2 Note that when considering the inverse 𝚽𝑣𝑣(𝑓, 𝑡) drone noise correlation 
matrix, there is a reduction of the drone noise from the mixture correlation ma-
trix 𝚽𝑝𝑝(𝑓, 𝑡). We discuss this difference in MWF output results in Section 5.4.
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Fig. 2. Illustration of the single channel GMM WF at the 𝑞𝑡ℎ output of the MWF. The source and residual drone noise PSDs are obtained using (17) and (18).
By using the cyclic property of 𝑡𝑟[⋅] and noting Φ𝑠𝑠(𝑓, 𝑡) is a complex 
scalar, we get

𝑡𝑟[𝚽−1
𝑣𝑣
(𝑓, 𝑡)𝚽𝑥𝑥(𝑓, 𝑡)] = Φ𝑠𝑠(𝑓, 𝑡)𝐝𝐻 (𝑓 )𝚽−1

𝑣𝑣
(𝑓, 𝑡)𝐝(𝑓 ), (13)

where 𝑡𝑟[⋅] denotes the trace operator. Finally, using (13), (12) in (9)

together with (3), we express the optimum filter weight that needs to be 
applied to each microphone outputs of a drone to remove drone noise 
as

𝐖(𝑓 ) =
𝚽−1

𝑣𝑣
(𝑓, 𝑡)𝚽𝑝𝑝(𝑓, 𝑡) − 𝐈𝑄

1 + 𝑡𝑟[𝚽−1
𝑣𝑣
(𝑓, 𝑡)𝚽𝑝𝑝(𝑓, 𝑡)] −𝑄

. (14)

A similar derivation can also be found in [19] with respect to a reference 
microphone channel. Note that the optimal weight applied to the 𝑞𝑡ℎ
microphone channel 𝐰𝑞(𝑓 ) for 𝑞 = 1, … , 𝑄 to obtain the drone noise 
suppressed signal as in (5) is given by the 𝑞𝑡ℎ column of 𝐖(𝑓 ) matrix.

Here, the optimal filter weights of the MWF depend on the second 
order statistics of the microphone recordings and drone noise signal, 
i.e., correlation matrices 𝚽𝑝𝑝(𝑓, 𝑡) and 𝚽𝑣𝑣(𝑓, 𝑡): the first one can be eas-

ily estimated during the periods when both source and drone are active 
(directly from the multichannel recordings) while the second one can 
be estimated using either (i) sample estimates from the motor current-

specific pre-recorded drone noise data, or (ii) recursively updates during 
the noise-only intervals from a multichannel recording when the drone 
hovers in a stable flight.

More importantly, in (14), there is no requirement of prior knowl-

edge of the drone-related transfer functions or free-field estima-

tion, but only estimates of the statistics of the noise, received signal, 
and the number of microphones in the array.

3.2. Audio signal enhancement with GMM WF

After applying the MWF to the mixture signals, the outputs typically 
consist of some residual drone noise denoted here as 𝑣̂𝑞(𝑓, 𝑡), for 𝑞 =
1, … , 𝑄. To further enhance the output signals of the MWF, we apply a 
single channel GMM based dual-stage parametric WF from [22] to each 
output of MWF 𝐲(𝑓, 𝑡), for 𝑞 = 1, … , 𝑄 (see Fig. 1).

The proposed method in [22] has a training phase and an enhance-

ment phase as shown in Fig. 2. In the training phase, GMM mean vectors 
of the clean source signal and residual drone noise PSDs are extracted. 
Those GMM mean vectors are fed through the dual-stage WF in the en-

hancement phase.

3.2.1. GMM model representation

Let 𝑇𝑠(Φ𝑠𝑠; 𝑓 ) be the probability density function (PDF) of Φ𝑠𝑠(𝑓, 𝑡), 
and let 𝑇𝑣̂𝑞 (Φ𝑣̂𝑞 𝑣̂𝑞

; 𝑓 ) be the PDF of Φ𝑣̂𝑞 𝑣̂𝑞
(𝑓, 𝑡), which takes as a random 

variable over time frames. Using GMM, we represent the above PDFs as

𝐾𝑠∑

4

𝑇𝑠(Φ𝑠𝑠;𝑓 ) =
𝑘=1

𝐶𝑠𝑘(𝑓 ) (𝜇𝑠𝑘(𝑓 ),Σ𝑠𝑘(𝑓 )), (15)
and

𝑇𝑣̂𝑞
(Φ𝑣̂𝑞 𝑣̂𝑞

;𝑓 ) =
𝐾𝑣̂𝑞∑
𝑘=1

𝐶𝑣̂𝑞𝑘
(𝑓 ) (𝜇𝑣̂𝑞𝑘(𝑓 ),Σ𝑣̂𝑞𝑘

(𝑓 )), (16)

where  denotes the Gaussian distribution, 𝐾𝑖, 𝐶𝑖𝑘(𝑓 ), 𝜇𝑖𝑘(𝑓 ) and 
Σ𝑖𝑘(𝑓 ) represent the number of GMM components, the contribution, 
the mean value, and the variance of 𝑘𝑡ℎ GMM component at the 𝑓𝑡ℎ

frequency for 𝑖 ∈ {𝑠, 𝑣̂𝑞}, for source and the residual drone noise at the 
𝑞𝑡ℎ output of the MWF, respectively.3

3.2.2. Average power spectra

As shown in Fig. 2, we perform dual-stage source enhancement by 
taking a set of residual drone noise GMM mean vectors (as defined by 
stacking the mean values of each GMM component for a single 𝑓𝑡ℎ fre-

quency bin into a vector) at each stage 𝑛 = 1, 2. Thus, first-stage consists 
of the high energy residual drone noise GMM mean vectors, and the rest 
in the subsequent stage.

We interpret the GMM model representation as in [30] by a 
weighted sum of GMM mean values over a number of GMM compo-

nents. Then, PSDs can be expressed as

Φ𝑠𝑠(𝑓, 𝑡) = 𝝁𝑇
𝑠
(𝑓 )𝜶𝑠(𝑡), (17)

Φ𝑛,𝑣̂𝑞 𝑣̂𝑞
(𝑓, 𝑡) = 𝝁𝑇

𝑛,𝑣̂𝑞
(𝑓 )𝜶𝑛,𝑣̂𝑞

(𝑡), (18)

where the GMM mean vectors are given by 𝝁𝑠(𝑓 ) = [𝜇𝑠1(𝑓 ), … ,
𝜇𝑠𝐾𝑠

(𝑓 )]𝑇 , and 𝝁𝑛,𝑣̂𝑞
(𝑓 ) = [𝜇𝑛,𝑣̂𝑞1(𝑓 ), … , 𝜇𝑛,𝑣̂𝑞𝐾𝑛,𝑣̂𝑞

(𝑓 )]𝑇 . The power 
coefficient vectors are obtained by 𝜶𝑠(𝑡) = [𝛼𝑠1(𝑡), … , 𝛼𝑠𝐾𝑠

(𝑡)]𝑇 , and 
𝜶𝑛,𝑣̂𝑞

(𝑡) = [𝛼𝑛,𝑣̂𝑞1(𝑡), … , 𝛼𝑛,𝑣̂𝑞𝐾𝑛,𝑣̂𝑞
(𝑡)]𝑇 . Note that 𝐾𝑛,𝑣̂𝑞

denotes 𝐾𝑣̂𝑞
at 

stage 𝑛, for 𝑛 = 1, 2.

3.2.3. Parameter estimation

Assuming the source signal and residual drone noise are uncorre-

lated, we obtain the PSD of 𝑦𝑞(𝑓, 𝑡) as the weighted sum of the GMM 
means vectors of both source signal and residual drone noise as

Φ𝑦𝑞𝑦𝑞
(𝑓, 𝑡) = 𝝁𝑇

𝑠
(𝑓 )𝜶𝑠(𝑡) + 𝝁𝑇

𝑛,𝑣̂𝑞
(𝑓 )𝜶𝑛,𝑣̂𝑞

(𝑡). (19)

By arranging (19) for each frequency bin 𝑓 , we obtain a set of linear 
equations in a matrix form for a given time frame 𝑡. It can be solved to 
find the power coefficients of the current time frame 𝑡 at stage 𝑛 as[

𝜶𝑠(𝑡)
𝜶𝑛,𝑣̂𝑞

(𝑡)

]
=
[
𝑼 𝑠𝑼 𝑛,𝑣̂𝑞

]‡
𝚽𝑦𝑞𝑦𝑞

(𝑡), (20)

3 In practice, these parameters are trained separately, using a clean source 
signal dataset and the residual drone noise-only signal at the 𝑞𝑡ℎ output of the 
MWF through the expectation-maximization (EM) algorithm [30]. Note that we 

omit 𝐰𝐻

𝑞
(𝑓 )𝐝(𝑓 ) (in (2)) term for simplicity.
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where 𝑼 𝑠 = [𝝁𝑇
𝑠
(𝑓1), … , 𝝁𝑇

𝑠
(𝑓𝐹 )], 𝑼 𝑛,𝑣̂𝑞

= [𝝁𝑇
𝑛,𝑣̂𝑞1

(𝑓1), … , 𝝁𝑇

𝑛,𝑣̂𝑞𝐾
(𝑛)
𝑣̂

(𝑓𝐹 )], 

and 𝚽𝑦𝑞𝑦𝑞
(𝑡) = [Φ𝑦𝑞𝑦𝑞

(𝑓1, 𝑡), … , Φ𝑦𝑞𝑦𝑞
(𝑓𝐹 , 𝑡)]𝑇 , and (⋅)‡ is the Moore-

Penrose inverse.

3.2.4. Reconstruction of the source

We reconstruct source-only PSD and the residual drone noise-only 
PSD of the current time frame using (17) and (18), respectively. Both 
source and residual drone noise spectrums are smoothed to reduce their 
temporal fluctuations. Therefore, we estimate the above PSDs recur-

sively as

Φ𝑠𝑠(𝑓, 𝑡) = 𝜂Φ𝑠𝑠(𝑓, 𝑡) + (1 − 𝜂)Φ𝑠𝑠(𝑓, 𝑡− 1), (21)

and

Φ𝑛,𝑣̂𝑞 𝑣̂𝑞
(𝑓, 𝑡) = 𝜂Φ𝑛,𝑣̂𝑞 𝑣̂𝑞

(𝑓, 𝑡) + (1 − 𝜂)Φ𝑛, 𝑣̂𝑞 𝑣̂𝑞(𝑓, 𝑡− 1), (22)

where 𝜂 denotes the forgetting factor.

3.2.5. GMM dual-stage source enhancement

The STFT of enhanced source signal at the 𝑞𝑡ℎ output of the MWF at 
stage 1 resulting as

𝑠̂1,𝑞(𝑓, 𝑡) =
( Φ𝑠𝑠(𝑓, 𝑡)
Φ𝑠𝑠(𝑓, 𝑡) + 𝛽Φ1,𝑣̂𝑞 𝑣̂𝑞 (𝑓, 𝑡)

)𝛾

𝑦𝑞(𝑓, 𝑡), (23)

where 𝛽 denotes the over- or underestimation factor and 𝛾 denotes the 
power exponent for trading off source signal distortion for noise sup-

pression [31]. Note that 𝛽 can be fixed or frequency dependent on the 
noise characteristics. However, in this work, we mainly focus on fixed 
values of 𝛽 for more aggressive drone noise reduction. Several forms of 
spectral enhancement can be obtained based on 𝛾 [32].

Following the WF procedure in the first stage (23), we can filter out 
the 𝑠̂1,𝑞(𝑓, 𝑡) at the second stage to obtain the total framework/stage 2
output, derived as

𝑠̂𝑞(𝑓, 𝑡) =
( Φ𝑠𝑠(𝑓, 𝑡)
Φ𝑠𝑠(𝑓, 𝑡) + 𝛽Φ2,𝑣̂𝑞 𝑣̂𝑞 (𝑓, 𝑡)

)𝛾

𝑠̂1,𝑞(𝑓, 𝑡). (24)

Currently, the output of this algorithm is a multichannel signal. The 
most simple way to select the output signal is to take the average out of 
the enhanced source signals. Note that the combination of the enhanced 
signals for an optimal output is left for future work.

4. Experimental configurations

The evaluation of the proposed method on experimental data is pro-

vided under the following three analysis scenarios:

(i) Experimental recordings from outdoor measurements;

(ii) Experimental recordings from measured impulse responses (IRs);

(iii) Experimental recordings from DREGON dataset in [25].

4.1. Experimental setup and recordings

4.1.1. Outdoor measurements

We validate our proposed framework using a real-life application 
for wildlife monitoring. These applications target learning animal/bird 
sounds using flying drones. The experiment uses a drone to acquire 
bioacoustic data and enhances the signal using the proposed solution. 
We used a Phantom 3 DJI drone to obtain the measurements outdoors 
at the Australian National University (ANU). We used a ReSpeaker six-

channel circular microphone array attached to the top of the drone for 
the recordings with 16 kHz sampling. Here, we only consider a scenario 
of the bird calls of an Australian Raven as the target sound source.

The 9 second time domain signals were transformed into the short-

time Fourier domain by a 512 point STFT using a 20 ms Hanning 
5

window with 50% of overlap to calculate 𝚽𝑝𝑝(𝑓, 𝑡). On the other hand, 
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Fig. 3. Experimental setup. Note that the white markers indicate the loud-

speaker placements.

𝚽𝑣𝑣(𝑓, 𝑡) was estimated using 4–5 seconds of multichannel recordings 
prior to the bird calls when the drone was stable at the hovering ma-

noeuvre. We note that the wind noise was also included in all the 
recordings.

4.1.2. Measured IRs

The performance of the proposed method is evaluated using an 
experimental setup as shown in Fig. 3(a) for a speech source. The 
experiment is conducted in a semi-anechoic chamber at ANU with di-

mensions of [1.45; 1.40; 1.60] m and a room reverberation time of 𝑇20
of 20 ms. A drone mounted with 15 Micro-Electro-Mechanical System 
(MEMS) dual-microphone modules4: ICS-43432 (as shown in Fig. 3(b)) 
and fixed on a 1 m tall rigid stand inside the chamber. Hence, there are 
30 microphone channels mounted on the drone. Table 1 provides the 
microphone position on the drone. Note that the microphones are very 
close to the drone motors and propellers. The microphones are attached 
underneath each motor, on one side of each motor, on the landing gears, 
on top of the drone at the origin of the spherical coordinate system, and 
in between the front and back of the drone arms. We also note that the 
center of the drone-embedded microphone array and the origin of the 
spherical coordinate system are aligned.

We placed the sound source 0.6 m from the origin on the ground con-

centric with the base of the stand as shown in Fig. 3(a). We obtained 
IR from the source to each microphone channel. It should be noted that 
the IR recordings incorporate sound scattering by rigid boundaries of 
the drone structure as well. We mimicked the drone at the hovering 
manoeuvre by driving all motors using a similar current value. We op-

erated all motors using different current ratings within its operational 
range and measured the drone noise against different driving currents. 
The drone operates using four direct current brushed permanent mag-

net motors. We used the power supply at Constant Current (CC) mode 
to obtain the root mean square (RMS) value of the motor-current mea-

surements. The drone noise (with all four motors operating) is recorded 
for approximately 10 s with different motor current levels ranging from 
100 mA to 1000 mA with a step of 100 mA. Note that, the current ratings 
are slightly changed by ±3 mA during the recording. A more detailed 
version of this drone noise measurement can be found in [23].

4 Note that the MEMS microphone modules are synchronized by the micro-
phone adapter board.
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Table 1

MEMS microphone position on the drone (Cartesian coordinates (x, y, z) in 
meters).

𝑞 x y z 𝑞 x y z

1 -0.12 0 -0.02 16 0 -0.09 -0.01

2 -0.11 0 -0.02 17 0 -0.07 -0.09

3 -0.1 0 -0.01 18 0 -0.07 -0.1

4 -0.09 0 -0.01 19 0 0.12 -0.02

5 -0.07 0 -0.09 20 0 0.11 -0.02

6 -0.07 0 -0.1 21 0 0.1 -0.01

7 0.12 0 -0.02 22 0 0.09 -0.01

8 0.11 0 -0.02 23 0 0.07 -0.09

9 0.10 0 -0.01 24 0 0.07 -0.1

10 0.09 0 -0.01 25 0.04 -0.04 0

11 0.07 0 -0.09 26 0.04 -0.04 -0.01

12 0.07 0 -0.10 27 -0.04 0.04 0

13 0 -0.12 -0.02 28 -0.04 0.04 -0.01

14 0 -0.11 -0.02 29 0 0 0

15 0 -0.1 -0.01 30 0 0 -0.01

We generated the received noisy speech signal with IR measure-

ments convolved with the speech signal from the WSJCAM0 database 
[33] to simulate the sound source signal received at the microphones, 
and added it together with the current-specific drone noise measure-

ments. We adjusted the SDNR of the noisy speech recordings by rescal-

ing the volume of the speech to simulate the real-world scenario which 
was equivalent to having the speech sources further away from the 
drone. We simulated our application scenario within the SDNR range 
from −30 dB to −10 dB, with an increment of 5 dB over different motor 
current ratings. All signals were transformed to the frequency domain 
by a 512 point STFT using a 20 ms Hanning window with zero padding 
and 50% of overlap.

4.1.3. DREGON dataset

We analyze the performance of the proposed framework on the 
DREGON dataset. DREGON dataset has a constellation of 8 microphones 
in a cubic-shaped structure placed below the motor-propeller plane of 
the drone. Since the DREGON dataset has a motor speed-specific noise-

only dataset, we use that information to learn the drone noise charac-

teristics for our framework. Therefore, we used the noise-free recording 
of the speech source together with the noise-only recordings of all four 
motors operating (‘allMotors_70.wav’) to simulate the extreme SDNR 
conditions (≤ −10 dB). Here, the speech source is placed at the azimuth 
of 45◦, the elevation of −30◦ and distance of 2.4 meters from the micro-

phone array (‘45_− 30_2.4.wav’ in ‘DREGON_clean_recordings_speech’).

4.2. Algorithm properties

This section provides detailed information on the implementation 
procedures of the proposed multichannel signal enhancement algo-

rithm.

4.2.1. Noise statistics at the MWF

In this work, we explore drone noise correlation matrix 𝚽𝑣𝑣(𝑓, 𝑡) es-

timation using (i) the multichannel recording on-the-fly (in Section 5.1), 
and (ii) the pre-recorded drone noise-only measurements using the non-

acoustical information, especially, use of pre-recorded motor current-

specific drone noise (in Section 5.2) and pre-recorded motor speed-

specific drone noise (in Section 5.3).

The main reason for using the non-acoustical information such as 
motor current-specific drone noise dataset is to learn the noise char-

acteristics of the drone. This improves the tracking of non-stationary 
drone noise and suppresses the noise from the mixture signal, effec-

tively. Instead of the motor current-specific drone noise data [24,23], 
we can use motor speed-specific drone noise data as in the DREGON 
dataset [25].

In the absence of the pre-recorded drone noise data, 𝚽𝑣𝑣(𝑓, 𝑡) can be 
6

estimated recursively in real-time from a sufficiently long multichannel 
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recording on-the-fly. We note here that we have not provided detailed 
information on the estimation of the drone noise correlation matrix 
without using the pre-recorded data. However, in [17], Yen proposes 
a drone noise covariance matrix estimation method by exploiting the 
drone mounted microphone array configuration. There are also various 
approaches in the literature that are proposed in particular to robot-

based applications that can be directly adopted to drones [34,35].

We outline this second-order statistic estimation more briefly for a 
practical scenario. Given 𝑇 frames of drone noise-only multichannel 
recordings, the noise correlation matrix is estimated as

𝚽𝑣𝑣(𝑓, 𝑡) ≜
1
𝑇

𝑇∑
𝑡=1

𝐸{𝐯(𝑓, 𝑡)𝐯𝐻 (𝑓, 𝑡)}. (25)

Similarly to (25), given 𝑇 ′ frames of the multichannel recordings when 
both source and drone are active, we can directly estimate noisy source 
correlation matrix as

𝚽𝑝𝑝(𝑓, 𝑡) ≜
1
𝑇 ′

𝑇 ′∑
𝑡=1

𝐸{𝐩(𝑓, 𝑡)𝐩𝐻 (𝑓, 𝑡)}. (26)

4.2.2. Algorithm parameters of GMM WF

In the GMM WF, the number of GMM components for the desired 
sound source, e.g., speech, bird calls, and drone noise GMMs are cho-

sen to be 𝐾𝑠 = 6 and 𝐾𝑣̂𝑞
= 13 for 𝑞 = 1, … , 𝑄, respectively following 

a trial and error approach proposed in [36]. During the training phase, 
we use a clean sound source signal to model the GMMs of the tar-

get sound source PSDs. In particular, we used a clean bird signal for 
bird calls in Section 4.1.1, and a clean speech training dataset from 
the TIMIT database [37] for speech in both Sections 4.1.2 and 4.1.3. 
While the drone noise is reduced significantly in MWF output 𝑦𝑞(𝑓, 𝑡), 
for 𝑞 = 1, … , 𝑄 (as illustrated in Fig. 1), there are some residual drone 
noise remains as well. To model the GMMs of residual drone noise PSDs, 
we use a voice activity detector to obtain these remaining noise-only 
observations. Since the drone operates under the hovering manoeuvre, 
e.g., fixed motor current, we assume that the drone noise is stationary 
enough so that the noise-only signals can be estimated during the in-

tervals of the silence of the desired sound source. Here, we note that 
the residual drone noise for the training phase of GMM WF is always 
obtained from the output signal at the MWF when the source signal 
is absent. Hence, it depends on the characteristics of the drone noise 
and can be done off-line for the pre-recorded measurements. All sig-

nals are down sampled to 16 kHz in GMM WF. The training set consists 
of around 2 minutes of clean bird signal, 2 hours of clean speech, and 
approximately 6 seconds of motor current-specific residual drone noise 
data of the particular microphone channel.

In the enhancement phase, to obtain better denoising performance at 
very low SDNR conditions in (23), we use 𝛽 = 0.5 and 𝛾 = 3.2 at the first 
stage (𝑛 = 1) and set 𝛽 = 2 and 𝛾 = 1 i.e., a Wiener gain, at the second 
stage (𝑛 = 2) to make the less significant residual drone noise GMM 
mean vectors to be considerable and minimize the speech distortion 
introduced by the parametric WF [31]. We set 𝜂 in (21), and (22) to 0.3. 
For the experimental setup in Section 4.1.2, we note that two different 
speech datasets have been used to construct the noisy speech signal 
of MWF and to model the speech GMMs in the training phase. This 
means that the experimental setup in Section 4.1.2 is both speaker-

independent and speech-content independent.

4.3. Performance measures

For a comprehensive evaluation of the proposed algorithm in both 
Section 4.1.2 and 4.1.3, we present some useful measures that will help 
us better understand the quality of the enhanced speech and noise re-

duction. We evaluate the quality of the enhanced speech by using the 
Perceptual Evaluation of Speech Quality (PESQ) score [38] and the 

speech intelligibility by using the Short-Time Objective Intelligibility 
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Fig. 4. Spectrogram of (a) the clean bird call, (b) the mixture at channel 3, (c) 
the output signal of the MWF at channel 3, (d) stage I, and (e) stage II output 
signal of the GMM WF at channel 3. We note that the clean bird call in (a) used 
in the training phase at the GMM WF is not time aligned with the input at the 
MWF as shown in (b).

(STOI) score [39] (available at [40]). The range of PESQ score is from 
−0.5 to 4.5, whereas STOI score is from 0% to 100%.

The level of noise reduction achieved through the MWF and the 
GMM WF is evaluated through SDNR improvement. Therefore, we de-

fine the SDNR as power ratio between the source signal and especially 
to drone noise [23], i.e.,

SDNR = 10 log10

(
𝑠2(𝑡)
𝑣2
𝑞
(𝑡)

)
,

where 𝑠(𝑡), and 𝑣𝑞(𝑡) are the time domain sound source signal and drone 
noise signal, respectively. The SDNR improvement is measured as the 
difference between output SDNR and the input SDNR at each step. The 
definition of the average input SDNR is found by adding the input SDNR 
at each channel and averaging it by all channels.

5. Results and discussion

This section presents experimental results of the proposed multi-

channel signal enhancement framework at extreme SDNR conditions 
from −30 dB to −10 dB. We also analyze the performance of the base-

line methods: MVDR ([26]) and MWF found in [25].

5.1. Experimental recordings from outdoor measurements

Fig. 4(a) provides the spectrogram of the clean bird calls that are 
used for PSD modeling of the clean bird signal at the GMM WF in the 
training phase. We observe that the acoustic spectrum of the Raven has 
high energy in 800–4000 Hz. Fig. 4(b) and (c) show the spectrograms 
of the input and output signals at the MWF for the channel 3. We ob-

served a great reduction in drone noise, while the wind noise stayed in 
the MWF output. We note that the clean bird call in Fig. 4(a) used in 
the training phase at the GMM WF is not time aligned with the input at 
the MWF in Fig. 4(b). The enhanced output signals at the first and the 
second stage of the GMM WF are illustrated in Fig. 4(d) and (e), respec-

tively. Once more, we observe a considerable reduction in drone noise 
and additionally, a suppression of wind noise. This suggests that the en-
7

hanced signal obtained by (24) (with 𝑛 = 2), is expected to offer good 
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Fig. 5. Spectrogram of (a) the clean speech, (b) the drone noise at channel 11
for motor current of 1020 mA, (c) the mixture at channel 11, and (d) the output 
signal of the MWF at channel 11. Here the average input SDNR is at −30 dB 
whereas the input SDNR at channel 11 is −24 dB.

intelligibility for manually identifying the bird species for expertise on 
bioacoustic.5 We attach a link to the audio files in Fig. 4.6

5.2. Experimental recordings from measured IRs

5.2.1. Noise reduction performance with MWF

In this section, we discuss the performance of the MWF for multi-

channel noise reduction. Fig. 5 shows the time varying spectrograms of 
the clean speech, drone noise, the mixture signal, and the output signal 
of the MWF at microphone channel 𝑞 = 11 for average input SDNR of 
−30 dB. We observe more prominent low and higher order harmonics 
in the drone noise spectrogram for a motor current rating of 1020 mA 
(as shown in Fig. 5(b)). More specifically, three segments of frequency 
range with high power for the given motor current rating. The mixture 
signal at channel 11 in Fig. 5(c) has a SDNR of −24 dB and still contains 
the harmonics structure of the drone noise. According to the Fig. 5(d), 
it is clear that the MWF plays a significant role in reducing the drone 
noise at the average input SDNR of −30 dB. As it can be seen that the 
output signal of the MWF well preserves the speech spectra, while a 
fewer amount of drone noise still remains in the three frequency seg-

ments that are observed for the given motor current. The output signal 
of the MWF has a SDNR improvement of around 21 dB and improves 
the output SDNR at the channel 11 to −2.6 dB. Moreover, the MWF 
output signal achieves a PESQ score of 1.99, and a STOI score of 55.6%
whereas the mixture signal has a PESQ score of 0.72 and a STOI score 
of 20.8%. Based on the above plots, we can observe that the output 
spectrum is denoised using the MWF at average input SDNR of −30 dB. 
This suggests the MWF achieves better performance in very low SDNR 
conditions.

5 Note that for bioacoustic applications, the output of the proposed frame-

work can be fed directly into a machine learning model for automatic identifi-

cation of the bird species.
6 https://www .dropbox .com /sh /vup3nsxxuhapov0 /AAAANZUu6dq _
KtenVGea6JrNa ?dl =0.

https://www.dropbox.com/sh/vup3nsxxuhapov0/AAAANZUu6dq_KtenVGea6JrNa?dl=0
https://www.dropbox.com/sh/vup3nsxxuhapov0/AAAANZUu6dq_KtenVGea6JrNa?dl=0
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Fig. 6. Performance evaluation at the MWF. (a) Average SDNR improvement, 
(b) average PESQ scores, and (c) average STOI scores (in percent).

Fig. 7. Spectrogram of (a) the MWF output, (b) stage I, and (c) stage II of the 
GMM WF at channel 11.

To further understand the drone noise reduction performance at the 
MWF, we plot the average SDNR improvement, PESQ, and STOI scores 
over average input SDNR of −30 dB to −10 dB in Fig. 6. The aver-

age maximum noise reduction of approximately 25 dB is reached at 
average input SDNR of −30 dB. A continuous decrease in the noise re-

duction performance is observed when average input SDNR increases 
to −10 dB. We observe that MWF yields a great improvement in PESQ 
and STOI scores over the unprocessed speech. This seems to suggest 
the MWF improves both SDNR and speech quality without degrading 
intelligibility. Note that MWF performs well in high SDNR conditions 
(> −10 dB) as well. However, since we focus on drone application sce-

narios, we studied the performance in SDNR conditions below −10 dB.

5.2.2. Signal enhancement performance with GMM WF

Fig. 7 shows the time varying spectrograms of the input and out-

puts of the GMM WF at channel 11. We can observe that the GMM WF 
removes all of the broadband noise by eliminating most of the wide 
residual drone noise harmonics from the MWF output using the staging 
process. Fig. 8 illustrates the selection of the set of GMM mean vec-
8

tors of the residual drone noise at 𝑞 = 11 microphone in the training 
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Fig. 8. GMM mean vector plots of residual drone noise for 𝐾𝑣̂𝑞
= 13 for 𝑞 = 11. 

The selection of the set of mean vectors 𝐾𝑛,𝑣̂𝑞
sets to (a) 7 for 𝑛 = 1, and (b) 6

for 𝑛 = 2.

phase. We observe that different harmonics of the residual drone noise 
are captured with varying amplitudes for the two stages. Later, in the 
enhancement phase, this helps to obtain a more accurate estimate of the 
residual drone noise PSD.

Based on Figs. 7 and 8, we observe that the GMM WF suppresses 
the drone noise effectively in the frequency regions over 0 to 300 Hz, 
and 3.2 kHz to 4 kHz. In the first stage, we mainly cancel out the high 
power residual drone noise GMM mean vectors in between 0 to 300 Hz 
frequency range as shown in Fig. 7(b). The drone noise in both fre-

quency regions is suppressed using the low power residual drone noise 
GMM mean vectors at the second stage (as shown in Fig. 7(c)). Over-

all, the enhanced signal has PESQ of 2.2 and STOI of 84.7% scores. We 
share a link to the audio files in Fig. 7.7 We note that the speech en-

hancement using drone embedded/on-board microphones are different 
from the smart devices (such as Google Home) as typical signal-to-noise 
ratios of drone embedded microphones are significantly lower than that 
of smart devices. It is expected that lower intelligibility due to the heavy 
drone noise.

In the experimental setup, we placed three dual-microphone mod-

ules closer to each motor. This indicates that we can take six mi-

crophone channels around a single motor to analyze the drone noise 
reduction and signal enhancement properties. We use the microphone 
channels of 𝑞 ∈ [7, 12] to analyze the speech enhancement performance 
at GMM WF in terms of perceptual quality and intelligibility scores. 
Figs. 9 and 10 illustrate the PESQ and STOI results, respectively. The 
PESQ scores, shown in Fig. 9, show a better improvement to the MWF 
processed speech over the average input SDNR levels ranging from 
−30 dB to −15 dB except channel 12. However, the PESQ scores de-

crease compared to the MWF output at the SDNR level of −10 dB 
except for the channel 10. Fig. 10 indicates that all channels (𝑞 ∈ [7, 12]) 
at extremely low average input SDNR levels, e.g., < −15 dB, the pro-

posed method achieves higher STOI scores with respect to the processed 
speech of MWF. However, STOI scores begin to decrease from −15 dB 
for all the channels compared to the output at the MWF.

Fig. 11 shows the SDNR improvement at the GMM WF of 𝑞 =∈
[7, 12] microphones. We observe that the SDNR improvement is not very 
significant until −20 dB. All six channels have a similar SDNR improve-

ment with the increase of the average input SDNR from −15 dB. PESQ 
and STOI scores are observed to have lower values compared to the 
MWF output at SDNR levels from −15 dB to −10 dB in Figs. 9 and 10. 
In general, the parametric WF introduces speech distortion at the cost of 

7 https://www .dropbox .com /sh /6j881piwo5cwi4p /

AABp8K5nmylpjp11Ym41aGuta ?dl =0.

https://www.dropbox.com/sh/6j881piwo5cwi4p/AABp8K5nmylpjp11Ym41aGuta?dl=0
https://www.dropbox.com/sh/6j881piwo5cwi4p/AABp8K5nmylpjp11Ym41aGuta?dl=0
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Fig. 9. PESQ scores at channel 𝑞 where 𝑞 ∈ [7, 12] with very low average input 
SDNR conditions. The dotted line represents the input at the GMM WF (output 
from the MWF) whereas the dash-dotted and solid lines represent the output at 
the GMM WF in stage 1 and 2, respectively.

Fig. 10. STOI scores (in percent) at channel 𝑞 where 𝑞 ∈ [7, 12] with very low 
average input SDNR conditions. Dotted line represents the input at the GMM 
WF (output from the MWF) whereas the dash-dotted and solid lines represent 
the output at the GMM WF in stage 1 and 2, respectively.

Fig. 11. SDNR improvement at the GMM WF at channel 𝑞 where 𝑞 ∈ [7, 12] with 
very low average input SDNR conditions. Dash-dotted and solid lines represent 

Fig. 12. Performance of the MWF outputs for the DREGON dataset. (a) Average 
SDNR improvement, (b) average PESQ scores, and (c) average STOI scores (in 
percent).

Fig. 13. PESQ, STOI (in percent) scores and SDNR improvement at channel 
𝑞 where 𝑞 ∈ [1, 2] with very low average input SDNR conditions. Dotted line 
represents the input at the GMM WF (output from the MWF) whereas the dash-

dotted and solid lines represent the output at the GMM WF in stage 1 and 2, 
respectively.

noise reduction. However, for those cases, the processed STOI scores are 
above 60% and larger than the unprocessed speech for all the SDNR lev-

els. Therefore, we expect a limited degradation effect in the processed 
speech of the MWF at low SDNR levels (≤ −10 dB). It seems that the 
parametric WF should adapt with the changes of the input SDNR levels 
and motor current of the drone, e.g., varying the parameter settings at 
each stage (with varying 𝛽 and 𝛾).

5.3. Performance evaluation on DREGON dataset

Fig. 12 illustrates the results at the MWF. The DREGON dataset 
configuration achieves an average maximum noise reduction of nearly 
13 dB at average input SDNR level of −30 dB. We can observe that 
both datasets display the same trend in noise reduction with increasing 
SDNR level. However, the SDNR improvement over very low SDNR con-

ditions is less compared to our dataset [23]. Moreover, the PESQ and 
STOI score improvement over the extreme SDNR levels are not very 
considerable. Note that the DREGON microphone array has eight mi-

crophones that are mounted below the motor-propeller plane, whereas 
in our array, we have 30 microphones embedded on the drone struc-
9

the output at the GMM WF in stages 1 and 2, respectively.
 ture. It is clear that at the MWF, using a higher number of microphones 
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Fig. 14. Comparison with baseline methods at average input SDNR of −30 dB: Spectrograms (a–c) the mixture for channel 𝑞 ∈ {7, 9, 11}, (d) the MVDR output, (e–g) 
the output at MWF method in [25] for channel 𝑞 ∈ {7, 9, 11}, and (h–j) the output at MWF derived in the proposed method for channel 𝑞 ∈ {7, 9, 11}.
on the drone will capture more propagation paths and add more di-

versity to the framework. This suggests that a higher number of drone 
embedded/on-board microphones will result in more noise suppression 
at the MWF.

Fig. 13 shows the speech enhancement performance of DREGON 
dataset over the channel 𝑞 where 𝑞 ∈ (1, 2). Both stages of GMM WF 
outputs have higher PESQ and STOI scores compared to the output 
of the MWF over the −30 dB and −15 dB SDNR range. However, at 
SDNR of −10 dB, we observe that the enhanced signal has slightly 
lower PESQ and STOI scores than the output signal of the MWF. Ac-

cording to Fig. 13, we notice that the SDNR improvement has reached 
a peak at −20 dB and decreased with the increase of the SDNR for 
both channels. It is noticed that our experimental setup in Section 4.1.2

achieves greater performance in terms of speech quality and intelligibil-

ity compared to the DREGON dataset configuration. In the experimental 
validation, we set 𝛽 < 1, and 𝛾 > 1 at the first stage to obtain more ag-

gressive noise reduction whereas, in the second stage, we assign 𝛽 > 1, 
and 𝛾 = 1 i.e., a Wiener gain, to overestimate the less significant drone 
noise for better noise suppression. However, the DREGON setup has a 
higher combined SDNR improvement through both MWF and GMM WF 
than our experimental setup. This seems to suggest that there is a trade-

off between noise suppression and target signal distortion levels. To this 
end, the parametric WF needs to fine-tune its parameters to improve the 
performance for the best compromise.

5.4. Comparison with the baseline methods

We now compare two baseline methods: MVDR [26] and MWF 
found in [25] for the average input SDNR of −30 dB at different micro-

phone channels of the array for our drone acoustic dataset. Figs. 14(a–c) 
show the spectrograms of the recorded signal at microphones 𝑞 ∈
{7, 9, 11}, respectively. As expected, the different characteristics of the 
drone noise are captured based on the location of the microphones on 
the drone. We observe that the microphone attached to the bottom of 
the motor (𝑞 = 7 microphone in Fig. 14(a)) has more drone noise com-

pared to the microphone far away from the drone motors and propellers 
such as one on the landing gear (𝑞 = 11 microphone in Fig. 14(c)). 
Fig. 14(d) provides the spectrogram of the MVDR output signal. It is 
10

noticed that the output signal has spectral energy below 300 Hz and 
very low energy in the speech frequency band. Note that the MVDR re-

quires prior knowledge of the drone-related transfer functions as well 
as the direction-of-arrivals of the sound sources. To evaluate, a more 
general representation of the MWF is obtained by using (3) and (8) as 
in [25]

𝐖(1)(𝑓 ) =𝚽−1
𝑝𝑝
(𝑓, 𝑡)(𝚽𝑝𝑝(𝑓, 𝑡) −𝚽𝑣𝑣(𝑓, 𝑡)). (27)

Figs. 14(e–g) illustrate the output spectrograms at the MWF in [25]

at microphones 7, 9, and 11, respectively. A high energy of the sig-

nal over all frequency bands indicates that the output signals are very 
noisy and clipped. We observe that the outputs at both MVDR and 
MWF in [25] are not satisfactory. Figs. 14(h–j) present the MWF in 
(14) at microphones 7, 9, and 11, respectively. We observe that the 
large residual noise remains with respect to the frequency range of 
the drone noise in MWF output at each microphone. This difference 
in MWFs may be due to the difference of the optimal weight matrix, 
specifically, 𝚽−1

𝑣𝑣
(𝑓, 𝑡)𝚽𝑝𝑝(𝑓, 𝑡) vs 𝚽−1

𝑝𝑝
(𝑓, 𝑡)𝚽𝑣𝑣(𝑓, 𝑡) terms in (14) and 

(27), respectively. This suggests that the optimal filter weights in (14)

suppress more drone noise from the multichannel recordings.

5.5. Discussion

We list a few comments on the performance of the proposed signal 
enhancement algorithm.

• Microphone array configurations: The proposed algorithm is inde-

pendent of the microphone array constellation. We demonstrated 
the experimental results for circular, cubic, and arbitrary micro-

phone arrays on the drone with different numbers of microphones 
in each array. However, it was observed more suppression of drone 
noise with a great improvement in the perceptual quality and intel-

ligibility scores for the embedded array on the drone structure than 
the compact microphone array mounted on the drone. As expected, 
more diversity of the drone noise is captured by this arbitrary mi-

crophone array on the drone with a large number of microphones 
(𝑞 = 30) than a standard microphone array mounted beneath the 
drone body. This may be due to utilizing the spectral, and spatial 

information of the drone noise more accurately by placing the mi-
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crophones on the drone body. Hence, the algorithm suppresses the 
drone noise more accurately for the drone embedded microphone 
array configuration with a higher number of microphones.

• Comparison with baselines: The output of the baseline methods such 
as MVDR [26] and MWF found in [25] are not satisfactory on our 
drone embedded microphone array. Note that we are unable to 
compare the results with the machine learning based speech en-

hancement methods as the available drone acoustic database is not 
large enough for training and leads to the problem of over-fitting.

• Robustness in real-life environment: The algorithm is sensitive to 
noise correlation matrix. We showed audio signal enhancement 
performance for a hovering drone. The use of recursively updated 
drone noise, in contrast, to use pre-recorded drone noise data for 
estimating 𝚽𝑣𝑣(𝑓, 𝑡) has shown much less satisfactory results as its 
more challenging. We leave a better estimation of the drone noise 
correlation matrix in more non-stable flight modes as future work. 
We observed that the proposed framework achieves a larger noise 
reduction and improves speech quality while preserving speech 
intelligibility at extremely low SDNR conditions (up to −30 dB) 
in applications to speech enhancement. The proposed framework 
is computationally effective compared to DNN-based approaches. 
This algorithm facilitates dynamic noise adaptation such as motor 
current-specific drone noise, and ultimately improves the tracking 
of non-stationary drone noise for audio signal enhancement. We 
also note that our method can be applied disregarding the IR 
measurements.

6. Conclusion

This paper described a multichannel framework for audio signal 
enhancement using a drone embedded/mounted arbitrary microphone 
array platform. The method uses (i) the widely known MWF for a strong 
drone noise reduction and (ii) enhances the desired sound source sig-

nal using GMM WF with the idea of using motor current-specific data to 
inform the Wiener filtering techniques. This algorithm is simple and fa-

cilitates a dynamic noise adaptation, e.g., motor current-specific drone 
noise, and improves the tracking of non-stationary drone noise for audio 
signal enhancement. For drone applications where only a single sound 
source is present, the proposed framework has impressive performance 
for both speech and bird calls. Extensive experimental study confirmed 
that better audio signal enhancement was achieved at extremely low 
SDNR (up to −30 dB) from drone embedded microphones.

This work can lead to multiple future research directions. The 
proposed framework can be verified in more complex outdoor envi-

ronments, e.g., for moving target sound sources, and different flight 
configurations of the drone. It can also be investigated to select an 
optimal output from the multichannel enhanced sound source signals. 
Moreover, a possible extension of this paper would be to consider beam-

forming at the MWF output signals as it preserves spatial information.
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Appendix A. Theoretical derivation – MWF

This section presents detailed steps of the theoretical derivation of 
the MWF in Section 3.1.

Considering Sherman–Morrison formula [29], we expand the inverse 
of 𝚽𝑝𝑝(𝑓 ) as

𝚽−1
𝑝𝑝
(𝑓 ) =𝚽−1

𝑣𝑣
(𝑓 ) −

𝚽−1
𝑣𝑣
(𝑓 )Φ𝑠𝑠(𝑓 )𝐝(𝑓 )𝐝𝐻 (𝑓 )𝚽−1

𝑣𝑣
(𝑓 )

1 + 𝐝𝐻 (𝑓 )𝚽−1
𝑣𝑣
(𝑓 )Φ𝑠𝑠(𝑓 )𝐝(𝑓 )

. (A.1)

Substituting (10) into (A.1) simplifies to (12). Let 𝜆(𝑓 ) ≜ 𝑡𝑟[𝚽−1
𝑣𝑣
(𝑓 )

𝚽𝑥𝑥(𝑓 )]. Using (10), we write

𝜆(𝑓 ) ≜ 𝑡𝑟[𝚽−1
𝑣𝑣
(𝑓 )Φ𝑠𝑠(𝑓 )𝐝(𝑓 )𝐝𝐻 (𝑓 )]. (A.2)

By using the cyclic property of 𝑡𝑟[⋅] and noting Φ𝑠𝑠(𝑓 ) is a complex 
scalar,

𝜆(𝑓 ) ≜Φ𝑠𝑠(𝑓 )𝐝𝐻 (𝑓 )𝚽−1
𝑣𝑣
(𝑓 )𝐝(𝑓 ). (A.3)

Putting (A.2) and (A.3) together, we get (13). Now we substitute (13)

in (12) to obtain

𝚽−1
𝑝𝑝
(𝑓 ) =𝚽−1

𝑣𝑣
(𝑓 ) −

𝚽−1
𝑣𝑣
(𝑓 )𝚽𝑥𝑥(𝑓 )𝚽−1

𝑣𝑣
(𝑓 )

1 + 𝑡𝑟[𝚽−1
𝑣𝑣
(𝑓 )𝚽𝑥𝑥(𝑓 )]

. (A.4)

We can rewrite (9) using (A.4) as

𝐖(𝑓 ) =
𝚽−1

𝑣𝑣
(𝑓 )𝚽𝑥𝑥(𝑓 )

1 + 𝑡𝑟[𝚽−1
𝑣𝑣
(𝑓 )𝚽𝑥𝑥(𝑓 )]

. (A.5)

Finally, using (3), (A.5) can be expressed explicitly as (14).
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