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Abstract

Gymnasium is an open-source library providing an API for reinforcement learning
environments. Its main contribution is a central abstraction for wide interoperability
between benchmark environments and training algorithms. Gymnasium comes
with various built-in environments and utilities to simplify researchers’ work along
with being supported by most training libraries. This paper outlines the main design
decisions for Gymnasium, its key features, and the differences to alternative APIs.

1 Introduction

With the publication of a Deep Q-Networks (DQN) [Mnih et al., 2013], Reinforcement Learning (RL)
was awoken from its Artificial Intelligence (AI) winter, showing that a general neural network-based
algorithm can achieve expert-level performance across a range of complex tasks. In later years, deep
neural network-based RL led to agents defeating professionals in Go Silver et al. [2017], DoTA 2
Berner et al. [2019], Starcraft 2 [Vinyals et al., 2019] along with many more. As a result, public
interest in RL research has grown significantly recently, both within academia and industry. At the
same time, OpenAI Gym [Brockman et al., 2016] emerged as the first widely adopted common API.
Gymnasium is a maintained fork of Gym, bringing many improvements and API updates to enable
its continued usage for open-source RL research.
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In Listing 1, we provide a simple program demonstrating a typical way that a researcher can use a
Gymnasium environment. Full API documentation, release notes and in-depth tutorials are available
at https://gymnasium.farama.org.

import gymnasium as gym

env = gym.make("LunarLander-v3", render_mode="human")
observation, info = env.reset(seed=42)
for _ in range(1000):

action = env.action_space.sample() # insert your policy here
observation, reward, terminated, truncated, info = env.step(action)

if terminated or truncated:
observation, info = env.reset()

env.close()

Listing 1: Example script for taking 1000 random actions within Lunar Lander environment with a
human rendering

In the remainder of this paper, we describe the structure and development of Gymnasium. In Sections
2 and 3, we outline the design decisions for the project and the environment API specification,
respectively. In Section 4 we list the environments provided in Gymnasium by default, as well as
some notable third-party projects compatible with it. Finally, in Section 5, we provide an overview of
other tools and approaches for building RL environments.

2 Design Decisions

As Gymnasium has evolved with new features, bug fixes, and feedback from the community, we
prioritized the following aspects of its design:

Environment Focused API Gymnasium keeps its focus entirely on the environment side of RL
research, abstracting away the aspect of agent design and implementation. The only restriction
on the agent is that it must produce a valid action as specified by the environment’s action space.
Furthermore, Gymnasium’s environment interface is agnostic to the internal implementation of
the environment logic, enabling if desired the use of external programs, game engines, network
connections, etc. The only requirement is that the environment subclass’s gym.Env and two core
functions (Env.reset and Env.step) are implemented. Therefore, Gymnasium provides numerous
tools for interacting with environments and their implementation.

Reproducibility In academia, it is crucial that any experimental results are reliably reproducible.
Gymnasium has several features with this goal in mind:

• Environment versioning - Creating an environment requires the specification of the version
created, e.g., gym.make("CarRacing-v2"). This versioning enables fair comparisons
between agents for the same environment and easy referencing for academic papers. Im-
portantly, version numbers allow bug fixes and incremental feature changes over time.* For
example, the robotics environments were updated from v2 to v3 with feature changes, then
v4 to use an improved physics engine, and finally to v5 that makes them more consistent
with new features and bug fixes.

• Recreating environments - Gymnasium makes it possible to save the specification of a
concrete environment instantiation, and subsequently recreate an environment with the same
specification.

*It is important to note however that while environment versions can provide easy reference to the environment
dynamics used, this should never fully replace specifying a project’s version as sources of modifications/changes
to agent behavior can originate outside of the environment’s version, e.g., wrapper implementation, neural
network library.
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• Episodic seeding - Randomness is a common feature of RL environments, particularly when
generating the initial conditions. Gymnasium automatically handles seeding the random
number generator and maintaining its state behind the scenes. The user can simply specify
the seed through env.reset(seed=seed) to manage the seed across episodes and separate
initializations.

Easy customization via Wrappers It is often useful to modify an environment’s external interface
– whether it is its inputs (actions) or outputs (observations, rewards, termination). To this end,
Gymnasium provides a suite of wrappers that can be easily applied to an existing environment, along
with an interface that allows users to implement their own wrappers. This significantly simplifies
many pre- and post-processing steps useful in research.

Environment vectorization Vectorization is common practice in RL research, where multiple
copies of the same environments are run concurrently, making it possible to batch the policy inference
and improve effective sampling performance. In Gymnasium, we support an explicit gym.VectorEnv
base class which includes some environment-agnostic vectorization implementations, but also makes
it possible for users to implement arbitrary vectorization schemes, preserving compatibility with the
rest of the Gymnasium ecosystem. Vectorized environments also have their own versions of wrappers,
allowing for a similar level of consistent customization as regular environments.

3 Environment Specification

In this section, we describe the structure of a valid Gymnasium environment. A more detailed API
specification is available on the Env documentation page.

3.1 Observation & Action Spaces

In Gymnasium, every environment has an associated observation and action space defining the
sets of valid observations and actions, respectively. This data is the interaction point between the
environment and the agent so the space helps specify what information is available to the agent and
what it can do. Gymnasium’s built-in spaces can be split into two main categories: fundamental (Box,
Discrete, MultiDiscrete, MultiBinary, Text) and composite (Tuple, Dict, Sequence, Graph, OneOf)
that are made up of one or more subspaces. These spaces allows for continuous or discrete actions or
observations that can be arbitrarily nested to combine data. Finally, Gymnasium provides functions
to flatten and batch spaces to simplify their usage along with concatenate and iterate functions of
samples.

3.2 Starting an episode

Before an agent can start taking actions in an environment, an initial observation must be generated
through env.reset(seed, options). This function has two arguments: seed for reseeding the
environment’s random number generator (see Section 2), and options that enable customizing the
initial conditions of the environment. The function returns the initial observation (an element of the
observation space), as well as a dictionary with arbitrary keys that holds useful metadata about the
initialization.

3.3 Stepping through an episode

The main mode of interacting with an environment is through the env.step(action) function. As
input, it takes an action belonging to the environment’s action space used to update the environment’s
internal state. As output, it returns the resultant observation, the reward obtained in this transition,
two flags indicating whether the environment reached a terminal state or if the episode has truncated
due to exceeding the time limit, and a dictionary holding additional metadata about the step.

3.4 Rendering an environment

It is often useful to visualize the environment to gain deeper insights into an agent’s
behaviour. In Gymnasium, the render mode must be defined during initialization:
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gym.make(env_id, render_mode="..."). Then, whenever env.render() is called, the vi-
sualization will be updated, either returning the rendered result without displaying anything on the
screen for faster updates or displaying it on screen with the “human” rendering mode.

3.5 Metadata, environment spec

In addition to observation and action spaces, environments are described by env.metadata and
env.spec. The former specifies various static details about the environment: supported rendering
modes, recommended rendering framerate, and potentially other environment-specific information.
The latter contains a complete specification of the environment initialization, making it possible to
easily create an identically initialized copy of the environment via gym.make(env.spec).

4 Built-in Environments

For ease of use by researchers, Gymnasium includes a suite of implemented, extensively tested, and
researched environments such as CartPole, Lunar Lander, and MuJoCo-based environments. In this
section, we describe the provided environments, each of which has a dedicated web page detailing its
structure, as well as some popular third-party environments compatible with Gymnasium.

Figure 1: Example renderings from Environments within Gymnasium.

• Classic control and Toy text - Common tasks/problems from the literature that test the basic
limits of an agent including CartPole, Mountain Car and Blackjack. These environments are
helpful for easily testing the implementation of an algorithm before scaling to more complex
domains.

• Box2d - A suite of 2D control problems using the Box2D game engine including Lunar
Lander, Car Racing and Bipedal Walker. These are a mixture of image-based observation,
continuous actions and generally more complex environments than classic control.

• 2D and 3D Robotics - Robotic control tasks using MuJoCo [Todorov et al., 2012], a physics-
based simulator including Half-cheetah, Humanoid, Ant and more. These provide a relative
challenge for robotics using continuous observations and actions. For a project with more
diverse robotics tasks, see Gymnasium Robotics [de Lazcano et al., 2023].

• Third party - Arcade Learning Environments [Bellemare et al., 2013] for playing Atari
2600 ROMs, Safety Gymnasium [Ji et al., 2023] for testing safe RL algorithms in robotics
environments, HighwayEnv [Leurent, 2018] for simulating various driving situations and
PyFlyt [Tai et al., 2023] for drone flying simulation. For a more complete list, see the third
party environment page.

5 Related Work

While Gym gained significant popularity following its release, there are other competing environment
APIs, though significantly less common. Notably, DmEnv [Muldal et al., 2019] provides a similar
interface as Gymnasium, and is often used in projects by Google DeepMind. PettingZoo [Terry et al.,
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2021] provides an API for multiagent environments, and MO-Gymnasium [Felten et al., 2023] for
multi-objective environments. Both of these libraries are fully compatible with Gymnasium.

As the complexity and capabilities of RL algorithms grow, it is often useful to improve the perfor-
mance of RL environments. To this end, projects such as EnvPool [Weng et al., 2022] and Sample
Factory [Petrenko et al., 2020] implement C++ environments that enable highly performant and
parallelized sampling. Other projects, such as Gymnax [Lange, 2022], Jumanji [Bonnet et al., 2023],
Brax [Freeman et al., 2021] and PGX [Koyamada et al., 2023] use Jax [Bradbury et al., 2018] to
enable high parallelization and hardware acceleration of environment updates.

Finally, various dedicated training libraries exist, many of them being compatible with Gymnasium.
This includes CleanRL [Huang et al., 2022] with simple, single-file implementations; Stable Baselines
3 [Raffin et al., 2021] with a wide range of supported workflows; RLLib [Liang et al., 2018] with
highly performant and parallelizable algorithms; and many more.

6 Conclusion

Gymnasium serves as a robust and versatile platform for RL research, offering a unified API that
enables compatibility across a wide range of environments and training algorithms. By focusing
on key aspects such as reproducibility, easy customization through wrappers, and environment
vectorization, Gymnasium ensures a streamlined and efficient workflow for researchers. The future
of Gymnasium will be shaped by its active community, hopefully continuing to serve as a centrepiece
of the open-source RL research community for many years to come.
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