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In management research, meta-analysis is often used to aggregate findings from observational 
studies that lack random assignment to predictors (e.g., surveys), which may pose challenges in 
making accurate inferences due to the correlational nature of effect sizes. To improve inferential 
accuracy, we show how instrumental variable (IV) methods can be integrated into meta-analysis 
to help researchers obtain unbiased estimates. Our IV-based meta-analytic structural equation 
modeling (IV-MASEM) method relies on the fact that IVs can be incorporated into SEM, and 
meta-analytic effect sizes from correlational research can be used for MASEM. Conveniently, 
IV-MASEM does not require that each primary study measures all relevant variables, and it can 
address typical types of endogeneity, such as omitted variable bias. We clarify how the princi-
ples of IV-SEM can be applied to MASEM and then conduct three simulations to study the 
validity of IV-MASEM versus Univariate Meta-Analyses (UMA) and MASEMs that exclude IVs 
when the instruments were appropriate, inappropriate, and missing from a subset of primary 
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studies. We also offer an illustrative study to demonstrate how to apply IV-MASEM to address 
endogeneity concerns in meta-analysis, which includes a new R function to test the qualifying 
conditions for IVs. We conclude with limitations and future directions for IV-MASEM.

Keywords:	 endogeneity in meta-analysis; instrumental variable; correlational effect sizes

Meta-analysis (MA) represents a robust methodological approach that enables researchers 
to synthesize and integrate primary research findings across multiple studies on shared top-
ics. By doing so, it serves to validate and advance management theories while guiding orga-
nizational practices (Cooper, Hedges, & Valentine, 2009; Hedges & Olkin, 2014; Hunter & 
Schmidt, 2004). Nonetheless, traditional meta-analyses have primarily concentrated on 
effect size synthesis. By using Univariate Meta-Analysis (UMA), developed by Hedges and 
Olkin (2014) and Hunter and Schmidt (2004), most previous meta-analyses have focused on 
examining the relationship between two variables. This conventional meta-analytic para-
digm, however, is constrained in its capacity to delve into the mechanisms governing vari-
able relationships, such as mediation effects when the model encompasses more than three 
variables (Bergh et al., 2016). Accordingly, the Meta-Analytic Structural Equation Model 
(MASEM) was developed as an integrative method that incorporates SEM into meta-analy-
sis (Becker, 2009; Cheung & Cheung, 2016). MASEM allows researchers to conduct com-
plex multivariate analysis (e.g., mediation tests) using meta-analysis (Bergh et al., 2016; 
Bergh, Boyd, Byron, Gove, & Ketchen, 2022), and it has witnessed a growing prevalence in 
management research (e.g., Hancock, Allen, Bosco, McDaniel, & Pierce, 2013; Zhang, Liu, 
Xu, Yang, & Bednall, 2019).

However, in both of UMA and MASEM research, endogeneity issues (e.g., those arising 
from omitted variables and reverse causality) are often overlooked by researchers. This over-
sight can be attributed to the use of UMA and MASEM in fields such as psychology, where 
experimental primary studies are more likely to be found, and thus the effect sizes included 
in UMA and MASEM are more likely to be unbiased. In contrast, effect sizes derived from 
survey data or archival data are more significantly affected by endogeneity, and therefore 
UMA and MASEM are more likely to produce estimates that are biased due to endogeneity 
(Bergh et al., 2016). This issue is especially relevant for management research, where non-
experimental data are commonly used (Antonakis, Bendahan, Jacquart, & Lalive, 2010). 
Hill, Johnson, Greco, O’Boyle, and Walter (2021) likened endogeneity to a “disease” that 
affects empirical research in management. We argue that this “disease” is highly contagious, 
allowing endogeneity issues to transfer from primary studies to any meta-analysis reliant on 
them. If unaddressed, endogeneity can significantly influence the estimation based on UMA 
and MASEM. As Semadeni, Withers, and Certo (2014) noted, even minimal levels of endo-
geneity can increase the likelihood of researchers committing Type-I errors.

Endogeneity manifests in multiple ways in UMA and MASEM research. First, effect sizes 
from initial studies are often biased due to many primary studies not addressing endogeneity 
by design. Second, modeling based on UMA and MASEM often omit potentially important 
control variables, resulting in biased estimation. Specifically, given its univariate nature, 
UMA cannot address omitted-variable issues. Although MASEM can include control vari-
ables for addressing omitted variables, researchers rarely can ensure all omitted variables are 
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included. Hünermund and Louw (2023) and Mändli and Rönkkö (2023) comprehensively 
clarify the use of control variables for enhancing causal inference. In the context of MASEM, 
Jak and Cheung (2018) and Furlow and Beretvas (2005) identified reasons why MASEM 
studies cannot eliminate all relevant omitted variables, including variables beyond the scope 
of the study, novel variables lacking operationalization, and the decision to not report vari-
ables that do not reflect expected benefits. Despite the fact that exhaustive inclusion of con-
trol variables in MASEM is possible in certain contexts, it is difficult to ensure that all control 
variables are also exogenous, which might lead to greater biases. Indeed, over-controlling for 
variables to address omitted variables can harm the accuracy of inferences (Darlington & 
Hayes, 2017: 538). Third, MASEM research may be subject to additional endogeneity con-
cerns, such as those inherent within the data generation model itself. For instance, relation-
ships between variables in the model could be affected by reverse causation, which typical 
MASEM cannot handle.

In the realm of management studies, the impact of endogeneity on research results has 
emerged as a critical concern. Researchers have actively engaged in developing and using 
methods that address endogeneity in non-experimental studies (see Antonakis et al., 2010). 
The IV method features prominently as a notable strategy in this regard, having gained trac-
tion for its efficacy in mitigating endogeneity (see Angrist & Krueger, 2001; Didelez, Meng, 
& Sheehan, 2010). Initially prevalent in economics, the IV method is now gaining traction in 
management, psychology, and related fields. A pivotal advancement in this area is the inno-
vative integration of the IV approach with SEM, which is suggested by Maydeu-Olivares, 
Shi, and Rosseel (2019) and Maydeu-Olivares, Shi, and Fairchild (2020), offering a robust 
framework for estimating unbiased effects using SEM. However, a systematic method to 
specifically address endogeneity in meta-analysis remains elusive in management research, 
highlighting a gap that warrants urgent scholarly attention.

Given the similarity of MASEM and SEM, we suggest that IV-SEM has potential to 
address endogeneity in meta-analyses. However, the integration of IV-SEM with MASEM 
and the efficacy of IV-SEM to resolve endogeneity in a MASEM framework have been over-
looked. Considering the substantial potential of IV methods to address endogeneity, we intro-
duce IV-MASEM as an innovative application of the IV-SEM method in MASEM, showing 
it is valid for analyzing effect-sizes data (e.g., correlations) and that it can be applied with 
various MASEM techniques—allowing IV-MASEM to both synthesize research and esti-
mate unbiased effects.

Our paper makes key contributions by first reviewing why IV-SEM can be integrated into 
MASEM as a solution for solving endogeneity in meta-analysis. Second, it details the 
IV-MASEM method, explaining how IV-SEM can be incorporated into MASEM to reduce 
bias in both UMA and MASEM estimates. Third, considering statistical validation, we con-
duct three comparative Monte Carlo simulations to assess the estimation effectiveness of 
IV-MASEM, UMA, and MASEM in various scenarios. Finally, an illustrated study provides 
evidence for the efficacy of IV-MASEM compared to UMA and MASEM in actual applica-
tions. To supplement our method, we introduce a novel R function for testing weak IVs based 
on IV-MASEM results. This is critical because IV-MASEM estimates should only be used 
when IVs are effective. We also cover three meta-analytic procedures to demonstrate how to 
apply IV-MASEM using different MASEM techniques, which is available in our online sup-
plemental materials. To achieve these objectives, we first outline the rationale for integrating 
IV-SEM into MASEM research.
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Integrating Instrumental Variable Methods With Masem

The idea of integrating the instrumental variable (IV) method into MASEM research to 
solve the problem of endogeneity caused by omitted variables and reverse causality is mainly 
due to recent research in management and psychology that models IVs in a SEM framework. 
Specifically, Maydeu-Olivares et al. (2020) and Maydeu-Olivares et al. (2019) have pro-
posed IV-SEM as an alternative to Instrumental Variables Regression (IVR), which is a prev-
alent method within the econometrics field. This method uses a SEM perspective to show 
how IVs can be added to the theoretical or “structural” model of a SEM to obtain unbiased 
estimates.

The IV-SEM method aims to incorporate IVs in a theoretical model to achieve unbiased 
estimation of the relationship between variables X and Y. An unbiased estimate of an effect 
of X on Y (see Figure 1a) cannot be estimated using bivariate correlations in the presence of 
endogeneity (Aldrich, 1995; Antonakis et al., 2010). In a formal sense, endogeneity occurs 
when a predictor X is endogenous, causing it to be correlated with what should be estimated 
as the residual of Y (see Figure 1b). When this occurs, the estimate X’s effect includes the 
correlation of X’s endogenous component with the error of Y, biasing the effect estimate. To 
give a quick practical example, if X is job satisfaction and Y is job performance, the esti-
mated effect of X may appear to be positive. However, this could be due to reverse causation 
if higher job performance Y leads to more job satisfaction X. In this case, Y’s residual should 
include that part of it which causes job performance X, but because X is endogenous the true 
error of Y is correlated with X, which in turn biases the empirically estimated effect of X on 
Y (because it also includes the reverse-causal effect of Y on X).

Antonakis et al. (2010) and Bollen (2012) suggest the most common forms of endogeneity 
are omitted variables and reciprocal causation (see Figures 1c and d). The IV method 
addresses endogeneity by adding IVs to fitted models as in Figure 1b to ensure consistent 
estimation (Bollen, 2012; Maydeu-Olivares et al., 2020). Antonakis et al. (2010) and Maydeu-
Olivares et al. (2019) validated and demonstrated how to integrate IVs into SEM (IV-SEM). 
For using IV-SEM, it is necessary to employ appropriate IVs that meet two critical condi-
tions, including exclusion and relevance (Antonakis et al., 2010; Bollen, 2012). As shown in 
Figure 2, exclusion requires IVs (e.g., Z1 and Z2 in Figure 2) to be uncorrelated with the error 
of Y and have no direct effect on Y (e.g., Bollen, 2012). The relevance condition is met when 
IVs are correlated with X (Bollen, 2012). Specifically, IV models like that in Figure 2 can be 
estimated as a SEM in a single step, rather than two-stage IVR which historically has been 
common (Maydeu-Olivares et al., 2019; Maydeu-Olivares et al., 2020), and has been used in 
management research since the 1990s (e.g., Frone, Russell, & Cooper, 1994).

The minimum number of IVs is equal to the number of endogenous predictors X (Maydeu-
Olivares et al., 2020: 41). Such a model is just-identified and the parameters can be esti-
mated, but without positive degrees of freedom the model’s fit cannot be assessed. Thus, 
Maydeu-Olivares et al. (2019) recommended that at least one more IV should be included 
than X. Additionally, all paths between IVs and Y should be fixed to zero for the exclusion 
condition. Assumption checking is necessary to validate model specification, which is criti-
cal to examine whether the assumptions of IV models are violated—exclusion and relevance 
(Table 1 summarizes our notation; see also Bollen, 1989; for a general treatment see Maydeu-
Olivares et al., 2020). Exclusion can be checked based on model fit using the chi-square test 
or modification indices. Relevance can be tested through a t test or F test of individual or 
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joint significance of the paths from IVs to predictors (or the z test and Wald test in large 
samples), respectively, and R2 can be used to measure the strength of the associations. If the 
exclusion and relevance conditions are satisfied, then we recommend that it is appropriate to 
include these IVs in the model (Maydeu-Olivares et al., 2020: 246). In this case, IV-SEM 
ensures consistency in estimating the effect of X on Y, and it is valid to draw accurate infer-
ences based on null hypothesis significance testing with p values.

From the perspective of SEM, incorporating IVs into a SEM’s structural model is akin to 
adding several variables with the restrictive condition that they only predict X. However, the 
benefits of incorporating IVs into SEM are manifold. It solves the endogeneity problem in 
management research in a relatively concise and efficient way, without any notable increases 
to computational difficulty. In addition to some stable individual factors that can be used as 
IV, such as personality traits which are exogenous (Antonakis et al., 2010), individuals may 
encounter unpredictable exogenous events at any time in their daily work, such as encounter-
ing a traffic jam or an unexpected work assignment. These unexpected events may be used 
as IVs when they impact proximal variables such as emotions (X), which, in turn, can impact 
more distal outcome variables such as job performance (Y). In this way, random events 

Figure 1
Path Diagrams of Possible Relationships Between Two Variables

(a) Standard model. 
(b) Correlated errors. 
(c) Reciprocal associations. 
(d) Omitted variables.
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encountered at work can be modeled as IVs by having effects on Y that are fully mediated by 
predictors of interest X (as in Figure 2).

By integrating IVs into a SEM, unbiased parameter estimates can be obtained. Given the 
common characteristics of MASEM and SEM research, integrating the IV method into 
MASEM is feasible and can enhance the robustness of meta-analytic estimates. As in SEM, 
MASEM can use correlation matrices (or covariance matrices) as data inputs for analyzing 
relationships among multiple variables, and fit indices can be used to decide whether to reject 
the corresponding theoretical model. Conveniently, MASEM typically benefits from larger 
sample sizes in meta-analysis, leading to more stable and reliable parameter estimates and fit 
statistics (Landis, 2013). However, there are some notable differences between SEM and 
MASEM.

First, the data types are different for these two methods. The covariance matrix appli-
cable to SEM research is generated based on an original dataset, where all individual cases 
are typically observed and hierarchical structure is conventionally not considered. Error in 
a SEM study typically comes from sampling or measurement error, such that bias caused 
by endogeneity exists in the original data. The correlation matrices used in MASEM are 
often aggregated based on the effect sizes in different primary studies. Hierarchical struc-
tures that distinguish within- and between-study effects are typically considered. The 
within-study errors in such studies can come from sampling error or from a range of endo-
geneity problems in the primary studies, but bias may also come from differences at the 
between-study level, such as differences in the country or industry from which primary 
data were drawn.

Second, there is the problem of the source of heterogeneity. In SEM, it is typically valid 
to assume that modeled effects are homogeneous in the sample being studied. However, in 
MASEM, between-study heterogeneity is typically assumed as a possibility that should be 
investigated. This is directly reflected in the models of MASEM, which use random effects 
for pooling correlation coefficients across studies. This approach is particularly effective for 
accommodating between-study heterogeneity when primary studies are collected from dif-
ferent populations (e.g., data from employees and data from senior managers).

Finally, there is the question of assumption checking for using IVs, because existing 
methods of assumption checking on IVs by using SEM are all based on primary data. 
However, MASEM relies on effect sizes rather than original data. Additionally, heterogene-
ity could exist in the degree to which IV assumptions are violated. Both factors raise 

Figure 2
Model Identification in an IV-SEM Framework
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questions about whether existing methods for testing the IV conditions of exclusion and 
relevance are valid for MASEM research. Below, we begin by elaborating how IV methods 
can be integrated into MASEM research and how to test two IV assumptions in the context 
of MASEM. Additionally, we rely on three simulations and an illustrative study to validate 
IV-MASEM.

Applying IV Methods to Masem

MASEM is a valuable approach for conducting multivariate analysis using effect sizes. It 
goes beyond UMA by examining relationships among multiple variables. There are three 
main MASEM approaches in management research: univariate MASEM (U-MASEM, 
Viswesvaran & Ones, 1995); full-information MASEM (FI-MASEM, Yu, Downes, Carter, & 
O’Boyle, 2016); and one-stage MASEM (OS-MASEM, Jak & Cheung, 2020). These meth-
ods pool correlation matrices and estimate parameters differently. Specifically, U-MASEM 
is widely used in management research, but it does not quantify between-study heterogene-
ity. FI-MASEM overcomes this limitation by allowing researchers to quantify path-estimate 
heterogeneity for evaluating generalizability and detecting potential boundary conditions 
(Yu, Downes, Carter, & O’Boyle, 2018: 810). In contrast to U-MASEM and FI-MASEM, 
which rely on meta-analytic effect sizes as data, OS-MASEM uses correlation matrices from 
primary studies as data inputs (Jak & Cheung, 2020).1 This approach addresses the shortcom-
ings of MASEM that are based on meta-analytic effect sizes, such as using a single value for 
the study sample sizes.

All MASEM methods are equipped for multivariate analysis, irrespective of whether the 
primary studies are experimental or observational. In scenarios where the primary studies are 
based on experimental designs, MASEM remains unaffected by endogeneity. Conversely, in 
cases where primary studies are observational, they are inherently susceptible to issues of 
endogeneity, which must not be overlooked. In essence, using experimental data in MASEM 
research inherently avoids endogeneity issues through its research design. However, for non-
experimental data, researchers cannot address endogeneity at the research design stage and 
must manage it during the modeling process. IV-MASEM offers a potential solution to 
address endogeneity at the modeling stage by incorporating the features of IV-SEM into the 
MASEM method. This makes the IV approach suitable for different MASEM methods, 
which can then solve the endogeneity problems caused by primary studies, such as omitted 
variables and reverse causality. Although each MASEM method has different ways of pool-
ing correlation matrices for data preparation, the procedure for integrating MASEM and IV 
methods is consistent.

Table 1

Notation Used in IV Models

Notation Definition

Y Dependent variable
X Endogenous predictor of Y that is correlated with the error of Y
Z Instrumental variable (IV) having a direct effect on X but no direct effect on Y
β βYX YZ; Standardized effect of X on Y; effect of Z on X
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As shown in Figure 3, the IV method can be integrated with each MASEM method based 
on six steps. Conveniently, the first three steps are the same for all three methods. First, a 
researcher needs to specify a theoretical model that includes all relationships between inde-
pendent and dependent variables, as is typical in SEM. Second, it is necessary to determine 
whether the model has endogeneity problems given the data that may bias parameter esti-
mates (e.g., omitted variables or reverse causality). If the researcher can conclude that there 
is no endogeneity problem, then it is reasonable to use a typical MASEM to examine the 
relationships between the variables without using IV-MASEM. If there is an endogeneity 
issue, however, then in the third step researchers can select appropriate IVs for the endoge-
nous predictors (Step 3, Figure 3), or otherwise try to estimate relationships using effect sizes 
from experimental studies or effect sizes from primary studies that have been corrected for 
endogeneity issues. For the former, as we noted, any IVs used need to satisfy two conditions: 
relevance, that is, Cor (Z, X) ≠ 0, and exclusion, that is, Cor (Z, eY ) = 0.

In the fourth step, researchers must choose a MASEM method according to their data type 
(i.e., using primary or aggregated effect sizes) and research question (i.e., whether they need 
to model path-coefficient heterogeneity). Researchers must choose the appropriate MASEM 
method based on their research questions, design, and data collection difficulty. Each method 
has advantages and disadvantages. The primary advantage of the U-MASEM method lies in 
its streamlined analytical procedure utilizing aggregated matrices as data input. However, a 
limitation of this method is its approach to treating effect sizes as independent, and disregard-
ing heterogeneity. If researchers do not need to consider the dependency among different 
effect sizes and heterogeneity across studies, they may opt for this method. Interested readers 
can refer to Viswesvaran and Ones (1995) and Bergh et al. (2016) for more detailed informa-
tion on this approach. In contrast, the FI-MASEM method’s strength lies in quantifying the 
heterogeneity of effect sizes across different studies. FI-MASEM requires not only the col-
lection of aggregated effect sizes but also the collection of indices of heterogeneity. When 
heterogeneity of effect sizes in meta-analysis is significant, FI-MASEM is effective to esti-
mate the distribution of effects among variables of interest. Interested readers can refer to Yu 
et al. (2016) and Yu et al. (2018) for detailed guidance of analytical procedure. OS-MASEM 
offers the advantage of modeling primary effect sizes, which is important for accommodating 
missing data and effectively assessing moderating effects. It assumes a hierarchical structure 
of the data (see Jak & Cheung, 2020). Overall, U-MASEM and FI-MASEM are suitable for 
aggregated effect sizes, while OS-MASEM is suited for primary effect sizes. Researchers 
should select a method based on the specific research question and the availability of data.

In the fifth step, three procedures for IV-SEM should be applied in MASEM, including (a) 
model specification, (b) assumption checking, and (c) statistical inference. For model speci-
fication, a target model is specified, including IVs (as in IV-SEM), but used with a between-
study covariance matrix. Following this, the exclusion condition for IVs is checked by 
evaluating the overall fit of the IV model. This checks whether IVs are exogenous. Generally, 
the number of IVs is one more than the number of endogenous predictor variables in the 
model, otherwise there are no degrees of freedom to detect possible violations of the exclu-
sion condition. This is different from econometrics, where it is often sufficient to have an 
equal number of instrumental and predictive variables. Next, researchers need to check 
whether IVs meet the relevance condition. Researchers could test the paths from IVs to the 
predictor, individually and jointly, using the z test and Wald test (only for one endogenous 
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Figure 3
Steps of Implementing IV-MASEM
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predictor), respectively; and computing R2 measures for the relationships between Z and X, 
which indicates the effect size of the relationship among the IVs and the endogenous predic-
tor. Appendix A (in the online supplemental material) offers details on calculating these R2 
measures using results from the three MASEM approaches, and we have written an R func-
tion to automate this for researchers, which has been uploaded to OSF as Supplemental 
Material.

If the assumption check shows IVs do not meet the two conditions, researchers need to go 
back to the third step to select other IVs, which may require collecting additional data and 
returning to the subsequent steps. If the assumption check shows IVs meet the two condi-
tions, after finishing the assumption check, the robust effect can be estimated as the mean 
value βYX , with assessments of “practical significance” using standardized values. In this 
case, the effects estimated by models can be reported as the meta-analytic estimates. Also, 
confidence interval estimates provide a way to assess the “reliability” of the effect estimate—
a wider interval indicates a less reliable estimate of the effect.

In sum, with this approach, IV-MASEM can help solve the endogeneity problem faced in 
MASEM research in a relatively efficient way and obtain robust estimates of parameters, 
which further expands existing MASEM research and researchers’ ability to test theories (see 
Appendix B in the online supplemental materials for a summary of the differences between 
MASEM and IV-MASEM). To support this point, in what follows we offer three comparative 
simulations to show the effectiveness of IV-MASEM in comparison with UMA and MASEM 
across different research contexts. In addition, for meta-analysts who are interested in using 
IV-MASEM following the steps suggested above, we provide an illustrative study that 
includes procedures and results of the IV-MASEM methods for analyzing a real meta-ana-
lytic dataset. Data, annotated R code, and relevant results of both our simulation study and 
illustrative study are available as supplemental materials, which can be downloaded from 
OSF (downloaded link: https://osf.io/k4bv6/?view_only=0d5d5e6273b74665bcd6d4d04699
8be7).

Comparative Simulation Study Using IV-Masem

We conducted three simulations across different scenarios to compare IV-MASEM with 
MA techniques excluding IVs (i.e., UMA and MASEM) in estimating and testing the strength 
of a relationship (i.e., βYX ) in the presence of endogeneity. Specifically, Simulation 1 evalu-
ated the ideal situations for IV-MASEM when the relevance and the exclusion assumptions 
were satisfied. In this situation, IV-MASEM is based on a properly specified model whereas 
MA techniques excluding IVs (i.e., UMA and MASEM) are not. The objective is to demon-
strate that in addition to a better model fit, the target effect βYX  would be less biased, and the 
Type-I error rates to test βYX  would be better controlled with IV-MASEM than with UMA or 
MASEM. Simulation 2 assessed the adverse instances for IV-MASEM where IVs were 
weakly relevant or endogenous. Note that when IVs are weakly relevant or endogenous, 
IV-MASEM may not be based on a properly specified model and it is unclear whether 
IV-MASEM could still outperform UMA and MASEM. Simulation 3 assessed the impact of 
missing IVs on the estimation and testing of the target effect.2 In the rest of this section, we 
first describe the research design in each simulation and then present the results and sum-
marize findings for each simulation.

https://osf.io/k4bv6/?view_only=0d5d5e6273b74665bcd6d4d046998be7
https://osf.io/k4bv6/?view_only=0d5d5e6273b74665bcd6d4d046998be7
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Simulation 1: Comparison of IV-MASEM With MA Techniques Excluding IVs 
When IVs Are Appropriate

Simulation Design

Objectives.  The objective of this simulation is to compare IV-MASEM based on relevant 
and exogenous IVs with MA techniques excluding IVs (i.e., UMA and MASEM) in estimat-
ing and testing the target effect βYX  in the presence of endogeneity.

Data-generating models.  We generated data based on the two models in Figures 4a and 
4b. In both models, IVs, Z1  and Z2, were exogenous and relevant in that they were not 
correlated with the error of the outcome Y, had no direct effects on the outcome, and were 
strongly correlated with the endogenous predictor X. To create endogeneity, we included a 
confounding variable V that simultaneously affected both the predictor X and the outcome Y 
in the model in Figure 4a and we considered a reverse-causal effect from Y to X in the model 
in Figure 4b.

Estimation methods.  The fitted model for IV-MASEM, as shown in Figure 2, was a stan-
dard IV-MASEM model with two IVs and the X-Y residual correlation. It did not contain the 
confounder V or the reverse path from Y to X, which were present in the two data-generating 
models. For comparison, we used the UMA and MASEM approaches to estimate and test the 
X-Y relationship without IVs.

Manipulated factors and parameter values.  We considered the following experimental 
conditions and assigned the following parameter values and sample size settings to the data-
generating models in Figures 4a and 4b:

(a)	 Two types of endogeneity: an omitted variable model in Figure 4a with meta-analytic slopes 
from V to X and to Y fixed at � �XV YV� � .20  and a reverse-causality model in Figure 4b 
with a meta-analytic slope from Y to X (βXY ) calculated by inverting the model-implied cor-
relation matrix equation so that the resulting meta-analytic correlation matrix P  equaled that 
of the omitted-variable model (see Appendix C in the online supplemental material for details);

(b)	 Meta-analytic slope from X to Y, three values: βYX  = .00, .10, .40; and
(c)	 Number of studies: k = 10, 50.

In addition, we considered a strong inter-IV correlation �Z Z1 2 50, .� , strong IV-predictor 
relationships � �XZ XZ1 2 40� � . , and moderate size of heterogeneity in bivariate correlations 
� � .10. We fixed the variances of all variables in the data-generating models to 1 by invert-
ing the model-implied correlation matrix equation to solve for appropriate residual variances 
of X and Y using the R function nlm. We present the algorithm used to calculate residual 
variances of X and Y in Appendix C.

All parameters were chosen following previous simulation studies on IV methods and on 
MASEM methods (Cheung, 2018; Maydeu-Olivares et al., 2019). Notably, we only consid-
ered the high-level confounding conditions (i.e., with � �XV YV� � .20 ) according to the 
previous simulation study on IV methods from Maydeu-Olivares et al. (2019). This amounted 
to introducing a spurious correlation of .20 to the true target effect βYX . Furthermore, when 
data were generated using the omitted variable model in Figure 4a, IVs Z1  and Z2  were set 
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Figure 4
Data-Generating Models in Simulation Studies

(a) Model A had an omitted common cause variable V.
(b) Model B had a reverse effect from Y to X.
(c) Model C had an omitted common cause variable V and a direct effect of instrument Z1  on the outcome Y.
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to be uncorrelated with the confounding variable V. As a result, the exclusion assumption that 
IVs were not correlated with the error of the outcome and had no direct effects on the out-
come were satisfied and the IVs were appropriate. A list of all chosen parameter values is 
available in the supplemental materials.

In sum, this simulation contained 2 (type of endogeneity) × 2 (number of studies) × 3 
(slope from X to Y) = 12 conditions. In each condition, we simulated 1,000 datasets, which is 
a common sample size used in simulation studies and follows common simulation practices 
(Burton, Altman, Royston, & Holder, 2006; Morris, White, & Crowther, 2019).

Data-generating procedures.  To simulate a meta-analytic dataset, we first computed  
the meta-analytic correlation matrix P  based on meta-analytic parameter values using the 

equation P I B V I B� �� � �� ��
�

�
�
�� �1 1

e  (Appendix C explains how to construct P  using the 

prespecified parameters). For data simulated based on the model in Figure 4a, we removed 
the row and the column relating the confounding variable V from P. We then simulated 
population bivariate correlations from normal distributions with means set to the correspond-
ing values in P  and an SD for heterogeneity τ  to construct each study-specific population 
correlation matrix Pi . Next, we generated k sample sizes ( Ni ; i k� �1 2, , , ) for individual 
studies by resampling with replacement the within-study sample sizes from our illustrative 
example. For each primary study, we simulated a sample of Ni  from a multivariate normal 
distribution with a mean vector of zero and a covariance matrix Pi . We then calculated the 
observed correlation matrix Ri . The k sets of simulated Ri  and Ni  constituted a meta-
analytic dataset for IV-MASEM.

Performance measures.  The bias of βYX  was used to check whether the meta-analytic 

estimates of βYX  would converge on its true value, calculated as � �

YX YX�  where βYX  was 

the true value and βYX  was the average estimate of βYX  across simulated datasets in each 
condition. Confidence interval (CI) coverage of βYX  or the proportion of simulated datasets 
with estimated 95% confidence intervals that contained the true βYX  was used to evaluate 
the trustworthiness of interval estimates. The ideal coverage rate should be close to the preset 
confidence level, that is, 95% here. Generally, a coverage lower than 90% is unacceptable 
when the chosen confidence level is 95%. Null hypothesis (H0) rejection rates or the propor-
tion of simulated datasets with significant βYX  estimates was used to evaluate the perfor-
mance of the three studied methods in testing the target effect βYX . Note that based on the 
definition of Type-I error rates and statistical power, rejection rates were the observed Type-I 
error rates when the true �YX � 0  (i.e., the null hypothesis was true and it was incorrectly 
rejected or a significant result was observed), and the statistical power when the true �YX � 0  
(i.e., the null was not true and it was correctly rejected or a significant result was observed). 
Ideally, Type-I error rates should be close to the predetermined 5% significance level and 
power should better be as high as possible. Often, 80% power is desired.

Notably, while assessing the validity of statistical inferences, we only used datasets deter-
mined to have converged solutions during estimation as well as relevant and exogenous IVs 
in finite samples, in contrast to the prior study by Maydeu-Olivares et al. (2019). This was 
done to replicate a common practice used in real data analysis, where researchers only make 
conclusions after determining that the chosen IVs pass the IV diagnostics. In particular, con-
vergence rate, the proportion of simulated replications with converged solutions, was used to 
exclude replications with untrustworthy estimation results.
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Results

Inclusion criteria.  MA techniques excluding IVs (i.e., UMA and MASEM) estimation 
converged normally for all simulated datasets and did not rely on IVs. Therefore, their results 
were based on all simulated datasets. For IV-MASEM, the convergence rates of its estima-
tion algorithm were all above 93%. Also, less than 2% of the simulated datasets were deter-
mined to have weak IVs (i.e., βXZ1  and βXZ 2  were jointly and individually not significant) 
and less than 8% of the datasets were determined to violate the exclusion condition across 
conditions (i.e., the chi-square test of model fit for the model in Figure 2 found significant 
results). Therefore, analysis of IV-MASEM’s results excluded the above-mentioned samples 
with non-converged estimation solutions and IVs that were diagnosed as inappropriate.

Mean estimates of ββYX.  As shown in Figure 5a, when IVs were relevant and exogenous, 
IV-MASEM provided much less biased estimates of βYX  than the two methods without IVs 
(IV-MASEM: .00 ~ .01; UMA and MASEM: .15 ~ .20). This pattern was consistent regard-
less of the number of studies, the effect size (i.e., βYX ), and the data-generating model (i.e., 
the omitted variable model in Figure 4a or the reverse-causality model in Figure 4b).

CI coverage of ββYX .  As shown in Figure 5b, IV-MASEM produced confidence intervals 
for βYX  with excellent coverage rates above 90% across conditions. The coverage rates of 
UMA and MASEM were far below the acceptable range, that is, around zero. These near-
zero coverage rates were likely due to the large estimation bias discussed above.

H0 rejection rates of ββYX.  As shown in Figure 5c, IV-MASEM showed the best rejection 
rate results across the three studied methods. Specifically, IV-MASEM had good control  
of Type-I error rates, as indicated by the fact that rejection rates under conditions where 
�YX � 0 were close to the nominal level, that is, .05. The other two methods without IVs 
showed highly inflated Type-I error rates, with rejection rates around 1 in conditions with a 
null effect. Again, the highly inflated Type-I error rates were largely due to the estimation 
bias mentioned previously. Because it is less meaningful to discuss statistical power if Type-I 
error rates are highly inflated, we did not compare the three methods in terms of statistical 
power, given that only IV-MASEM had acceptable Type-I error rates.

Summary.  Results of this study suggest that in the favorable conditions where IVs are 
relevant and exogenous, IV-MASEM produces less biased estimates of βYX , yields 95% 
interval estimates of βYX  with much better coverage, and provides a significance test of βYX  
with better Type-I error rates, as compared to the two MA methods without IVs, i.e., UMA 
and MASEM estimates of the X-Y correlation.

Simulation 2: Comparison of IV-MASEM With MA Techniques Excluding IVs 
When IVs Are Inappropriate

Simulation Design

Objectives.  The objectives of this simulation are twofold: (a) to compare IV-MASEM 
based on either weakly relevant or endogenous IVs with MA techniques excluding IVs (i.e., 
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Figure 5
Simulation 1: Performance of IV-MASEM and MA Techniques Excluding IVs (UMA 

and MASEM) When IVs Are Appropriate in Conditions With Various Numbers of 
Studies (k), Sizes of Effect (byx), and Types of Endogeneity (Omitted Variable vs. 

Reciprocal Effects)
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UMA and MASEM) in estimating and testing the target effect βYX , and (b) to investigate the 
effectiveness of the diagnostic tests of the two IV assumptions.

Data-generating models and estimation methods.  We generated data based on either the 
model in Figure 4c (in which the exclusion assumption was violated and IVs were endog-
enous) or the model in Figure 4a (in which the relevance assumption was violated and IVs 
were weakly relevant). To focus on the evaluation of the consequences of using weakly 
relevant or endogenous IVs, we only considered the omitted variable confounding mecha-
nism in this study. The same three estimation methods as in Simulation 1 were considered: 
IV-MASEM, UMA, and MASEM.

Manipulated factors and parameter values.  We adopted a similar but slightly differ-
ent simulation design. Specifically, we had 4 (type of IV inappropriateness) × 2 (sample 
size) × 3 (slope from X to Y) = 24 conditions in this simulation. The assigned parameter val-
ues and sample size settings were as follows:

(a)	 Types of IV inappropriateness: weak IVs with the following three sets of meta-analytic slopes 
from the IVs to the endogenous predictor: �XZ1 00� .  and �XZ 2 10� . ; �XZ1 10� .  and 
�XZ 2 10� . ; and �XZ1 10� .  and �XZ 2 4� . .  An endogenous IV, Z1, with a nonzero direct effect 
on the outcome was also included: �YZ1 10� . ;

(b)	 Meta-analytic slope from X to Y with three values: βYX  = .00; .10; and .40; and
(c)	 Number of studies: k  = 10 and 50.

In addition, we considered a strong inter-IV correlation �Z Z1 2 50, .� and a moderate size 
of heterogeneity in bivariate correlations � � . .10  For all other parameters, we applied simu-
lation settings identical to those in Study 1. We did not consider conditions with a strong 
IV-outcome residual correlation (e.g., �YZ1 2� . 0) as in a relevant previous study (Maydeu-
Olivares et al., 2019). This was because the previous study showed that when the IV-outcome 
residual correlation was as strong as .20 and the IVs were weak (� �XZ XZ1 2 10� � . ), the 
nonconvergence issue was so severe that even for the population the fitted model would not 
converge (Maydeu-Olivares et al., 2019). It is therefore natural to expect that the power rates 
of detecting this level of misspecification would be excessively high and thus results are less 
informative about the effectiveness of diagnostics for IV assumptions.

Performance measures.  To investigate the estimation accuracy and the quality of hypoth-
esis testing regarding the target effect made using IV-MASEM over UMA and MASEM, 
we again used the three performance measures in Simulation 1: bias; CI coverage; and H0 
rejection rates.

In addition to the benefits of IV-MASEM in estimation and testing of the target effect, we 
were also interested in evaluating how effective IV-MASEM was in detecting violations of 
the two IV assumptions. The rate of detected weak IVs or the proportion of simulated data-
sets determined to have weak IVs was used to evaluate the effectiveness of the diagnostics of 
the relevance assumption. IVs were diagnosed as weak instruments if the meta-analytic 
slopes from IVs to the predictor (i.e., β βXZ XZ1 2 ) were both individually and collectively 
nonsignificant. The rate of detected endogenous IVs or the proportion of simulated datasets 
determined to have significant direct effects of IVs on the outcome Y or nonzero IV-outcome 
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residual correlations was used to assess the effectiveness of the diagnostics of the exclusion 
assumption. IVs were considered endogenous if the chi-square test of model fit for the 
IV-MASEM model in Figure 2 returned a significant result.

Results

Inclusion criteria.  MA techniques excluding IVs (i.e., UMA and MASEM) estimation 
converged normally in nearly all simulated datasets.3 For IV-MASEM, the convergence rates 
of the estimation algorithm reported in Table 2 were 100% when the number of studies was at 
least 50. Additionally, the convergence rates of IV-MASEM decreased as the strength of IVs 
and/or the number of studies decreased. The following analyses regarding the diagnostics of 
the two IV assumptions were based on datasets with converged results.

Detection of weak IVs.  Results in Table 2 showed that the power rates to detect weak IVs 
were low. Specifically, when there were only 10 studies and the IVs were weak in the popula-
tion (�XZ1 0�  and �XZ 2 1� . ), 26% to 32% of simulated datasets were determined to have 
weak IVs in finite samples. For all the other conditions, the proportions of datasets having 
weak IVs was less than 6%. Despite low power rates of detecting weak IVs, however, as will 
be shown later when examining IV-MASEM’s estimation and testing of βYX  in the presence 
of weak IVs, IV-MASEM still provided less biased estimates and better control of Type-I 
error rates to test βYX  compared to UMA and MASEM. This might suggest that instrument 
relevance was a small-sample problem or if the (aggregated) sample size was sufficiently 
large, IVs weakly correlated with the predictor in the population were still sufficiently strong 
in finite samples.

Detection of endogenous IVs.  We mainly focused on the six conditions where the first 
IV had a direct effect on the outcome (�YZ1 1� . ) and the exclusion condition was vio-
lated in the population. As shown in Table 2, when there were only 10 studies, about 20% 
of the simulated datasets were diagnosed as having endogenous IVs. When there were as 
many as 50 studies, the power to detect endogenous IVs rose to between 53% and 61%. For 
the remaining 18 conditions with exogenous IVs or IVs only correlated with the outcome 
through the endogenous predictor, the rates of falsely detecting endogenous IVs were less 
than 7%. Overall, the chi-square test of model fit was effective in controlling the Type-I error 
rates—rates of falsely detecting endogenous IVs—and showed moderate statistical power to 
detect endogenous IVs.

Mean estimates of ββYX .  When inappropriate IVs were weakly correlated with the predic-
tor and had no direct effects on the outcome (see the three plots except for the bottom right 
one in Figure 6a), IV-MASEM yielded unbiased estimates of βYX , compared to UMA and 
MASEM (i.e., IV-MASEM: −.04 ~ .02 versus UMA and MASEM: .20 ~ .21). The bias of 
UMA and MASEM did not decrease as the number of studies increased. When inappropriate 
IVs were strongly correlated with the predictor but had direct effects on the outcome (see 
the bottom right plot in Figure 6a), βYX  estimates from IV-MASEM were biased (around .13 
regardless of the true value of βYX ). On the positive side, IV-MASEM was still less biased 
than the two methods without IVs (which produced bias around .26).
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CI coverage of ββYX .  As shown in the three plots, except for the one on the bottom right 
in Figure 6b, UMA and MASEM showed coverage that was almost zero due to the large 
bias previously discussed. IV-MASEM produced interval estimates of βYX  with excellent 
coverage > 91% when inappropriate IVs were weakly correlated with the predictor and 
had no direct effects on the outcome. However, when inappropriate IVs had direct effects 
on the outcome (see the bottom right plot in Figure 6b), IV-MASEM showed unacceptably 
low coverage < 30%. The estimation bias under such circumstances, noted previously, was 
a substantial factor here.

H0 rejection rates of ββYX.  When the inappropriate IVs were weakly correlated with the 
predictor and had no direct effects on the outcome (see the three plots except for the one on 
the bottom right in Figure 6c), IV-MASEM was the only method that demonstrated proper 
control over Type-I error rates at < .09. UMA and MASEM showed Type-I error rates close 

Table 2

Results of Simulation 2 Regarding the Diagnostics of the Two Instrument 
Assumptions When Instruments Were Inappropriate

k βYX

Rate of Detected 
Weak Instruments

Rate of Detected 
Endogenous Instruments

Convergence Rate 
of IV-MASEM

Inappropriate IVs Condition 1: ββXZ1 = 0, ββXZ 2 = 0.1, and ββYZ1 = 0
10 .00 .32 .05 .80
10 .10 .32 .03 .85
10 .40 .26 .04 .91
50 .00 .00 .05 1.00
50 .10 .00 .06 1.00
50 .40 .00 .04 1.00
Inappropriate IVs Condition 2: ββXZ1 = 0.1, �� �� �� ��XZ YZand2 10.1, 0
10 .00 .06 .05 .86
10 .10 .03 .07 .92
10 .40 .04 .07 .90
50 .00 .00 .05 1.00
50 .10 .00 .05 1.00
50 .40 .00 .06 1.00
Inappropriate IVs Condition 3: �� �� �� �� �� ��XZ XZ YZand1 2 10.1 0.4, 0,
10 .00 .00 .06 .97
10 .10 .02 .07 .93
10 .40 .01 .07 .95
50 .00 .00 .05 1.00
50 .10 .00 .06 1.00
50 .40 .00 .05 1.00
Inappropriate IVs Condition 4: �� �� �� �� �� ��XZ XZ YZand1 2 10.4, 0.4, 0.1

10 .00 .01 .19 .95
10 .10 .02 .21 .94
10 .40 .02 .18 .95
50 .00 .00 .59 1.00
50 .10 .00 .61 1.00
50 .40 .00 .53 1.00
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Figure 6
Simulation 2: Performance of IV-MASEM and MA Techniques Excluding IVs (UMA 
and MASEM) When IVs Are Not Appropriate in Conditions With Various Numbers 

of Studies (k), Sizes of Effect (byx), Instrumental Relevance (bxz1 and bxz2), and 
Violations of Exclusion Assumption (byz1)
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to one and estimation bias was likely a major factor. We only discuss the statistical power 
of IV-MASEM because discussing the statistical power of the two approaches without IVs 
would be meaningless due to the significantly exaggerated Type-I error rates. The power 
rates of IV-MASEM to detect significant βYX  increased noticeably as the slopes from IVs to 
the predictor (βXZ1  and βXZ 2) and/or the number of studies increased. Particularly, the slopes 
from IVs to the predictor had a considerable impact. When the slopes from the IVs to the 
predictor were strong and the true value of βYX  and the number of studies were held con-
stant, the power rates of the significance test of βYX  could be multiple times higher than in 
cases where the slopes from the IVs to the predictor were weak. For example, with weak IVs 
(�XZ1 00� .  and �XZ 2 10� . ), the power rate of IV-MASEM was 25% in the condition with 
�YX � .40  and the number of studies was 10. However, this increased to 100% with strong 
IVs (�XZ1 10� .  and �XZ 2 40� . ). We observed a different pattern of results when IVs had 
direct effects on the outcome (see the bottom right plot in Figure 6c). IV-MASEM produced 
inflated Type-I error rates > .71 for the test of βYX , suggesting untrustworthy hypothesis test-
ing results from IV-MASEM in such conditions.

Summary

Results of Simulation 2 showed that the power rates to detect weak IVs were low. 
Fortunately, weak IVs appeared to be a small-sample size issue. As long as the (aggregated) 
sample size was sufficiently large, weak IVs had a small impact on IV-MASEM point esti-
mates, interval estimates, and Type-I error control of βYX , despite showing a negative effect 
on the power to detect βYX . Simulation results also showed that the power rates to detect 
endogenous IVs were relatively high compared to those of detecting weak IVs. However, the 
power rates still fell short of the desired 80% level. In addition, applying IV-MASEM to 
datasets that met the diagnostic criteria for the exclusion assumption still led to biased esti-
mates, interval estimates with unacceptably low coverage rates, and liberal hypothesis test-
ing results. The encouraging finding was that even in unfavorable conditions with endogenous 
IVs, IV-MASEM still outperformed MA techniques excluding IVs (i.e., UMA and MASEM) 
in terms of bias and coverage rates. Therefore, although MASEM might not be perfect, it still 
outperformed traditional meta-analytic methods.

Simulation 3: Comparison of IV-MASEM With MA Techniques Excluding IVs 
When IVs Are Available for Only a Subsample of the Primary Studies

Simulation Design

Objectives.  In the context of meta-analysis, it is not uncommon to find that IVs are only 
available in a subset of primary studies or, equivalently, bivariate correlations involving IVs 
are missing in a subsample of primary studies. This simulation aims to evaluate the impact 
of missing IVs on the performance of IV-MASEM and MA techniques excluding IVs (i.e., 
UMA and MASEM).

Data-generating models and estimation methods.  We generated data based on the model 
in Figure 4a and omitted IV-related correlations randomly with two missing rates. The fitting 
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model was again the one in Figure 2 and we only considered the omitted variable confound-
ing mechanism in this study. The same three estimation methods as in Simulation 1 were 
considered: IV-MASEM; UMA; and MASEM.

Manipulated factors and parameter values.  We adopted a similar but somewhat modified 
simulation design. Specifically, our conditions were 2 (missing rate) × 2 (sample size) × 3 
(slope from X to Y) = 12. The specific assigned parameter values and sample size settings 
were listed below:

(a)	 Missing rate for X - Z1 , X - Z2 , Y - Z1 , and Y - Z2  correlations of two levels � � 60% and 
80%;

(b)	 Meta-analytic slope from X to Y of three values βYX = .00, .10, and .40; and
(c)	 Number of studies k = 10 and 50.

In addition, we considered a high missing rate for the Z1 - Z2  correlation (90%), a strong 
inter-IV correlation (�Z Z1 2 5, .� 0), a strong IV-predictor correlation (� �XZ XZ1 2 40� � . ), 
and a moderate size of heterogeneity in bivariate correlations ( � � .10 ). Apart from this, we 
applied simulation settings identical to those in Simulations 1 and 2. The missing rates were 
chosen to mimic the high missingness found in some MASEM studies.

Missing data generation.  Based on the data-generating procedure described in Simu-
lation 1, we generated missing bivariate correlations in the following way. We first speci-
fied a missing rate π for X - Z1 , X - Z2 , Y - Z1 , and Y - Z2  bivariate correlations. We then 
randomly selected: the first IV Z1  to be missing at a rate = .90� � ; the second IV Z2  to be 
missing at a rate = .90� � ; and both IVs Z1  and Z2  to be missing at a rate = 2 9�� . . If a 
variable was missing in a primary study, then all bivariate correlations involving this variable  
were missing. For example, if Z1  was absent from the first primary study, the X - Z1 , Y - Z1, 
and Z1 - Z2  correlations were all missing. According to this rule, the missing rates for the  
X - Z1 , X - Z2 , Y - Z1 , and Y - Z2  correlations were . .90 2 90� � � �� � � , as noted previ-
ously. For the Z1 - Z2  correlation, its missing rate was . . . . .90 90 2 90 90� � � � � �� � �  In 
conditions with 10 primary studies, by chance alone the IV-related correlations were absent 
from nearly all primary studies and MASEM was not estimable. In these cases we “refilled” 
or eliminated the missingness of the IV-related correlations in three randomly selected pri-
mary studies to satisfy the minimum number for meta-analysis (Chambless & Hollon, 1998; 
Seibert, Wang, & Courtright, 2011). This was done when the IV-related correlations were 
observed in fewer than three studies in a meta-analysis dataset.

Performance measures.  As in Simulation 2, we used the power rates to detect weak 
and endogenous IVs to evaluate the impact of missing IVs on the effectiveness of the 
IV assumption diagnostics. Also, we used the following three performance measures to 
evaluate the effect of missing IVs on IV-MASEM’s estimation and testing of βYX : bias; 
CI coverage; and H0 rejection rates. Results regarding IV-MASEM in estimation and test-
ing were calculated based on samples with converged estimation and IVs diagnosed as 
relevant and exogenous.
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Results

Inclusion criteria.  The analyses on the detection of weak and endogenous IVs were based 
on samples with converged estimation. Specifically, as shown in Table 3, UMA and MASEM 
on the X-Y relationship converged normally in all simulated datasets, partly because there 
were no missing X-Y correlations, and thus their results were based on all simulated data-
sets. For IV-MASEM, the convergence rates were above 85% when there were 50 studies, 
regardless of the missing rate π . When there were 10 studies, the convergence rate could be 
unacceptably low: 46% ~ 60%. Therefore, IV-MASEM’s results were based on subsets of 
simulated datasets with converged estimation.

Detection of weak IVs.  When IVs were available only in a subset of studies due to miss-
ingness, the probability of falsely identifying weak IVs was nonnegligible despite IVs being 
strong in the population (� �XZ XZ1 2 4� � . ). Specifically, 23% to 39% of the simulated data-
sets were determined to have weak IVs when the number of studies was 10. For all other 
conditions, the proportion of falsely detecting weak IVs was less than 8%.

Detection of endogenous IVs.  Regardless of the missing rate for IV-related correlations 
and the number of studies, about 10% of the simulated datasets were falsely determined to 
have endogenous IVs. Given that IVs were actually generated to be exogenous in the popu-
lation, these detection rates were Type-I error rates to detect endogenous IVs. They were 
slightly inflated but remained in an acceptable range in the presence of missing IV-related 
correlations.

Table 3

Results of Simulation 3 Regarding the Diagnostics of the Two Instrument 
Assumptions in the Presence of Missing Instruments When Instruments Were Strong 

and Exogeneous in the Population

k βYX

Rate of Detected 
Weak Instruments

Rate of Detected 
Endogenous Instruments

Convergence Rate 
of IV-MASEM

Missing Rate Condition 1: 60%
10 .00 .33 .09 .48
10 .10 .26 .09 .55
10 .40 .39 .08 .46
50 .00 .03 .05 .92
50 .10 .02 .07 .94
50 .40 .02 .06 .95
Missing Rate Condition 2: 80%
10 .00 .23 .09 .60
10 .10 .34 .09 .47
10 .40 .32 .10 .52
50 .00 .08 .08 .85
50 .10 .06 .07 .87
50 .40 .06 .07 .86
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Figure 7
Simulation 3: Performance of IV-MASEM and MA Excluding IVs (UMA and 

MASEM) When IVs Are Available in a Subset of Primary Studies in Conditions With 
Various Numbers of Studies (k), Sizes of Effect (byx), and Missing Rates
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Mean estimates and CI coverage of ββYX.  In the presence of missing IVs, IV-MASEM still 
produced less biased estimates of βYX  compared to UMA and MASEM, as shown in Figure 
7a. With respect to interval coverage, IV-MASEM was the only method that provided 95% 
interval estimates with acceptable coverage rates (i.e., > 85%), as shown in Figure 7b. Inter-
val estimates obtained using UMA and MASEM had coverage rates close to zero, possibly 
because of the large upward bias in the estimation of βYX , as shown in Figure 7b. Notably, 
the coverage rates of IV-MASEM intervals were lower when the number of studies was small 
(i.e., 10 rather than 50). The decrease in coverage rates was likely due to the downward bias 
in SE with only 10 studies.

H0 rejection rates of ββYX.  Rejection rate results in Figure 7c showed patterns similar to 
those in Simulation 1. IV-MASEM showed better control of Type-I error rates to test βYX  
in the presence of missing IVs, compared to UMA and MASEM. However, its Type-I error 
rates (.08~.15) were higher than .05, and higher than rates when IVs were available in all 
studies as in Simulation 1.

Summary

Results of this study suggest a nontrivial impact of missing IVs in a subset of studies on 
the detection of weak IVs, coverage rates, and Type-I error rates for the significance test of 
βYX . Although IV-MASEM still outperformed MA techniques excluding IVs (i.e., UMA and 
MASEM), it yielded inflated Type-I error rates to falsely detect weak IVs, produced 95% 
interval estimates for βYX  with lower coverage rates, and showed inflated Type-I error rates 
to test βYX , when IVs were available in only a subset of studies.

Illustrative Study for Using IV-Masem

To illustrate IV-MASEM and compare it with MA techniques excluding IVs (i.e., UMA 
and MASEM), we used IV-MASEM methods, UMA, and MASEM excluding IVs to explore 
the effect of abusive supervision (X) on supervisor-directed deviance (Y). For IV-MASEM, 
we used two personality traits as exogenous IVs, according to the suggestion of Antonakis et 
al. (2010), including social desirability (Z1) and negative affectivity (Z2). The relationship 
between abusive supervision and supervisor-directed deviance has been an important topic in 
management research, and it has been synthesized in previous correlational meta-analyses 
(Mackey, Frieder, Brees, & Martinko, 2015; Zhang & Liao, 2015). Abusive supervision is 
defined as the subordinate’s perception of the supervisor’s persistently displaying hostile 
verbal or nonverbal behavior excluding physical contact (Mawritz, Greenbaum, Butts, & 
Graham, 2017; Tepper, Duffy, & Shaw, 2001). For example, supervisors yell at, ridicule, 
intimidate, and publicly humiliate their employees (Kluemper, Mossholder, Ispas, Bing, 
Iliescu, & Ilie, 2019; Tepper, 2000, 2007).

When repeatedly exposed to abusive behaviors by supervisors, employees experience 
anger, frustration, helplessness, and anxiety (Aryee, Sun, Chen, & Debrah, 2008; Harvey, 
Stoner, Hochwarter, & Kacmar, 2007; Restubog, Scott, & Zagenczyk, 2011; Tepper, Moss, 
Lockhart, & Carr, 2007). According to negative social exchange theory, subordinates who 
experienced abusive supervision often took some actions in the form of supervisor-directed 
deviance that were harmful to the supervisor as a response to the abusive supervision (Burton 
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& Barber, 2019; Mitchell & Ambrose, 2007, 2012). Although research on abusive supervi-
sion and supervisor-directed deviance has made great progress, few previous studies have 
examined the causal relationship between abusive supervision and supervisor-directed devi-
ance. In particular, previous research suggests the relationship between subordinate misbe-
havior and abusive supervision could be reciprocal (Lian, Ferris, Morrison, & Brown, 2014), 
implying bi-directionality or “reverse” causality. Additionally, abusive supervision and 
supervisor-directed deviance are often correlated with the same third variables, such as job 
satisfaction (Tepper, Carr, Breaux, Geider, Hu, & Hua, 2009), negative reciprocity (Mitchell 
& Ambrose, 2007), leader–member exchange (Chen & Liu, 2019), and work-related nega-
tive affect (Michel, Newness, & Duniewicz, 2016). To gain a more comprehensive and accu-
rate understanding of the relationship between abusive supervision and supervisor-directed 
deviance in the meta-analysis, we explored this potential causal effect using the three 
IV-MASEM methods mentioned in the manuscript. As Antonakis et al. (2010) suggested, 
personality traits could be IVs in management research because they are stable and exoge-
nous. Accordingly, we use two personality traits—social desirability and negative affectiv-
ity—as IVs, which are correlated with abusive supervision while not directly correlating with 
employee-based supervisor-directed deviance (Lian, Lance Ferris, & Brown, 2012; Mitchell 
& Ambrose, 2012).

Sample and Coding

In order to expand the meta-analysis database of primary studies as much as possible, 
based on the four variables involved in the theoretical model in this study, we first searched 
all related empirical studies in the following databases: Web of Science (SSCI); Scopus; 
PsycINFO; EBSCO; ERIC; ABI /INFORM; Google Scholar; and CNKI. Second, we further 
enlarged our meta-analysis database with highly cited qualitative and quantitative reviews 
(e.g., Tepper, 2007). Additionally, we searched Google Scholar, Web of Science (SSCI), 
PsycINFO/Dissertation, ProQuest Digital Dissertations, SCOPUS, and PsycINFO for unpub-
lished studies, including conference papers, working papers, dissertations, book chapters, 
and reports. To identify valid samples, we developed the following inclusion criteria: (1) the 
sample articles contain at least one bivariate relationship in our theoretical model; (2) the 
sample articles must be empirical; (3) the sample articles must contain correlations. Based on 
these three criteria, a total of 85 published studies were identified. We developed a coding 
scheme based on Krippendorff (2018). Specifically, the articles were first independently 
coded to avoid data inaccuracies due to coding errors. Second, three main aspects of informa-
tion were extracted from each article, including (a) the sample size, (b) the reliability of each 
variable, and (c) the correlations. During the coding process, some subtle differences were 
also resolved through discussion. All effect sizes we coded and references included in our 
meta-analysis are presented in online supplemental material in the OSF.

Analysis

First, we calculated the number of independent studies (k), sample size (N), the weighted 
mean correlation (r) of each bivariate effect with its standard deviation (SDr), the mean true-
score correlation (ρ) of each bivariate effect with its standard deviation (SDρ), the 95% 
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confidence interval for the mean effect, and the 80% credibility interval according to Hunter 
and Schmidt (2004).

Second, we calculated the causal effect of abusive supervision on supervisor-directed 
deviance by using UMA, MASEM, and three new IV-MASEM methods: IV-U-MASEM; 
IV-FI-MASEM; and IV-OS-MASEM. Consistent with the analytical procedure for 
IV-MASEM we proposed, we specified a structural model. Following the suggestion of 
Antonakis et al. (2010), we used two personality traits as exogenous IVs, including social 
desirability (Z1) and negative affectivity (Z2), to predict abusive supervision (i.e., an endog-
enous predictor X), which affects supervisor-directed deviance Y (see Figure 1 for the model 
diagram). Crucially, we specified correlated errors among X and Y to allow for endogeneity 
in X, and the two IVs Z1 and Z2 were specified as having no direct relationship with Y. R code 
and outputs (see supplemental material in the OSF) and functions used in the analysis (see 
supplemental material in the OSF) have been uploaded to OSF to help interested readers 
replicate our analyses. Specifically, in the interest of article length, we present the results of 
IV-U-MASEM, which is the most commonly used MASEM method in management research. 
A full report of results based on all three IV-MASEM methods (i.e., IV-U-MASEM, IV-FI-
MASEM, and IV-OS-MASEM) is available in our online supplemental materials, where 
interested readers can access detailed results and compare the analytical processes of these 
three methods. For our analysis, a total of 85 studies were included. All the effect sizes we 
coded and references included in our meta-analysis are presented in the online supplemental 
materials.

Results of MA Techniques Excluding IVs

We considered two MA techniques excluding IVs: UMA and MASEM. For UMA, we 
computed the sampling variance for the X-Y correlation from each primary study using 
Equation 3.4 in Schmidt and Hunter (2015: 99). Results based on UMA showed that the 
meta-analytic correlation between abusive supervision and the supervisor-directed deviance 

was moderate: � � 

YX YX� �0.43, SE = 0.03, p < .001. For MASEM, we reformatted the 

meta-analysis dataset from a vector of X-Y correlations to a list of 2-by-2 correlation matri-
ces with X-Y correlations set to the off-diagonal elements as data input for MASEM analysis. 
Results of MASEM showed that the relation between abusive supervision and the supervi-

sor-directed deviance was moderate: � � 

YX YX� � 0.43; SE = 0.03; p < .001. These results 

indicate there is a remarkable alignment between the findings of our illustrative and simula-
tion studies. Specifically, the results of UMA and MASEM are essentially equivalent in the 
analysis of univariate relationships.

Results of IV-MASEM

To proceed with our analysis, we checked the IV assumptions by first assessing the fit of 
the model. This provides a global assessment of whether the two IVs are uncorrelated with the 
error of Y . Model fit assessed using the χ2  showed adequate fit (�2 3 26 1 07� � �. , , .df p ), 
suggesting both IVs satisfied the condition of being unrelated to Y’s error term. Second, we 
checked the other IV condition that the two IVs were strongly correlated with X. A Wald test 
of the two IV’s coefficients predicting X was highly significant (� � � �58 97 1 001. , , .df p ). 
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This indicates that at least one of the IVs was correlated with X, but, given the large sample 
size and omnibus nature of this test, we evaluated each instrument separately based on its 
coefficients. Social desirability was statistically and practically related to abusive supervi-
sion ( b SE pX IV� � � �1 14 05 004. , . , . ), and thus social desirability did appear to be an IV for 
the endogenous variable abusive supervision. Negative affectivity was also statistically and 
practically related to abusive supervision ( b SE pX IV� � � �2 38 05 001. , . , . ), indicating neg-
ative affectivity appears to be a good IV for abusive supervision. As indicated earlier, we also 
recommend using R2 to assess the overall strength of these associations, which in this case 
for the two IVs was .14, bigger than Cohen’s criterion of medium R2 effect sizes (.13). This 
indicated no weak instruments. In the third step, we proceeded to explore causality. As shown 
in Figure 8, the meta-analytic path coefficient between abusive supervision and supervisor-
directed deviance was b SE pYX � � �. , . , .77 08 001. This result showed that abusive super-
vision was indeed an important predictor of supervisor-directed deviance, and the effect 
between the two variables was supported by the IV-U-MASEM estimated effect.

Summary

In conclusion, according to the results from UMA, MASEM, and IV-U-MASEM meth-
ods, we can see that by incorporating IVs into MASEM, researchers may obtain very differ-
ent meta-analytic effect size estimates, as opposed to the traditional UMA and MASEM 
methods without IVs. Specifically, UMA and MASEM showed that the effect of abusive 
supervision on supervisor-directed deviance was moderate, whereas IV-MASEM showed 
that this effect was large. Given that these results followed a pattern that was consistent with 
the findings of the simulation studies, and as these results might complement other findings 
in the literature showing similar effects, we suggest that IV-MASEM can be a useful comple-
ment to existing meta-analytic testing.

Figure 8
The Model Results of the Illustration Study

Note. Asterisks denote levels of statistical significance: * indicates p < .05, ** indicates p < .01, and *** indicates 
p < .001.
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Discussion

In management research, meta-analyses using UMA and MASEM excluding IVs are 
increasingly common, and can be potent methods for synthesizing findings from multiple stud-
ies and obtaining robust estimates. UMA and MASEM excluding IVs demonstrate a robust 
capacity for integrating effect sizes from both experimental and non-experimental data, allow-
ing for efficient amalgamation of diverse data types. However, issues of endogeneity in the 
aggregation process are often overlooked by researchers. While endogeneity is not a concern 
with experimental effect sizes for UMA and MASEM excluding IVs, it poses challenges with 
non-experimental effect sizes. UMA cannot address these issues, and although MASEM has 
the capability by integrating IV, it is rarely explicitly addressed by scholars utilizing this 
approach. In response, we propose IV-MASEM as a potential solution. The methodological 
innovation of IV-MASEM represents a significant advancement by applying the IV-SEM 
framework to meta-analysis, thereby improving the accuracy and validity of synthesized find-
ings. Our paper offers three comparative simulations that explore the efficacy of IV-MASEM, 
UMA, and MASEM excluding IVs under various conditions, shedding light on their advan-
tages and limitations. The results show that the introduction of IVs in MASEM, even in the face 
of challenges caused by weak IVs, endogenous IVs, or missing data, can significantly enhance 
the MASEM model’s ability to manage endogeneity. Specifically, Simulation 1 compared 
IV-MASEM with UMA and MASEM excluding IVs when IVs were strong and exogenous. We 
found that IV-MASEM gave much more accurate estimates of the target effect than UMA and 
MASEM excluding IVs, showing better control of Type-I error rates to test the target effect. In 
Simulation 2, we compared the performance of these three methods when the IVs were invalid, 
that is, weakly relevant or endogenous. According to the results of the Simulation 2, under the 
condition of large sample sizes, weak IVs lead to low statistical power and endogenous IVs bias 
point estimates, interval estimates, and Type-I error control of βYX  within IV-MASEM. 
However, compared to UMA and MASEM excluding IVs, the biases produced by IV-MASEM 
are smaller. This illustrates the comparative robustness of IV-MASEM against potential distor-
tions in parameter estimation when faced with weak or endogenous IVs. Finally, Simulation 3 
showed that IV-MASEM recovers the effect with negligible bias even when the proportion of 
missing IVs is high, even though the accuracy of interval estimation, and significance tests of 
βYX  decreased. This partly addresses the issue of missing IVs, which is relevant because pri-
mary studies frequently measure different variables—as we elaborate on below. In sum, our 
results show potential advantages of IV-MASEM over UMA and MASEM excluding IVs. We 
now explore the implications of our findings and offer suggestions for future research.

Implications

Two overall objectives of management research and scientific research more generally are 
to find unbiased effects and systematically summarize the empirical research on a given topic 
(e.g., Bilgili, Calderon, Allen, & Kedia, 2017; Zhang et al., 2019). When effect sizes from 
randomized experiments are not available, these two objectives often cannot be realized 
simultaneously, because unbiased inferences are hard to make based on effect sizes from 
observational primary studies. The major challenge is that the effect of an endogenous pre-
dictor X on an outcome Y cannot be estimated consistently because of endogeneity. The 
IV-MASEM overcomes this by including IVs in MASEM, allowing an X-Y error correlation 
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to be estimated (Antonakis et al., 2010; Bollen, 2012; Maydeu-Olivares et al., 2020). The net 
result is that the IV-MASEM can help researchers achieve two key objectives simultane-
ously: enhancing the accuracy of inference and synthesizing the findings of primary studies 
meta-analytically, even when primary studies are non-experimental and some may not con-
tain all required variables and correlations.

From the perspective of method development, our paper advances previous work on IV 
methods, which were limited to single empirical studies. By incorporating the logic of 
IV-SEM, IV models can be estimated using three types of MASEM: U-MASEM; FI-MASEM; 
and OS-MASEM. All of these can accommodate an IV-SEM structure, with different advan-
tages with each. An advantage of all these methods is that even if each primary study does 
not investigate all relevant variables, and thus does not allow IV modeling within a given 
study, the IV methods can still be performed at the aggregate level between studies. 
Specifically, any single study might not measure enough of these variables, making IV meth-
ods impossible. In contrast, by synthesizing information from multiple studies, MASEM 
allows management researchers to apply IV methods at the aggregate level even in the pres-
ence of missing data on an IV—as we demonstrate in Simulation 3. In such cases, the pri-
mary correlational study can still improve estimates of meta-analytically derived correlations, 
which can be incorporated with information about IVs from other primary studies that have 
measured them.

Although IV-MASEM is an application of IV-SEM for analyzing effect size data within 
meta-analysis, significant distinctions exist between IV-SEM and IV-MASEM across three 
aspects. First, IV-SEM generally fits a single covariance matrix, whereas IV-MASEM (e.g., 
IV-OS-MASEM) fits multiple matrices to account for between-study heterogeneity, which is 
a unique strength. Second, the methods of collecting IV data differ, with IV-SEM using pri-
mary data and IV-MASEM typically gathering effect size data from published studies that 
extends the scope for identifying IVs. Lastly, the nature of result reporting differs between 
the two: IV-SEM reports on the fit of a single model, whereas IV-MASEM not only calcu-
lates relationships but also considers between-study heterogeneity through effect size distri-
bution estimation.

From the perspective of method application, we have detailed and illustrated analytical 
procedures of IV-MASEM. Specifically, before the application of IV-MASEM, research-
ers should examine the two conditions for applying IV methods in the context of meta-
analysis, including research design and modeling conditions. Regarding research design, 
UMA can be applied when endogenous predictors in most primary studies are manipu-
lated through randomized experiments, whereas IV-MASEM should be applied when 
most primary studies are observational. Regarding modeling, both a relevance assump-
tion (i.e., IVs are correlated with the endogenous predictors) and an exclusion assumption 
(i.e., IVs are independent of endogenous outcomes after accounting for endogenous pre-
dictors) are important for IV-MASEM. Overall, IV-MASEM will offer more accurate 
estimates than traditional meta-analysis when these two conditions are satisfied: (1) if the 
researcher finds that in primary studies there is insufficient effect size information from 
randomized experiments (i.e., a research design condition); and (2) the researcher finds 
IVs that satisfy the relevance and exclusion assumptions (i.e., IV modeling condition). In 
these cases, we recommend IV-MASEM as a preferred method that researchers should 
consider.
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In the process of applying IV-MASEM, the selection of a specific MASEM method and 
IVs are critical. It is necessary to take the type of correlational matrix as data input into 
account when selecting between three IV-MASEM methods, as per our fourth step for 
IV-MASEM. Both IV-U-MASEM and IV-FI-MASEM can analyze meta-analytic correlation 
matrices, whereas IV-OS-MASEM relies on primary-study correlations. For using meta-
analytic correlation matrices, Landis (2013: 256) notes “meta-analytic correlations reported 
elsewhere should be the most viable values” to build matrices as data inputs for MASEM 
when the average correlation matrix is incomplete. This can be an effective strategy as many 
published papers show (Bergh et al., 2016; Friend, Jaramillo, & Johnson, 2020), but it is 
based on aggregated correlation effect sizes and thus requires U-MASEM or FI-MASEM. 
For IV-MASEMs with primary study data, IV-OS-MASEM can be adopted. Accordingly, if 
researchers plan to use IV-MASEM based on meta-analytical effect sizes from previously 
meta-analysis, then IV-U-MASEM and IV-FI-MASEM are more feasible. When choosing 
between IV-U-MASEM and IV-FI-MASEM, it is important to consider whether the model 
path coefficients are heterogeneous. If researchers are interested in modeling the heterogene-
ity of path coefficients, IV-FI-MASEM should be applied.

Regarding the selection of IVs, each primary study may use a different IV. Thus, more 
primary studies may increase the number of IVs. Modeling many IVs presents challenges, so, 
rather than address the complexity of numerous IVs during the modeling phase, we suggest 
a strategic approach during the inclusion/exclusion phase. This involves predetermining an 
effective number of IVs suitable for IV methods. Subsequently, the most common IVs across 
the primary studies are selected. For instance, if six studies focus on variables X and Y, 
necessitating two IVs, researchers would identify the most common IVs, such as Z1 and Z2, 
and incorporate them into the IV-MASEM. This will reduce missing data rates compared to 
including all IVs, and the issues caused by missing data shown in Simulation 3. It is impor-
tant to note that choosing to include only a subset of IVs does not indicate that primary stud-
ies utilizing other IVs will not be included in a meta-analysis. If those studies report the X-Y 
correlation, then they should also be included. What can be excluded are the correlations 
involving alternative IVs from primary studies. This strategic selection not only addresses 
the challenge of managing numerous IVs, but it can also enhance the usefulness of 
IV-MASEM by contributing to accurate meta-analytic inferences.

Directions for Further Research

Given the potential for IV-MASEM to estimate unbiased effects meta-analytically and to 
reanalyze previously published meta-analytic data, several issues are worth future research. 
First, the IV method can only be used to strengthen the accuracy of inferences with meta-
analytic correlation matrices. When between-study heterogeneity exists, especially with het-
erogeneous effects, the average effect across studies will lose some of its utility for 
generalization. Accordingly, including moderators (i.e., between-study covariates such as 
sample or study characteristics) to explain the heterogeneity may be helpful. However, there 
is an issue here that future research can address: the presence of between-study heterogeneity 
implies that the required IV-MASEM assumption checking should be done for each primary 
study. Chi-square tests, z-tests, and Wald tests of paths from IVs to the predictor, and assess-
ing R2 values, allow checking the exclusion and relevance assumptions at the aggregate level, 
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as we have done. However, it is unclear how to check these assumptions in primary studies 
for meta-analyses. To evaluate this, future research can focus on new methods for detecting 
individual study violations for IV-MASEM.

Next, it is worth noting that different primary studies may measure the same variable in 
different ways. For example, Cano, Carrillat, and Jaramillo (2004) quantitatively synthesized 
the correlations between market orientation and business performance. Regarding the mea-
surement of firm market share, there are three different scales in the primary studies: objec-
tive, subjective, and a mixture of these. However, these measures may still have other 
troubling properties such as range restriction, and well-known corrections for such artifacts 
are common for univariate meta-analysis (e.g., Hunter & Schmidt, 2004; Røysamb, Nes, 
Czajkowski, & Vassend, 2018). Future research should explore the impact of measure diver-
sity and artifact corrections in applications of IV-MASEM.

It is also worth noting that meta-analytic datasets can be viewed as having a multi-group 
structure (i.e., every sample is a group). IV-MASEM is based on a multilevel rather than a 
multi-group framework, but multi-group IV-MASEM could in theory also be developed. 
Future research can explore how multi-group SEM can analyze meta-analytic datasets with 
IV methods. However, these applications may be most useful in specific contexts, such as 
when there is no missing data, the effects are heterogeneous, and categorical moderation tests 
involve a small number of primary studies. Specifically, when the number of studies is large, 
the issue of testing (approximate) invariance across groups will result in difficulty in testing 
the invariance of any IV-MASEM parameters (e.g., the path from Z to X or from X to Y). In 
meta-analytic datasets, the number of studies is often large (> 30 or even > 100; e.g., 
Colquitt et al., 2013; Rupp, Shao, Jones, & Liao, 2014), and thus the IV-MASEM framework 
we present may be more effective than other approaches when a dataset contains a large 
number of groups (Muthén & Asparouhov, 2018). Future research could cover this topic in 
more detail.

Finally, although IV-MASEM has advantages for enhancing the accuracy of inference, it 
has some limitations of which researchers should be aware, and which could be addressed in 
future research. First, it is often challenging to find perfect IVs. For example, in research on 
organizational behavior, personal traits may be appropriate as IVs, but it may be uneasy to 
identify other types of variables to use as IVs (Antonakis et al., 2010). In particular, the 
IV-MASEM is developed under the IV-SEM framework. It requires the number of instru-
mental variables (IVs) to be at least one more than the number of endogenous predictor 
variables in the theoretical model. Otherwise, the IV-MASEM method will not be able to test 
whether the exogeneity assumption of the IVs is met based on model fit. However, in empiri-
cal research, it is challenging sometimes to identify just one high-quality IV. In this case, it 
may be challenging to identify two or more suitable IVs. Second, the IV method typically 
assumes that the relationships between variables are linear and the estimated residuals are 
homoscedastic, which may be violated (Bascle, 2008; Maydeu-Olivares et al., 2020). Third, 
our simulations show IV-MASEM can address the endogeneity caused by omitted variables 
and reverse causality, but other forms of endogeneity are hard to address statistically using 
IV-MASEM (Hill et al., 2021). For example, endogeneity due to treatment effects needs to 
be addressed at the stage of research design. To reduce endogeneity caused by design issues, 
researchers need to assess the quality of primary studies. When screening primary studies for 
inclusion, researchers could exclude studies that suffer from issues such as treatment effects.
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Conclusion

In sum, IV methods are a valuable tool for strengthening the accuracy of inference in non-
experimental studies, particularly given the large proportion of such data in management 
research. By leveraging the benefits of IV methods and MASEM, we have provided research-
ers with powerful new tools for research synthesis in addressing endogeneity. Our simula-
tions show that modeling effect sizes drawn from non-experimental primary studies with IVs 
can lead to valid estimates across various conditions. We hope that our paper will stimulate 
additional work to improve the accuracy of inference in meta-analytic research and beyond.
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Notes
1.	 We focus on OS-MASEM as it is an advance over a related two-stage MASEM developed by Cheung 

(2015). Both of these two approaches model the effect size data from primary studies hierarchically, using a within-
study and between-study framework. The within-study model assumes a vectorized model-implied correlation 
matrix, true SEM parameters, residual correlations, and sampling error deviations. The between-study model incor-
porates covariates to explain heterogeneity in SEM parameters.

2.	 We thank an anonymous reviewer for suggesting a well-organized structure of this simulation study.
3.	 MASEM estimation did not converge in one simulated dataset in the condition where the number of 

studies was 10, � �XZ XZ1 2 0 4� � . , and �YZ1 0 1� . .
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