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Abstract—Near-space airship-borne communication network is
recognized to be an indispensable component of the future in-
tegrated ground-air-space network thanks to airships’ advantage
of long-term residency at stratospheric altitudes, but it urgently
needs reliable and efficient Airship-to-X link. To improve the
transmission efficiency and capacity, this paper proposes to integrate
semantic communication with massive multiple-input multiple-
output (MIMO) technology. Specifically, we propose a deep joint
semantic coding and beamforming (JSCBF) scheme for airship-
based massive MIMO image transmission network in space, in
which semantics from both source and channel are fused to jointly
design the semantic coding and physical layer beamforming. First,
we design two semantic extraction networks to extract semantics
from image source and channel state information, respectively.
Then, we propose a semantic fusion network that can fuse these
semantics into complex-valued semantic features for subsequent
physical-layer transmission. To efficiently transmit the fused seman-
tic features at the physical layer, we then propose the hybrid data
and model-driven semantic-aware beamforming networks. At the
receiver, a semantic decoding network is designed to reconstruct the
transmitted images. Finally, we perform end-to-end deep learning
to jointly train all the modules, using the image reconstruction
quality at the receivers as a metric. The proposed deep JSCBF
scheme fully combines the efficient source compressibility and robust
error correction capability of semantic communication with the
high spectral efficiency of massive MIMO, achieving a significant
performance improvement over existing approaches.

Index Terms—Airship base station, beamforming, massive
MIMO, deep learning, semantic communication.

I. INTRODUCTION

In the evolving 6G communications landscape, the inte-
grated ground-air-space network (IGASN), as shown in Fig. 1,
is increasingly recognized as a key architecture. Within this
framework, the incorporation of an airship-based near-space
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Fig. 1. Schematic diagram of the IGASN architecture, consisting of space
satellites, near-space airships, aerial aircraft, and terrestrial BSs.

communications network is seen as a breakthrough extension,
offering revolutionary communications capabilities and extending
the coverage and efficiency of the network [1]–[4]. Unlike
space-based satellite communication systems, which offer wide
coverage but suffer from long transmission latency and high costs
due to their higher orbital positions, airship-based near-space
base stations (BSs) can remain continuously in the stratosphere,
closer to Earth, for several years and can be flexibly deployed
as needed. This feature provides reduced transmission delays,
relatively stable channel propagation conditions, and stronger
task-oriented capability for the airship-borne near-space network.
Unlike airborne platforms such as unmanned aerial vehicles [5],
which are constrained by limited coverage, shorter endurance
and regulatory restrictions, airship-based BSs provide broader
and uninterrupted network services. In addition, unlike terrestrial
BSs that may have obstructed coverage due to geographic fea-
tures or infrastructure limitations, airship-based BSs can provide
unobstructed wide-area coverage [6]. This attribute is particularly
beneficial in areas where terrestrial networks are either non-
existent, inefficient, damaged or overwhelmed by demand. Given
that approximately 70% of the Earth’s surface is covered by
water, these airship-based BSs are uniquely positioned to provide
coverage in vast maritime regions and remote areas beyond the
reach of terrestrial BSs. They also offer enhanced robustness
and resilience in regions covered by terrestrial BSs, serving as
a critical backup for communications support, particularly when
ground infrastructure is compromised by natural disasters or other
emergencies.

However, the deployment of airship-based near-space commu-
nication networks faces the challenge of massive data transmis-
sion demands with limited transmission resources. As a novel
paradigm in 6G networks, semantic communication can effec-
tively mitigate this problem by achieving higher transmission
efficiency [7]–[9]. Building on Weaver and Shannon’s definition
of semantic information [10], this innovative paradigm shifts the
focus to the underlying meaning of symbols rather than the pur-
suit of precise reconstruction. Semantic communication systems,
unlike their traditional counterparts, can significantly compress



source information and reduce associated communication costs.
In scenarios where conveying intrinsic meaning is the primary
objective, semantic communication will play an indispensable
role.

Massive multiple-input multiple-output (MIMO) is a key
technology for future wireless communication systems [11]–
[15]. By employing large antenna arrays on the airborne BSs
coupled with advanced beamforming techniques, the transmission
capacity can be significantly increased to meet the massive data
transmission requirements of the IGASN. For example, authors
in [16] proposed to apply massive MIMO in satellite constel-
lations, which can efficiently support wideband massive user
transmission and improve the received signal quality significantly.
Therefore, the integration of massive MIMO beamforming and
semantic communication techniques in an airship-based near-
space communication network [17] represents a very promising
communication paradigm by simultaneously exploiting the ability
of semantic communication to extract key semantics from the
source and the ability of massive MIMO to handle high data rate
transmissions for 6G massive communication [18]–[20].

A. State-of the-Art

In the field of semantic communication, the success of deep
learning (DL) has inspired the adoption of architectures based
on deep neural networks (DNN), such as autoencoders, which
have been widely used in semantic communication systems to
achieve better performance [9]. Current research in semantic
communication is mainly divided into two different directions:
the first one focuses on the design of efficient semantic encoding
and decoding algorithms [21]–[23], [25]–[28], while the second
one is dedicated to the development of algorithms for the physical
layer transmission modules of semantic communication [29]–
[36].

In the research of semantic coding and decoding algorithms,
the transmitter performing semantic coding and the receiver
performing semantic decoding are considered as a pair of DNN-
based autoencoders, where the encoder at the transmitter semanti-
cally extracts and encodes the source data into a complex-valued
transmit signal, and the decoder at the receiver decodes the data
based on the received symbols. For example, deep joint source-
channel coding (JSCC) and its improved versions have been
proposed in [21]–[24]. In these approaches, images are mapped
into complex-valued transmission symbols by a semantic encoder
and reconstructed by a semantic decoder to achieve improved
reconstruction performance. Reference [25] further utilizes a
diffusion model to enhance the received signal quality, thereby
improving the image reconstruction quality in deep JSCC. The
authors of [26], [27] designed semantic communication systems
based on the attention mechanism for speech transmission, while
the authors of [28] proposed the deep JSCC algorithm for
multimodal data transmission.

Compared to the first category of research, which focuses
on the design of semantic encoding and decoding without con-
sidering actual communication scenarios, the second category
pays more attention to the enhancement of physical layer trans-
mission modules in various semantic communication scenarios
[29]. The authors of [30], [31] studied resource allocation in
semantic communication systems. The work [32] investigated
the integration of Orthogonal Frequency Division Multiplexing
(OFDM) with deep JSCC and optimized the entire semantic
communication system in an end-to-end (E2E) manner. The paper
[33] designed a semantic-driven constellation to improve the
image reconstruction quality in deep JSCC. The authors of [34]–
[36] further explored the design of physical layer transmission

modules in MIMO semantic communication systems. Specif-
ically, the [34] research focuses on semantic transmission in
multi-user MIMO uplink systems, while the [35], [36] research
focuses on optimizing power allocation and adaptive channel
state information (CSI) feedback code length, respectively, for
single-user narrowband MIMO semantic communication systems
in the downlink. However, there is currently a lack of research
focused on optimizing the downlink multi-user beamforming
modules in massive MIMO semantic communication systems.

Traditional non-iterative MIMO beamforming schemes, such
as regularized zero forcing (RZF) [37] and signal-to-leakage-and-
noise ratio (SLNR) [38] algorithms, are easy to implement, but
they tend to achieve suboptimal performance because they do
not directly maximize spectral efficiency. To maximize spectral
efficiency, the authors of [39]–[41] designed efficient iterative
beamforming algorithms based on semidefinite relaxation [39],
weighted minimum mean square error (WMMSE) [40], and
penalty dual decomposition [41] optimization frameworks. Al-
though these iterative beamforming algorithms offer performance
close to theoretical limits, their high computational complexity
due to large matrix inversions and high number of iterations,
coupled with the dependence on accurate CSI information, hin-
ders their application in multi-user massive MIMO systems under
imperfect CSI and unfavorable channel propagation conditions.

Motivated by the success of data-driven DL in various fields,
its application to massive MIMO systems has also been actively
explored in recent years [42]. The authors of [43]–[45] used
convolutional neural networks (CNNs) with supervised train-
ing to approximate traditional iterative beamforming algorithms.
The authors in [46] proposed a deep learning-based hybrid
beamforming scheme for terahertz massive MIMO. The study
[47] proposed a beamforming neural network training strategy
based on transfer learning for different channel conditions. The
authors of [6], [48]–[50] further considered modeling the channel
acquisition process and beamforming as an E2E neural network
that is jointly trained with the spectral efficiency metric to
achieve high spectral efficiency beamforming with limited pilot
overhead. These data-driven DL beamforming approaches treat
the communication process as a black box and optimize the
mapping between inputs and outputs through E2E DL training.
This methodology has the advantage of not relying on existing
expert knowledge, as it learns transmission strategies directly
from data samples, providing better adaptation to imperfect
CSI. However, these approaches have limited interpretability and
generalization capabilities, and their performance may not be
guaranteed.

Consequently, model-driven DL-MIMO beamforming tech-
niques that incorporate expert knowledge have attracted con-
siderable attention in recent years. By unfolding the WMMSE
iterative process into a hierarchical network, the authors of [51],
[52] developed an efficient iterative design with neural networks
for the narrowband MIMO scenario. By integrating traditional
successive over-relaxation-based beamforming schemes with DL,
the work [53] accelerated the network convergence speed and
reduced the number of iterations required. The study [54] derived
a WMMSE algorithm in a rate-splitting multiple access scenario
and combined it with DNNs to achieve better performance. The
authors in [55] applied deep unfolding to the traditional EP
algorithm for OTFS systems to enhance performance. However,
model-driven DL relies on accurate expert knowledge and may
still suffer performance degradation if the expert knowledge does
not match the actual channel conditions.



B. Motivation and Contribution
While existing semantic communication schemes have been

explored for MIMO systems, they rely on traditional downlink
beamforming techniques such as singular value decomposition
[35], [36], which requires accurate CSI. In the context of mas-
sive MIMO systems, the constraints of limited pilot overhead
inevitably lead to inaccurate CSI estimation, posing significant
challenges to achieving good performance. In addition, current
approaches are mainly designed for single-user narrowband
MIMO systems, leaving a research gap in the application of
semantic communication in the more complex multi-user massive
MIMO systems. Therefore, further research is needed to develop
efficient semantic communication schemes tailored for the multi-
user case in near-space airship-based broadband massive MIMO
communication systems. This motivates our work.

The discussion of DL-based MIMO beamforming schemes
in the previous subsection shows that both data-driven and
model-driven DL strategies can effectively improve beamform-
ing performance. Each has its own advantages and limitations,
making them suitable for different scenarios. This motivates us
to merge the strengths of both approaches by introducing a
hybrid data-driven and model-driven beamforming strategy for
airship-based multi-user massive MIMO systems, with the aim
of achieving superior performance. Furthermore, we integrate this
beamforming strategy with semantic communication, specifically
focusing on the task of image compression and reconstruction.
This integration exploits the semantics of both source and channel
to design the semantic coding and physical layer beamforming,
culminating in a deep Joint Semantic Coding and Beamforming
(JSCBF) scheme for airship-based massive MIMO image trans-
mission network in near space.

This paper proposes a deep JSCBF approach for an airship-
based massive MIMO image transmission network in near space.
Our research focuses on the image modality, which was chosen
for its distinctive ability to showcase the efficiency and potential
of semantic transmission techniques. The inherent richness of
semantic information and the superior compressibility of the
image modality provide an exemplary platform to illustrate the
effectiveness of semantic transmission. This research lays the
foundation for future extensions to more complex modalities,
such as video. The main contributions of this work are sum-
marized below.

• To the best of our knowledge, the proposed deep JSCBF
scheme is the first to integrate semantic communication with
downlink multi-user broadband massive MIMO beamform-
ing. In this scheme, the semantics derived from both images
and CSI are jointly used to guide the design of semantic
coding and beamforming.

• For semantic coding, we adopt the transformer architecture
to extract semantic features from both images and CSI.
In addition, we design a semantic fusion network to fuse
the CSI semantics and image semantics to obtain the fused
semantic features for the subsequent physical layer trans-
mission. By fusing CSI semantics and image semantics, our
deep JSCBF scheme can make the fused semantic features
to better adapt to different channel conditions and mitigate
the damage to semantic information caused by uncertainties
in physical layer transmission.

• To address the unique challenges of airship-to-X links,
where channel estimation overheads are often limited due
to the high-speed movement of airships and the complexity
of the aerial environment, we designed our scheme to
handle imperfect CSI conditions effectively. Specifically, to
better transmit the fused semantic features in the physical
layer link with limited CSI accuracy, we propose a hybrid

data-driven and model-driven semantic-aware beamforming
scheme. The data-driven semantic-aware beamforming net-
work takes the fused semantic features as input to effec-
tively exploit the embedded image and CSI semantics and
ultimately outputs transmission signals in the dimensionality
of the BS antennas. To further ensure the performance of
the network and improve its interpretability, we first derive
a new beamforming algorithm based on WMMSE for multi-
user massive MIMO systems under imperfect CSI. Then, we
integrate this derived WMMSE beamforming algorithm with
DL to propose a model-driven semantic-aware beamforming
network. In this network, a transformer is used to replace the
iterative parameter update process in WMMSE. Finally, by
weighting and summing the outputs of both beamforming
networks, we obtain the final transmission signal, effectively
combining the advantages of both data-driven and model-
driven DL for improved performance.

• By adopting a combined loss function that integrates pixel-
level distortion loss, i.e., mean square error (MSE), with
perceptual metrics, i.e., multi-scale structural similarity
(MS-SSIM) and learned perceptual image patch similarity
(LPIPS), we achieve the E2E joint training of the proposed
networks. Therefore, our deep JSCBF scheme achieves
the joint optimization of semantic encoding/decoding and
massive MIMO beamforming, resulting in a significant
improvement in image reconstruction performance.

Notation: We use lower-case letters for scalars, lower-case
boldface letters for column vectors, and upper-case boldface
letters for matrices. Superscripts (·)∗, (·)T, (·)H, (·)−1 and (·)†
denote the conjugate, transpose, conjugate transpose, inversion
and Moore-Penrose inversion operators, respectively. ∥A∥F is
the Frobenius norm of A. vec(A) and angle(A) denote the
vectorization operation and the phase values of A, respectively.
In denotes the n× n identity matrix, while 1n (0n) denotes the
vector of size n with all the elements being 1 (0). ℜ{·} and ℑ{·}
denote the real part and imaginary part of the corresponding argu-
ment, respectively. [A]m,n denotes the mth-row and nth-column
element of A, while [A][:,m:n] is the sub-matrix containing the
mth to nth columns of A. The expectation is denoted by E(·).
∂a
∂b is the partial derivative of a with respect to b.

II. SYSTEM AND CHANNEL MODEL

We investigate the multi-user downlink image transmission
in near-space airship-borne massive MIMO network, where the
airship-borne BS transmits image data to K single-antenna user
equipment (UEs). The system adopts OFDM with Nc subcarriers,
and the airship-borne BS is equipped with a massive antenna
array with Nt antennas. The transmitted red-green-blue three-
dimensional (3D) image data of the kth UE is denoted as
D[k] ∈ R3×Mx×My , where Mx and My denote the width and
height of the image, respectively. The airborne BS encodes the
image data into a complex-valued symbol of dimension Ns

s[k] ∈ CNs×1. This coding process can be expressed as

s[k] = E(D[k]), (1)

where E(·) denotes the encoding function that maps the image
data D[k] onto the complex-valued vector s[k]. To mitigate inter-
user interference during multi-user image data transmission, the
airship-borne BS employs multi-user beamforming, converting
s[k] for 1 ≤ k ≤ K into the 3D transmit signals X ∈ CNc×Nt×Q

spanning Q OFDM symbols, which can be expressed as

X = P
(
s[1], · · · , s[K], Ĥ

)
, (2)

where Ĥ∈CK×Nc×Nt is the estimate of the true 3D CSI matrix
H = [[h[1, 1], · · · ,h[1, Nc]]; · · · ; [h[K,Nc], · · · ,h[K,Nc]]]

T
=
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Fig. 2. Proposed deep JSCBF scheme for near-space airship-borne massive MIMO image transmission network.[
HT[1]; · · · ;HT[K]

]T
∈ CK×Nc×Nt , h[k, n] ∈ CNt×1 is the

channel vector from the airship BS to the kth UE on the nth
subcarrier, and H[k]=

[
h[k, 1], · · · ,h[k,Nc]

]T∈CNc×Nt . Since
multi-user beamforming can be linear or nonlinear, we use P(·)
to represent the generic transformation from the encoded data
and estimated CSI onto the corresponding transmit signals.

The signal received by the kth UE on the nth subcarrier of the
qth OFDM symbol can be expressed as

y[k, q, n] = hH[k, n]x[q, n] + z[k, q, n], (3)

where x[q, n] ∈ CNt×1 is the airship-borne BS’s transmit signal
on the nth subcarrier of the qth OFDM symbol, and z[k, q, n] ∼
CN

(
0, σ2

n

)
is the complex-valued additive white Gaussian noise

(AWGN) with zero mean and variance σ2
n. By aggregating the

received signals across the Nc subcarriers and Q OFDM symbols,
the kth UE obtains the overall received signal Y[k] ∈ CNc×Q.
Based on Y[k], the UE decodes and reconstructs the image as

D̂[k] = D (Y[k]) , (4)

where D(·) denotes the decoding mapping from the received
signal Y[k] onto the reconstructed 3D image D̂[k]∈R3×Mx×My .

We consider a typical multipath massive MIMO channel
model. Specifically, given Lp[k] as the number of multipath
components between the airship-borne BS and the kth UE,
the corresponding channel vector on the nth subcarrier can be
described as [6]

h[k, n] =
1√
Lp[k]

Lp[k]∑
l=1

αl,kat
(
θl,k, ϕl,k

)
e−j

2πnτl,k
NcTs . (5)

In (5), αl,k ∼ CN (0, 1) is the complex gain of the lth path,
θl,k ∈ [−π, π] and ϕl,k ∈ [0, π/4] are the lth path’s azimuth and
zenith angles of departures between the airship-borne BS and the
kth UE, respectively, while τl,k is the delay of the lth path, Ts

is the OFDM sampling interval, and at(·) ∈ CNt×1 denotes the
normalized transmit array response vector.

For the airship BS equipped with a half-wavelength uniform
planar array (UPA) of dimension Nt = Ny × Nz , the array
response vector can be expressed as

at(θ, ϕ) =
[
1, · · · , ej 2πλ d

(
n sin(θ) cos(ϕ)+m sin(ϕ)

)
,

· · · , ej 2πλ d
(
(Ny−1) sin(θ) cos(ϕ)+(Nz−1) sin(ϕ)

)]T
, (6)

where λ is the wavelength, and the adjacent antenna spacing d
is given by d = λ

2 .

III. DEEP JOINT SEMANTIC CODING AND BEAMFORMING
(JSCBF)

The block diagram of the proposed deep JSCBF scheme is
shown in Fig. 2. In this section, we first introduce the proposed
deep JSCBF problem for the airship-based massive MIMO
image transmission network in near space. Second, based on
the transformer architecture, we design image and CSI semantic
extraction networks, respectively, and further develop a semantic
fusion network to fuse the extracted source semantic and CSI
semantic into complex-valued semantic features for subsequent
physical layer transmission. Third, we propose data-driven and
model-driven semantic-aware beamforming networks to map
these fused semantic features onto transmission signals. Finally,
we perform joint training of all proposed networks to achieve
high-quality image compression and reconstruction.

A. Problem Formulation

To achieve efficient and accurate image transmission over an
airborne massive MIMO communication network with limited
wireless resources, it is crucial to jointly design the image coding
and beamforming at the transmitter and the image decoding at
the receiver by minimizing the semantic loss between the original
image and the reconstructed image. This optimization problem
can be formulated as

min
E(·),P(·),D(·)

K∑
k=1

L
(
D̂[k],D[k]

)
,

s.t. s[k] = E(D[k]), ∀k,
X = P

(
s[1], · · · , s[K], Ĥ

)
,

D̂[k] = D(Y[k]), ∀k,
∥X∥2F ) ≤ QPt,

(7)

where the transmit signals X should satisfy the power constraint,
and L

(
D̂[k],D[k]

)
is the loss function to measure the semantic

similarity between the reconstructed and original images. Various
metrics such as Peak Signal to Noise Ratio (PSNR), MS-SSIM,
or LPIPS can be used to quantify the semantic similarity between
D̂[k] and D[k], which will be discussed in detail in the following
subsections. The use of semantic loss as the optimization goal
in our problem aims to capture the meaningful information
conveyed by the transmitted signals. By minimizing semantic
loss, we ensure that essential information is preserved during
transmission, which directly enhances transmission efficiency.
The goal is to maximize the semantic content received by the
users while using minimal resources, thus improving overall
transmission efficiency.

Transmission capacity is traditionally defined as the maximum
data transfer rate achievable under given channel conditions. We



Image 

Semantic

Feature

Image Semantic Extraction Network

L
in

ea
r

E
m

b
ed

d
in

g

L
ay

er
 

N
o

rm

W
-M

S
A

L
ay

er
 

N
o
rm

M
L

P

Swin Transformer Encoder

Patch

Partition

L
ay

er
 

N
o

rm

S
W

-M
S

A

L
ay

er
 

N
o

rm

M
L

P

U

P
at

ch
 

M
er

g
in

g

T

L
in

ea
r Reshape

cN

256
[ ]kD

Fig. 3. Image semantic extraction network, where MLP stands for multilayer perceptron, and ×U (×T ) means the module repeats U times (T times).

consider the semantic similarity metric as an indicator of the
effective capacity of the communication link. Higher semantic
similarity means closer utilization of the channel’s capacity for
meaningful information transfer. This interpretation bridges the
gap between semantic communication and traditional capacity
metrics, suggesting that optimizing semantic similarity can lead
to optimal utilization of the channel’s capacity.

The problem (7) is a complicated joint optimization. Con-
ventional methods typically focus on optimizing each module
separately using different metrics, thereby i) failing to achieve
joint optimization based on the evaluation metric of semantic
reconstruction, and ii) failing to jointly exploit the embedded
semantic information in both source and CSI for designing com-
munication systems. As a result, conventional methods cannot
achieve optimal performance, especially under imperfect CSI.
How to effectively utilize the semantic information inherent in
both source and CSI to facilitate the joint design of all modules
and construct an E2E massive MIMO semantic communication
system for improved performance is the core problem to be
solved in this paper.

B. Transformer-based Semantic Extraction and Fusion of Image
and CSI semantics

1) Image semantic extraction: As shown in Fig. 3, this paper
introduces a Swin Transformer-based image semantic extraction
network designed for efficient image semantic extraction. The
Swin Transformer has unique advantages, such as hierarchical
structure processing and shifted window-based self-attention
[56]. These features facilitate detailed contextual analysis of
images, making Swin Transformer an ideal network backbone
for the task of image semantic extraction.

To process 3 × 256 × 256 images with Swin Transformer,
the images are first segmented into non-overlapping patches
of dimension N × N by patch partitioning, which converts
their dimension to 3N2 × 256

N × 256
N , where N is the patch

size. The images are further divided into 2562

N2M2 non-overlapping
windows of dimension M × M , where M is the window

size. A linear embedding layer is applied to the raw patches
in each window to create a Fp ∈ RC×M×M feature map
with C channels. The feature map Fp is transformed into a
sequence Fs ∈ RM2×C , where M2 is the number of patches
in each window. Next, the Swin Transformer encoder applies
window-based multi-head self-attention (W-MSA) layers within
each window to increase focus on local features. This attention
mechanism is applied within the windows of these patches and is
critical for capturing intricate details, preserving feature locality
while reducing computational complexity compared to global
attention mechanisms. To capture a broader context, the Swin
Transformer encoder uses shifted window-based multi-head self-
attention (SW-MSA) layers. This allows interaction between ad-
jacent windows, facilitating more comprehensive global semantic
feature extraction from the image. As the image propagates
through the Swin Transformer encoder layers, patch merging
is applied, scaling the channel dimensions while reducing the
spatial dimensions. This merging process is essential for con-
structing a hierarchical representation, starting with fine-grained
details and progressing to more abstract features. Through patch
merging, the Swin Transformer encoder ensures comprehensive
and nuanced processing of visual data, deftly balancing local
feature extraction with global contextual understanding. Finally,
the extracted features are passed through a fully connected linear
layer, resulting in the semantic feature matrix of the image with
a dimension of Nc × 256.

2) CSI semantic extraction: Based on the estimated CSI Ĥ,
the airship BS extracts CSI semantic information for subsequent
semantic fusion and physical layer beamforming design. This
is achieved by the proposed transformer-based CSI semantic
extraction network shown in Fig. 4. Unlike the convolution
operation in CNNs [57], which is limited to feature extraction
from local regions, the self-attention mechanism inherent in the
transformer structure excels at global feature extraction [58],
[59]. This capability allows it to detect the inter-subcarrier
correlation within the input signal on a global scale and assign
appropriate weighting coefficients to the components within each
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subcarrier, thereby improving overall performance. A typical
transformer takes a one-dimensional (1D) real-valued sequence
as input and produces an output in a similar format [58], [59]. To
process the complex-valued input Ĥ[k]∈RNc×Nt , where Ĥ[k]
is the estimate of H[k], the first step is to convert it into a real-
valued matrix H̄[k]∈RNc×2Nt :

[
H̄[k]

]
[:,1:Nt]

= ℜ
{
Ĥ[k]

}
,[

H̄[k]
]
[:,1+Nt:2Nt]

= ℑ
{
Ĥ[k]

}
.

(8)

As shown in Fig. 4, the real-valued CSI matrices corresponding
to all K UEs are first dimensionally compressed to Nc × 64
by a fully connected linear layer, and then concatenated into a
1D real-valued sequence of dimension Nc×64K. This sequence
serves as the input to the transformer, where the effective input
sequence length is determined by the number of subcarriers Nc.
Inside the transformer, the input sequence is first transformed
into a vector sequence of dimension dmodel via a fully connected
linear embedding layer followed by a position embedding layer.
Different frequencies of sine functions are used to denote the
positions of different subcarriers, and the position information
of the subcarriers is embedded by summing with the vector
sequence. The transformer then employs U identical layers to
extract semantic features from the input sequence, where each
layer consists of a multi-head self-attention (MSA) sublayer and
an MLP sublayer. The extracted features are then processed
through a fully connected linear layer to obtain a CSI semantic
feature matrix of dimension Nc × 64.

3) Semantic fusion of image and CSI semantics: After extract-
ing semantic features from both images and CSI, the obtained
features remain in the hidden space of the neural network and
cannot be directly used for physical layer transmission. To this
end, we employ a semantic fusion network as shown in Fig. 5
to fuse the image and CSI semantic features from multiple UEs
for semantic coding to form a semantic data stream tailored for
physical layer transmission. In contrast, traditional physical layer
processing schemes adopt a separate module design approach,
i.e., the source coding typically considers only the distribution
of the source itself, neglecting the influence of CSI. In particular,
small-scale channel fading would introduce significant variations
in channel conditions between different subcarriers and spatial
subchannels. This can lead to degraded performance of conven-
tional coding schemes.

The proposed approach addresses this issue by incorporating
additional semantic information from the CSI at the semantic
coding stage, thereby facilitating the semantic coding module
to adapt to the MIMO physical layer transmission link state.
This integration facilitates E2E joint optimization with the sub-
sequent physical layer transmission modules, thereby improving
the system’s adaptability to channel variations. Specifically, we
first process the image semantic feature of each UE through
a linear layer and concatenate them with the CSI semantic
feature. Subsequently, we the concatenated data stream using a
transformer to obtain a semantic matrix of dimension Nc×2QK,
denoted as W̃s. Then, we decompose W̃s to form a complex-
valued matrix Ws according to

ℜ{Ws} =
[
W̃s

]
[:,1:QK]

,

ℑ{Ws} =
[
W̃s

]
[:,1+QK:2QK]

.
(9)

Finally, we reshape Ws into the dimension of Nc × K × Q,
namely, Ws =

[
Ws[1]; · · · ;Ws[Nc]

]
with Ws[n] ∈ CK×Q, for

subsequent physical-layer transmission.
This proposed semantic encoding scheme leverages semantic

information from both images and CSI, enabling adaptive opti-
mization of semantic transmission based on channel conditions.

C. Semantic-Aware Beamforming

After the semantic fusion is completed, the semantic features
are precoded in the spatial domain and transmitted to the target
UE over the MIMO channel. Since our ultimate goal is to ensure
the similarity of the original and reconstructed images at the
semantic level, we need to optimize the beamforming process
based on the semantic information. To this end, we model the
beamforming module as a DNN with semantic features as inputs,
which is jointly trained E2E with the other modules using the
final semantic metrics. Specifically, we propose a beamforming
module as a data-driven semantic-aware beamforming network,
as shown in Fig. 6, and a model-driven semantic-aware beam-
forming network, as shown in Fig. 7. The outputs of these two
networks are then summed to produce the final transmit signal.

The data-driven approach leverages extensive training data to
train deep learning models, capturing the complex characteristics
of the channels and images. This method excels in automatically
learning the nonlinear features of the channel and adapting to
various channel conditions. The data-driven approach relies on
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powerful computational resources and large amounts of training
data, performing best when the training data matches the actual
channel environment.

The model-driven approach combines physical models with
neural networks. Specifically, the physical model provides prior
knowledge and structured information, while the neural network
handles complex nonlinear parts. This approach maintains effi-
ciency and reliability while better adapting to dynamically chang-
ing channel environments. This approach performs best when the
physical model matches the actual channel environment.

Our proposed dual-driven beamforming network com-
bines data-driven and model-driven approaches, leveraging the
strengths of both to enhance system robustness and performance.
The data-driven method captures complex channel characteristics
through deep learning models, while the model-driven method
uses prior knowledge from physical models to ensure reliable
and efficient beamforming.

1) Data-driven semantic-aware beamforming: As shown in
Fig. 6, our data-driven semantic-aware beamforming network
maps the 3D fused semantic feature matrix Ws∈CNc×K×Q onto
the 3D transmit signal matrix Xd∈CNc×Nt×Q. Specifically, the
complex-valued semantic feature matrix Ws is first transformed
into a 1D real-valued input sequence with dimension Nc×2QK,
then processed by a transformer for further refinement, and finally
transformed into the transmit signals Xd by a fully connected
linear layer and subsequent transform operation.

Current massive MIMO beamforming primarily uses linear
beamforming, and different linear beamforming strategies are
used for different scenarios. For example, space division mul-
tiple access beamforming schemes perform well in the case of
sufficiently accurate CSI and small channel correlation between
UEs, while non-orthogonal multiple access and rate-split multiple
access beamforming techniques show superior performance in the
case of imperfect CSI or severe channel interference between
UEs [54]. In contrast, we implement beamforming through the
nonlinear mapping provided by DNN, and exploit the powerful
representational capability of DNN to provide the proposed
beamforming scheme with enhanced adaptability.

2) Model-driven semantic-aware beamforming: We initially
derive a novel WMMSE beamforming method tailored for multi-
user MIMO scenarios under imperfect CSI. Subsequently, we
incorporate DL techniques into training to enhance performance,
culminating in the establishment of a model-driven semantic-
aware beamforming network.

2.1) Considering the utilization of linear beamforming based
on WMMSE with sum rate as the optimization objective, the
optimization problem can be articulated as

max
FBB[n],∀n

R = 1
Nc

K∑
k=1

Nc∑
n=1

log2

1 +

∣∣hH[k,n]fBB[k,n]
∣∣2∑

m ̸=k

∣∣hH[k,n]fBB[m,n]
∣∣2+σ2

n

 ,

s.t.
Nc∑
n=1

∥FBB[n]∥2F ≤ Pt,

(10)

where fBB[k, n] ∈ CNt×1 represents the beamforming vec-
tor for the kth UE on the nth subcarrier, FBB[n] =[
fBB[1, n], · · · , fBB[K,n]

]
∈CNt×K , and the beamforming ma-

trices FBB[n], ∀n, are required to satisfy a power constraint with
a maximum power of Pt.

In the optimization problem (10), the power allocation in
the frequency domain and the design of beamforming in the
spatial domain are intricately coupled, rendering the resolution of
this optimization problem a challenging task. Consequently, we
employ the concept of alternating optimization, decoupling the
power allocation in the frequency domain and the beamforming
in the spatial domain, and optimizing them in an alternating
fashion. Specifically, reformulating (10) as

max
FBB[n],p[n],∀n

R = 1
Nc

K∑
k=1

Nc∑
n=1

log2

1 +

∣∣hH[k,n]fBB[k,n]
∣∣2∑

m̸=k

∣∣hH[k,n]fBB[m,n]
∣∣2+σ2

n

 ,

s.t. ∥FBB[n]∥2F ≤ p[n], ∀n,
Nc∑
n=1

p[n] ≤ Pt,

(11)

where p[n] denotes the power allocation coefficient on the nth
subcarrier. Given the fixed beamforming matrices FBB[n],∀n,
we can optimize the power allocation coefficients p[n],∀n in the
frequency domain, utilizing the water-filling algorithm. Given the
power allocation coefficients, the optimization of the beamform-
ing matrices can be decoupled on per subcarrier base as

max
FBB[n]

R[n] =
K∑

k=1

log2

1 +

∣∣hH[k,n]fBB[k,n]
∣∣2∑

m̸=k

∣∣hH[k,n]fBB[m,n]
∣∣2+σ2

n

 ,

s.t. ∥FBB[n]∥2F ≤ p[n].

(12)

That is, given p[n],∀n , the beamforming matrices for different
subcarriers can be designed independently.

Consider the relationship between the true CSI h[k, n] and the
estimated CSI ĥ[k, n] as

h[k, n] = ĥ[k, n] + ∆h[k, n], (13)

where ∆h[k, n] ∈ CNt×1 represents the CSI error, which fol-
lows the complex Gaussian distribution with the auto-correlation
matrix Re ∈ CNt×Nt . Denote

r̂[k, n] =e[k, n]
(
hH[k, n]FBB[n]r[n] + z[k, n]

)
(14)

as the estimate of the transmit data r[k, n] to the kth UE on the
nth subcarrier, where r[n] =

[
r[1, n], · · · , r[K,n]

]T ∈CK×1 is
the transmit data vector on the nth subcarrier, e[k, n] is the equal-
izer of the kth UE on the nth subcarrier, and z[k, n]∼CN (0, σ2

n)
is the complex-valued AWGN. Then the MSE of decoding the
data for the kth UE can be approximately expressed as

ε[k, n] = E
{
|r̂[k, n]− r[k, n]|2

}
≈ ε(1)[k, n]+ε(2)[k, n], (15)



where

ε(1)[k, n] = |e[k, n]|2T [k, n]−2ℜ
{
e[k, n]ĥH[k, n]fBB[k, n]

}
+1

(16)
represents the MSE under the assumption that the CSI error is
negligible, and

ε(2)[k, n] = |e[k, n]|2
∑
m ̸=k

fHBB[m,n]RefBB[m,n] (17)

represents the MSE introduced by the inter-user interference due
to the CSI error, while

T [k, n] =

K∑
m=1

∣∣∣ĥH[k, n]fBB[m,n]
∣∣∣2 + σ2

n (18)

denotes the average received power.
We now elaborate the formula (15). Since the airship BS

lacks perfect CSI, the MSE at the beamforming stage is a
random variable to the airship BS that does not facilitate the
calculation of the actual achievable rates. Therefore, we propose
to optimize using an approximate MSE in lieu of the actual
MSE. We assume the availability of equivalent CSI at the UE
side post-linear beamforming, enabling the realization of the
rates derived below. Additionally, we presume that the MSE is
exclusively attributed to inter-user interference and noise. For
the kth UE, the expected received signal is e[k, n]

(
∆h[k, n] +

ĥ[k, n]
)H

fBB[k, n]r[k, n], while the inter-user interference and
noise are

∑
m̸=k

e[k, n]
(
∆h[k, n] + ĥ[k, n]

)H
fBB[m,n]r[m,n] +

e[k, n]z[k, n]. Based on the above reasoning, the MSE can be
represented by (15). It is important to note that we have made
a simplistic assumption that the CSI error ∆h[k, n] follows a
complex Gaussian distribution and is independent of the true CSI
h[k, n], hence the use of the approximation symbol in (15).

By setting ∂ε[k,n]
∂e[k,n] = 0, the minimum mean square error

(MMSE) equalizer can be obtained as:

eMMSE[k, n]=
fHBB[k, n]ĥ[k, n](

T [k, n]+
K∑

m ̸=k

fHBB[m,n]RefBB[m,n]

) . (19)

Substituting (19) into (15), the MMSE can be obtained as

εMMSE[k, n] = 1−

∣∣∣fHBB[k, n]ĥ[k, n]
∣∣∣2(

T [k, n] +
∑

m ̸=k

fHBB[m,n]RefBB[m,n]

) .

(20)
Then, the signal-to-interference-plus-noise ratio (SINR) for the
kth UE on the nth subcarrier can be expressed as

γ[k, n] =
1

εMMSE[k, n]
− 1, (21)

with the corresponding achievable rate given by

R̂[k, n] =− log2
(
εMMSE[k, n]

)
. (22)

Since the logarithmic rate-MSE relationship cannot be directly
used for solving rate optimization problems, we introduce the
augmented weighted MSE (WMSE)

ξ[k, n] = λ[k, n]ε[k, n]− log2(λ[k, n]), (23)

where λ[k, n] represents the weight of MSE for the kth UE on
the nth subcarrier. By setting ∂ξ[k,n]

∂λ[k,n] = 0, the optimal weight
can be obtained as

λMMSE[k, n] =
1

εMMSE[k, n]
. (24)

Substituting (19) and (24) into (23), the relationship for the
rate-WMMSE can be established as

min
FBB[n],e[n],λ[n]

ξ[n] =
K∑

k=1

ξ[k, n],

s.t. ∥FBB[n]∥2F ≤ p[n],

(25)

where e[n] = [e[1, n], · · · , e[K,n]]
T ∈ CK×1 and λ[n] =

[λ[1, n], · · · , λ[K,n]]
T ∈ RK×1. By fixing e[n] and λ[n] and

applying Lemma 1 of [51] to eliminate the power constraints, we
obtain the closed-form solution for FBB[n] from ∂ξ[n]

∂fBB[k,n] =0Nt
,

i.e.,

fBB[k, n] =

(
σ2
n

p[n]

K∑
m=1

λ[m,n] |e[m,n]|2 INt

+
∑
m̸=k

λ[m,n] |e[m,n]|2 Re

+

K∑
m=1

λ[m,n] |e[m,n]|2 h[m,n]hH[m,n]

)−1

× e∗[k, n]λ[k, n]h[k, n]. (26)

The beamforming matrices FBB[n],∀n, depend on the param-
eter set A =

{
p[n], λ[k, n], e[k, n],Re; for k = 1, · · · ,K;n =

1, · · · , Nc

}
. Hence, the beamforming process can be decomposed

into the block coordinate descent iterative optimization of the
power allocation coefficient p[n], weighting factor λ[k, n], equal-
izer coefficient e[k, n] and beamformer fBB[k, n], as summarized
in Algorithm 1, where I1 is the number of iterations.

2.2) However, the above WMMSE algorithm is based on the
assumption that the CSI error follow a known complex Gaussian
distribution and are independent of the CSI, which may not be
true in the actual scenario. To this end, we propose a model-
driven semantic-aware beamforming network by deep unfolding
the proposed WMMSE algorithm, as depicted in Fig. 7. This
network is capable of perceiving the semantic information from
the input and adaptively adjust the critical parameter set A
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through DL training for improved performance. Specifically, this
network takes the CSI semantic feature as input. A transformer
is employed to process the CSI semantic feature and generate
the critical parameter set A as outlined in the proposed WMMSE
algorithm. The closed-form solution (26) is then utilized to obtain
the beamformer based on the critical parameter set A.

Based on the obtained beamformer, we perform linear beam-
forming on the fused semantic features to obtain the 3D transmit
signal matrix Xm =

[
Xm[1]; · · · ;Xm[Nc]

]
∈CNc×Nt×Q with

Xm[n] = FBB[n]Ws[n] ∈ CNt×Q, forn = 1, · · · , Nc. (27)

2.3) Next, we provide a qualitative theoretical analysis of
the impact of CSI errors on transmission capacity. Based on
Equation (20), and considering that MSE mainly arises from user
interference and noise due to CSI errors, we can approximate the
post-beamforming MSE as:

εMSE[k, n] ≈ 1− ∣∣∣fHBB[k, n]ĥ[k, n]
∣∣∣2(∣∣∣fHBB[k, n]ĥ[k, n]

∣∣∣2 + ∑
m̸=k

fHBB[m,n]RefBB[m,n]

) . (28)

Assuming the CSI error follows an independent and identically
distributed (i.i.d.) complex Gaussian distribution with variance
σ2
H , this can be further simplified to:

εMSE[k, n] ≈ 1− ∣∣∣fHBB[k, n]ĥ[k, n]
∣∣∣2(∣∣∣fHBB[k, n]ĥ[k, n]

∣∣∣2 + ∑
m ̸=k

fHBB[m,n]fBB[m,n]σ2
H

) . (29)

Thus, we can derive an approximate relationship between the
channel estimation error energy σ2

H and the achievable rate:

R[k, n] ≈ −log21−

∣∣∣fHBB[k, n]ĥ[k, n]
∣∣∣2(∣∣∣fHBB[k, n]ĥ[k, n]

∣∣∣2 + ∑
m̸=k

fHBB[m,n]fBB[m,n]σ2
H

)
 .

(30)
2.4) To leverage the advantages of both data-driven DL and

model-driven DL, we adopt a weighted summation method to
accomplish the merging of two types of beamforming, yielding
the 3D transmit signals

Xc = βdXd + βmXm, (31)

where βd and βm are the learnable weighting coefficients for
weighting the two beamformers, respectively. Through the E2E
DL training, the network can strike a balance between data-driven
DL and model-driven DL for achieving the optimal beamforming
performance.

To ensure that the average power does not exceed Pt, power
constraints are applied to yield the final 3D transmit signals as

X = min
{√

QPt, ∥Xc∥F
} Xc

∥Xc∥F
. (32)

3) Semantic Decoding: At the receiver of each UE, a semantic
decoding network based on the Swin Transformer is used to
reconstruct images from the received signals, as shown in Fig. 8.
Specifically, each UE first processes the received signal through
a fully connected layer and transforms it into a semantic feature
map of dimension Nc×16×16. Then, the UE uses a Swin Trans-
former decoder that is symmetric with the Swin Transformer

Algorithm 1: WMMSE-Based Beamforming with Imper-
fect CSI

1: Initialize Set beamformer FBB to zero forcing beamformer;
2: for i = 1 to I1 do
3: Update p[n] using water-filling algorithm with fixed

FBB[n], e[n] and λ[n], for n = 1, · · · , Nc;
4: Update e[n] and λ[n] using (19) and (24) with fixed

FBB[n] and p[n], for n = 1, · · · , Nc;
5: Update FBB[n] using (19) with fixed e[n], λ[n] and

p[n], for n = 1, · · · , Nc;
6: end for

encoder to process the feature map. Unlike patch merging in the
Swin Transformer encoder, the Swin Transformer decoder uses
patch splitting to upsample the feature map resolution and reduce
the number of feature map channels. A final linear deembedding
layer is used to map the feature map onto the reconstructed
image.

4) Loss Function: To enhance the precision of image recon-
struction and improve the visual quality, we propose a composite
loss function that combines the MSE, MS-SSIM [60], and LPIPS
[61] based on pre-trained VGG-16 [62], denoted as LMSE(·),
LMS−SSIM(·), and LVGG(·), respectively.

The MSE loss is utilized to minimize the average squared
difference between the estimated values and the ground truth,
ensuring pixel-level accuracy.

By contrast, the MS-SSIM loss is employed to preserve the
structural information across multiple scales, thereby preserving
the perceptually relevant parts of the image [60].

Although MSE and MS-SSIM are the most widely used
metrics for image similarity measurement, they are simplistic
functions that fail to account for many nuances of human percep-
tion [61]. To better achieve semantic communication, we further
adopt the emerging DL-based LPIPS metric [61] as a perceptual
loss to quantify image transmission performance. This metric is
capable of emulating the human perceptual evaluation process,
thus providing an LPIPS loss score. The LPIPS is computed using
features extracted from a neural network, typically a pre-trained
VGG network. The LPIPS value ranges from 0 to 1, with a value
closer to 0 indicating less distortion. More specifically, the LPIPS
metric can be expressed as

LLPIPS

(
D̂,D

)
=
∑
j

wj

∥∥∥ϕj

(
D̂
)
− ϕj

(
D
)∥∥∥2

2
, (33)

where ϕj

(
D̂
)

and ϕj

(
D
)

denote the feature maps extracted
from the generated image D̂ and the target image D by the jth
layer of the neural network, respectively, and wj represents the
learned weight for the j-th layer, emphasizing its importance
in the perceptual similarity measure. The selection of layers
and the calculation of weights are typically based on empirical
evaluations consistent with studies of human perception.

The overall loss function is a weighted sum of these three
components:

Ltotal

(
D̂,D

)
=λMSELMSE

(
D̂,D

)
+ λMS−SSIMLMS−SSIM

(
D̂,D

)
+ λLPIPSLLPIPS

(
D̂,D

)
, (34)

where λMSE, λMS−SSIM and λLPIPS are the weights that balance
the contribution of each loss component. By combining these loss
functions, our model is trained to achieve pixel-level accuracy,
capture multi-scale structural similarity and maintain high-level
perceptual qualities, thereby generating images that are appealing
to the human visual system.



TABLE I: NMSE performance of GMMV-LAMP at
Pt = 20 dBm.

Number of pilot
OFDM symbols L

4 8 16 32 64

NMSE 0.205 0.063 0.020 0.011 0.006

IV. NUMERICAL RESULTS

A. Baseline Schemes

For the performance evaluation, we compare our proposed
scheme with the following baseline schemes.

• BPG/bmshj2018 + LDPC + QAM + RZF: In this case,
the airship-borne BS employs the advanced image coding
method better portable graphics (BPG) [63] or the DL-
based bmshj2018 model [64] for image source coding
and decoding, while low-density parity-check (LDPC) code
with 1/2, 2/3, or 3/4 code rate is utilized for channel
coding and decoding. Constellation modulation includes
binary phase shift keying (BPSK), quadrature phase shift
keying (QPSK), or 16 quadrature amplitude modulation
(QAM), and regularized zero forcing (RZF) is employed for
MIMO beamforming. The search for optimal combinations
of source coding compression rate, LDPC code rate, and
constellation modulation order is conducted to obtain the
best performance configuration for this baseline scheme.

• BPG/bmshj2018 + E2E transmission network: In this
case, the airship BS adopts BPG or bmshj2018 model to
complete the image source coding and decoding, LDPC to
complete the channel coding and decoding, and extends the
autoencoder-based E2E OFDM transmission network in [65]
to a multi-user MIMO system for achieving the physical-
layer transmission, where the airship BS transmits 2 bits to
each UE on each subcarrier during each OFDM symbol.

• BPG/bmshj2018 +capacity: In this case, the airship BS
adopts the BPG or bmshj2018 model for image source
coding and decoding, and is able to transmit the coded
bits perfectly at the rate of the channel capacity. These two
schemes can be considered as the ideal performance upper
bounds.

• ADJSCC: In this case, we adopt the attention DL based
JSCC (ADJSCC) scheme [24] for the E2E transmission of
images. Notably, the original AWGN channel is substituted
with an equivalent channel after RZF beamforming.

B. Dataset for Neutral Network Training

The channel dataset is generated following the sparse multipath
channel model for airship-borne massive MIMO communica-
tion scenarios, as outlined in Subsection II. Specifically, the
airship-borne BS is equipped with an 8 × 8 UPA maintaining
a half-wavelength antenna spacing, the number of subcarriers is
Nc = 64, and the subcarrier spacing is 60 kHz. The noise power
spectral density is -174 dBm/Hz, corresponding to a noise power
of σn = −108 dBm. For the path gain αl,k, it can be represented
as the product of large-scale fading and small-scale fading, where
the large-scale fading can be expressed as

GtGrλ
2
cΓ[k, n]

(4π)
3
d2t [k, n]d

2
r[k, n]

where Gt and Gr are the transmit and receive antenna gains,
Γ[k, n] is the scattering cross-section, dt[k, n] is the distance
from the BS to the scatterer, and dr[k, n] is the distance from the
scatterer to the UE. We assume the distance from the airship to
the scatterer is about 20 km, the distance from the scatterer to the
UE is about 10 m, the transmit and receive antenna gains are both
15 dB, and the scattering cross-section is about 0.1 m2, resulting

TABLE II: Channel parameter settings

Parameter Value
Carrier frequency [GHz] 2.6
Subcarrier spacing [kHz] 60

Number of subcarriers 64
Antenna array size 64

Number of single-antenna UEs 4
Azimuth angle range [−π, π]
Zzenith angles range [0, π/4]

Height of the BS 20 km
noise power spectral density -174 dBm/Hz

in large-scale fading of approximately α = −138 dB. To simplify
the simulation, we set the path gain as an i.i.d. complex Gaussian
distribution, i.e., αl,k ∼ CN (0, α). The number of paths and UEs
are set to 2 and 4, respectively. Furthermore, throughout the pro-
cess of training and validating the proposed deep JSCBF scheme,
we consistently employ an advanced channel estimation method
based on generalized multiple measurement-vectors (GMMV)-
learnable approximate message passing (LAMP) [66] to acquire
the estimated CSI as the input of the deep JSCBF network.
This ensures that the neural network can learn to mitigate the
performance degradation caused by CSI estimation errors. Table I
shows the performance of the GMMV-LAMP channel estimation
scheme in terms of normalized mean square error (NMSE) at 50
dBm transmit power, evaluated over different numbers of OFDM
pilot symbols. It can be observed that the channel estimation
results are very poor in the case of low pilot overhead. For
the proposed deep JSCBF scheme, as well as for all baseline
schemes, a fair comparison is made based on the imperfect CSI
estimated by GMMV-LAMP.

For the image dataset, we adopt the open-source ImageNet
dataset [67], which is divided into training, validation, and
test sets containing 100000, 10000, and 10000 image samples,
respectively.

C. Training Settings

We use the open-source DL library PyTorch to train and
validate the proposed deep JSCBF scheme on a computer with
dual Nvidia GeForce GTX 3090 GPUs. During the training
process, we adopt the Adam optimizer and use the loss function
introduced in the previous section to train the entire neural
network, with the training set batch size set to 16. The learning
rate is set to 10−4. During the training process, we do not impose
any constraints on the network’s output. However, during the
validation phase, we clip the network’s output to the range of 0
to 1 to ensure that the resulting images are displayed correctly.
To speed up the training process, we first pre-train both the image
semantic extraction network and the semantic decoding network
without considering the physical layer transmission process.
Then, these networks are integrated with other modules for joint
E2E training.

Regarding the network parameters, the Swin Transformer in
the image semantic extraction network and the semantic decoding
network has a window size of M = 4, a patch size of N = 2, an
embedding dimension of 48, and a total of 4 layers. For the other
networks using the Transformer model, the entire Transformer
structure consists of 4 layers, with each layer comprising a multi-
head self-attention mechanism and an MLP. The multi-head self-
attention layers have a dimension of 256 with 8 heads, and the
MLP dimensions are set to 1024.

D. Performance Comparison

In Fig. 9, we compare the performance of the proposed deep
JSCBF scheme with the baseline schemes in terms of the pixel-
level distortion metric PSNR as well as the perceptual metrics
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Fig. 9. Performance comparison of different solutions versus the number of pilot OFDM symbols L at Pt = 50 dBm, given Q = 128: (a) PSNR performance
comparison; (b) MS-SSIM performance comparison; (c) LPIPS performance comparison.

MS-SSIM and LPIPS over different numbers of pilot OFDM
symbols L, given Pt = 50 dBm and the number of transmitted
OFDM symbols Q = 128. It is important to note that since both
BPG and bmshj2018 are variable-length source coding schemes,
they cannot achieve an arbitrarily specified compression rate.
Therefore, we exhaustively search the quality factor of BPG
and bmshj2018, as well as the LDPC code rate and the QAM
modulation order, to obtain a number of transmitted OFDM
symbols Q that is closest to that of the proposed deep JSCBF
scheme to ensure a fair comparison.

In Fig. 9(a), it is observed that the ‘BPG/bmshj2018+LDPC
+QAM+RZF, 1/2 rate LDPC+16QAM’ schemes experience sig-
nificant performance degradation under inaccurate CSI estimation
(i.e., L ≤ 8), a phenomenon often referred to as the ‘cliff effect’.
This is attributed to a large mismatch between the actual CSI
and the estimated CSI, leading to a large number of errors that
interfere with the normal functioning of the source decoding
module. Although the ‘BPG/bmshj2018+E2E transmission net-
work’ schemes adopt a DL-based E2E physical-layer design,
their source coding and physical-layer design remain separate
and are thus still susceptible to the ‘cliff effect’. In contrast,
the ‘BPG/bmshj2018+LDPC+QAM+RZF’ schemes perform bet-
ter because they can ensure image compression quality while
keeping the bit error rate as low as possible by exhaustively
searching the source coding compression rate, LDPC code rate,
and QAM modulation order. The existing ADJSCC scheme
improves the robustness to imperfect CSI with E2E training,
and performs close to the ‘bmshj2018/BPG+LDPC+QAM+RZF’
schemes. In comparison, the proposed deep JSCBF scheme
jointly exploits the channel and image semantics to design a
hybrid data and model-driven beamforming scheme, and inte-
grates the beamforming module with the semantic extraction
and decoding modules for joint E2E training, thereby achieving

optimal performance. Especially under imprecise CSI estimation,
the PSNR of the proposed deep JSCBF scheme outperforms
the other baseline schemes by nearly 5 dB. However, there is
still a gap of about 2 dB in PSNR compared to the idealized
‘BPG/bmshj2018+capacity’.

It can be seen from Fig. 9(b) and Fig. 9(c) that the existing
ADJSCC scheme has a significant advantage over traditional
separate design approaches in perceptual metrics such as MS-
SSIM and LPIPS. The proposed deep JSCBF scheme exhibits
the best perceptual performance. In particular, the MS-SSIM of
the proposed deep JSCBF scheme exceeds that of the separate
design approaches by more than 5 dB, and the LPIPS of the
proposed deep JSCBF scheme is less than half that of the sep-
arate design approaches. In addition, compared to the idealized
‘BPG/bmshj2018 + capacity’, the proposed deep JSCBF scheme
exhibits better MS-SSIM performance and significantly better
LPIPS performance. This is because traditional source coding
optimizes images based only on pixel-level distortion, which fails
to adequately extract semantic information that is more relevant
to perceptual metrics. In contrast, the proposed deep JSCBF
scheme, through the E2E training process, can extract semantic
information most relevant to a loss function composed of pixel-
level distortion loss (LMSE) and perceptual losses (LMS−SSIM

and LLPIPS), filtering out redundant information. This approach
balances image pixel-level distortion performance with percep-
tual performance, while reducing image transmission overhead.
Therefore, although the proposed deep JSCBF scheme may not
perform as well as the idealized ‘BPG/bmshj2018 + capacity’ in
terms of pixel-level distortion, it has a significant advantage in
perceptual metrics.

Fig. 10 shows the performance as a function of transmit
power Pt achieved by the different schemes. It can be seen that
the traditional separate design approaches experience significant
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Fig. 10. Performance comparison of different solutions versus transmit power Pt at L = 32, given Q = 128: (a) PSNR performance comparison; (b) MS-SSIM
performance comparison; (c) LPIPS performance comparison.
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Fig. 11. Performance comparison of different solutions versus transmit OFDM symbols Q, given Pt = 50 dBm and L = 32: (a) PSNR performance comparison;
(b) MS-SSIM performance comparison; (c) LPIPS performance comparison.

performance degradation under low transmit power conditions. In
contrast, the ADJSCC scheme, with its integrated optimization
of source and channel coding, shows superior robustness to low
transmit power compared to the traditional separate designs. In
particular, the proposed deep JSCBF scheme achieves the best
performance. In terms of PSNR, as shown in Fig. 10(a), the
proposed deep JSCBF scheme demonstrates a gain of about 2 dB
over the traditional separate design approaches at high transmit
power levels (i.e., Pt ≥ 40 dBm), while it outperforms the
traditional separate design approaches by more than 5 dB at low
transmit power levels, highlighting its robustness to challenging
signal conditions. In addition, the proposed deep JSCBF scheme
consistently exhibits a 2 dB improvement in PSNR over all
transmit power levels compared to the ADJSCC, which is mainly
attributed to the optimization of the physical layer beamforming
in our approach. In terms of perceptual metrics, as shown in
Fig. 10(b) and Fig. 10(c), the proposed deep JSCBF scheme
exhibits significant improvements over the conventional separate
design approaches. The MS-SSIM of our scheme surpasses that
of the separate designs by more than 5 dB, and its LPIPS is less
than half that of the separate designs. Furthermore, the perceptual
metrics of the proposed deep JSCBF scheme are consistently
better than the ADJSCC at all transmit power levels. These results
confirm the effectiveness of the proposed deep JSCBF scheme
in exploiting semantically aware hybrid data and model-driven
beamforming for improved image reconstruction performance.

Fig. 11 shows the performance of the different schemes as

a function of the number of transmitted OFDM symbols Q,
where a smaller Q implies the use of a higher compression rate
to compress the images, thereby reducing the communication
overhead. It is evident that for all values of Q, the proposed
deep JSCBF scheme significantly outperforms both the separate
design approaches and ADJSCC in terms of pixel-level distortion
metrics and perceptual metrics. Therefore, to achieve the same
level of performance, our deep JSCBF scheme imposes signifi-
cantly lower communication overhead than the other schemes.

Fig. 12 shows the cumulative distribution functions (CDFs) of
PSNR, MS-SSIM, and LPIPS performance for the reconstructed
images under the different schemes, given L = 16, Q = 128
and Pt = 50 dBm. Unlike the previous simulations, which
focus only on the average power, this analysis considers the
power distribution of all samples in the data set, providing a
more comprehensive understanding beyond the aggregate average
power. It is observed from Fig. 12(a) that with the application
of the proposed deep JSCBF scheme, approximately 80% of
the reconstructed images exceed a PSNR of 27dB, while less
than 50% of the images reconstructed by the other baseline
schemes achieve this performance level. In terms of perceptual
metrics, as can be seen from Fig. 12(b) and Fig. 12(c), 80% of
the images reconstructed by the proposed deep JSCBF scheme
exceed an MS-SSIM of 17 dB and maintain an LPIPS loss below
0.17, while only about 20% of the images reconstructed by the
ADJSCC scheme meet this benchmark, and even fewer, about
5%, of the images reconstructed by the other separate design
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Fig. 12. The CDFs of the performance distributions for the reconstructed images achieved by different schemes, given Q = 128, L = 16 and Pt = 50 dBm: (a)
PSNR performance comparison; (b) MS-SSIM performance comparison; (c) LPIPS performance comparison.

TABLE III: Ablation study.
Number of pilot OFDM symbols L 4 8 16 32 64
PSNR (dB)/
MS-SSIM (dB)/
LPIPS

Deep JSCBF 24.10/12.07/0.254 27.41/14.43/1.188 29.05/17.03/0.125 29.71/18.0/0.113 29.80/19.32/0.106
Deep JSCBF
(model-driven
beamforming only)

22.89/10.51/0.306 26.56/13.87/0.215 28.74/16.57/0.139 29.54/17.81/0.121 29.63/19.15/0.112

ADJSCC 19.09/5.56/0.392 24.91/12.28/0.249 27.33/14.58/0.194 28.04/15.98/0.170 28.15/16.67/0.162



PSNR / MS-SSIM / LPIPS / Q

Original

27.81 dB / 18.80 dB / 0.1445 / 128

Proposed Scheme

24.82 dB / 16.05 dB / 0.2207 / 128

ADJSCC

24.89 dB / 13.27 dB / 0.2817 / 231.83

BPG + LDPC + QAM + RZF

24.21 dB / 13.58 dB / 0.2993 / 215.67

bmshj2018 + LDPC + QAM + RZF

PSNR / MS-SSIM / LPIPS / Q 31.57 dB / 19.10 dB / 0.1169 / 128 28.97 dB / 16.95 dB / 0.1868 / 128 26.28 dB / 10.98 dB / 0.3646 / 126.75 27.38 dB / 12.74 dB / 0.3278 / 150.33

PSNR / MS-SSIM / LPIPS / Q 32.36 dB / 15.89 dB / 0.2120 / 128 29.38 dB / 13.59 dB / 0.2970 / 128 28.59 dB / 8.89 dB / 0.5450 / 52.75 28.77 dB / 10.15 dB / 0.5153 / 95.67

PSNR / MS-SSIM / LPIPS / Q 25.18 dB / 12.83 dB / 0.3247 / 128 24.07 dB / 11.93 dB / 0.3241 / 128 22.88 dB / 7.68 dB / 0.4626 / 169.33 22.80 dB / 8.54 dB / 0.4839 / 198.33
Fig. 13. Examples of visual comparison for different schemes.

approaches reach this level. These observations attest to the
ability of the proposed deep JSCBF scheme to reconstruct images
with a high probability of significantly superior performance
compared to traditional schemes.

Finally, Fig. 13 presents a visual comparison of the recon-
structed images obtained by the different schemes, given L=16,
Q = 128, and Pt = 50 dBm. It can be seen that the visual
representation of the images reconstructed by the proposed deep
JSCBF scheme has higher clarity and better detail representation
compared to the baseline schemes. This further confirms the fact
that the proposed deep JSCBF scheme has significant advantages
over the other baseline approaches, both in terms of pixel-level
distortion and perceptual metrics.

E. Ablation Study

To illustrate the purpose of using a semantic-aware hybrid
of data and model-driven beamforming, and to investigate the
impact of estimated CSI, Table III presents relevant ablation
experiments. Here, ‘deep JSCBF (model-driven beamforming
only)’ refers to a simplified version of the proposed deep
JSCBF scheme with the semantic-aware data-driven beamform-
ing module removed. It is observed that the proposed deep
JSCBF scheme, when using model-driven beamforming only, still
exhibits performance advantages over the traditional ADJSCC.
This is attributed to the use of semantic information to optimize
the key parameter set A in beamforming, thus better addressing
the performance degradation problem caused by the use of
CSI estimation. The model-driven beamforming approach that
integrates expert knowledge can achieve satisfactory performance
when the number of OFDM pilot symbols is sufficient. However,
in the case of insufficient number of pilot OFDM symbols,
the model-driven beamforming approach suffers from significant

performance degradation due to inaccurate CSI estimation. In
contrast, the proposed deep JSCBF scheme builds on the model-
driven approach by adding an additional data-driven branch to
compensate for the shortcoming of the model-driven branch.
This exploitation of the data-driven method enables the proposed
deep JSCBF to achieve better performance under inaccurate CSI
estimation.

F. Analysis of the effectiveness and performance improvements

The proposed networks utilize Transformer or Swin Trans-
former architectures, which excel at capturing long-range depen-
dencies and global context. This capability is crucial for seman-
tic feature extraction and fusion. The self-attention mechanism
within Transformers allows the network to focus on relevant parts
of the input data, enhancing the quality of semantic features
extracted from both images and CSI.

Unlike previous Deep JSCC methods, our approach integrates
semantic communication with large-scale MIMO beamforming.
By jointly optimizing the processes of semantic extraction,
fusion, and beamforming, our method achieves superior end-
to-end performance. Previous works on Deep JSCC primarily
addressed single-user, single-antenna, narrowband systems. In
contrast, our approach extends these concepts to multi-user,
broadband MIMO systems, delivering significant performance
improvements in more complex scenarios.

Additionally, our proposed precoding scheme combines data-
driven and model-driven approaches. By integrating data-driven
deep learning models with traditional model-driven methods, we
enhance system robustness and performance. The data-driven
approach leverages extensive training data to capture complex
channel characteristics, while the model-driven approach uses
prior knowledge from physical models to ensure reliable and



TABLE IV: Complexity and Running Times of Different Schemes

Schemes Complexity Running times of each sample
bmshj2018 or ADJSCC O

(
UMxMyC2k2s

)
1.54ms-6.72ms

bpg O
(
MxMyNbpgPbpg

)
0.86s

LDPC O (I (dvn+ dcn (1− a))) 4.37s
RZF O

(
NcN2

t K +NcNtK2
)

9.01ms
Proposed image semantic extraction network or
image semantic decoding network

O
(
UMxMyM2dmodel/N

2 + UMxMyd2model/N
2
)

2.09ms-2.35ms

Proposed CSI semantic extraction network
semantic fusion network data-driven
semantic-aware beamforming or model-driven
semantic-aware beamforming

O
(
UN2

c dmodel + UNcd2model

)
2.01ms-9.72ms

efficient precoding. This dual-driven precoding strategy demon-
strates remarkable performance gains in complex environments.

G. Computational Complexity Analysis

This subsection investigates the computational complexity of
different schemes. For the DL-based schemes, since there is
no strict time limit during the offline training stage, we only
consider the computational complexity at the online testing stage.
Additionally, except for the LDPC and BPG schemes, which
run on the CPU, all other schemes are executed on the GPU.
The computational complexity analysis and running times of the
different schemes are presented in Table IV. The details are as
follows.

• The computational complexity of the bmshj2018 and AD-
JSCC scheme is primarily derived from convolution oper-
ations, with a complexity of O

(
UMxMyC

2k2s
)
, where C

represents the number of feature channels and ks denotes
the convolution kernel size.

• The computational complexity of LDPC codes is primarily
due to the decoding process. The decoding complexity
is O (I (dvn+ dcn (1− a))), where I is the number of
iterations, dv and dc are the average numbers of non-zero
entries per column and row in the parity-check matrix,
respectively, n is the total number of bits, and a is the code
rate.

• The computational complexity of the RZF precoding scheme
primarily arises from the matrix inversion of the channel,
with a complexity of O

(
NcN

2
t K +NcNtK

2
)
.

• The proposed image semantic extraction network and image
semantic decoding network leverage the Swin Transformer
architecture. The complexity of these networks is domi-
nated by the self-attention mechanism within local windows
with the complexity of O

(
UMxMyM

2dmodel/N
2
)

and the
FFN with a complexity of O

(
UMxMyd

2
model/N

2
)
, where

dmodel is the model dimensionality.
• The proposed CSI semantic extraction network, semantic

fusion network, data-driven semantic-aware beamforming,
and model-driven semantic-aware beamforming utilize the
Transformer architecture. The primary sources of compu-
tational complexity in these networks are the self-attention
mechanism with a complexity of O

(
UN2

c dmodel

)
and and

the FFN with a complexity of O
(
UNcd

2
model

)
.

To provide a clear view of the computational complexity of
different schemes, Table IV also presents the running times
of each scheme. The results indicate that the computational
overhead of the proposed scheme is acceptable.

V. CONCLUSIONS

This paper has proposed a novel deep JSCBF approach for
airship-based massive MIMO near space image transmission
network, where the semantic encoding/decoding and MIMO
beamforming modules are collectively modeled as a unified

E2E neural network, which includes image and CSI semantic
extraction networks, a semantic fusion network, hybrid data
and model-driven semantic-aware beamforming networks, and a
semantic decoding network. Specifically, we have built the image
and CSI semantic extraction networks based on the transformer
architecture to extract semantics from both image source data
and CSI, which are used to support the subsequent semantic
fusion and beamforming. A semantic fusion network has been
developed to fuse the semantics of image source data and CSI to
form complex-valued semantic features for subsequent physical
layer transmission. To balance the advantages of data-driven and
model-driven DL, we further designed the hybrid data and model-
driven semantic-aware beamforming networks. The results of
these two beamforming networks are then weighted and merged
to improve the beamforming performance. Finally, a semantic
decoding network based on the Swin Transformer architecture
was employed at the UE side to reconstruct images from the
received signals. We have performed E2E joint training for all
the modules using a loss function that combines MSE, MS-SSIM,
and LPIPS. Numerous simulation results have demonstrated
that the proposed deep JSCBF scheme significantly outperforms
existing separation module design schemes as well as the existing
deep JSCC, especially in the case of low transmit power or
insufficient pilot overhead.
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