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Abstract. This paper discusses the importance of ethical alignment in
Al systems, particularly those designed with citizen end users in mind. It
explores the intersection of responsible Al, socio-technical systems, and
citizen-centric design, proposing that addressing the ethical aspect of
decisions in citizen-centric Al systems enhances trust and acceptance of
AT technologies. We focus on four key areas: (1) the formal specification
of ethical principles, (2) processes to extract and elicit individual users’
ethical preferences, (3) aggregating these ethical preferences for a col-
lective, and (4) mechanisms to ensure that the behaviour of Al systems
aligns with the collective ethical preferences. We put forward a research
roadmap by identifying challenges in these areas and highlighting solu-
tion concepts with the potential to address them.

Keywords: ethical agents - multiagent systems - collectives - citizen-
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1 Introduction

Ethics broadly define the key governing principles based on which we act. While
ethics has been studied and discussed for thousands of years, the field of Arti-
ficial Intelligence (AI) is relatively new, being a few decades old. However, Al
is getting deployed in many real-world applications across diverse sectors such
as healthcare, transportation, agriculture and supply chain management [42/47T].
As Al is advancing and impacting a large number of citizens and communities
with diverse values, it is crucial to study the intersection of ethics and Al to
ensure that these systems not only solve the technical problems, but also that it
is ethically aligned and act responsibly while interacting with humans, other Al
systems with different values, and the socio-technical fabric of society.

To ensure responsible and ethical behaviour of Al systems, responsible Al is
an active research area that focuses on building Al systems that are designed
to act in alignment with societal norms and values [2I]. Moreover, there exists
a rich body of work on socio-technical systems focusing on the interplay be-
tween technology and society as well as means to govern the behaviour of such
systems and ensure their alignment with societal values [54I30]. To complement
these approaches, citizen-centric Al and multi-agent systems is a new research
direction which keeps the citizens (as end users with limited technical skills) in
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the centre of attention during the design, development and deployment of Al
systems [50]. Citizen-centric systems should be aware of the diverse preferenceﬂ
of users; sensitive to changing preferences and feedback received from users; fo-
cused on benefiting users (aligned with Russel’s recent view on Al research [44]);
and auditable and able to provide answers and explanations for their behaviour.
All these research directions are important and are currently being pursued
independently. We believe that ensuring ethical alignment of AI demands for
more intersection between responsible and ethical AI (moral philosophy), socio-
technical systems (social computing) and citizen-centric Al (computer science)
and envision such a multidisciplinary research agenda to play a key role in the
wider adoption of AT and successful deployment of ethical Al-based systems in
real-world applications. In this paper, we present our research roadmap and put
forward components key for designing Al-based systems that behave ethically
and are aligned to the needs of citizen end users.

Studies have highlighted that AI systems which act ethically and are gov-
erned ethically have greater trust and acceptance in the citizens who use these
AT systems [58]. Moreover, in our recent discussions with various experts and
industry stakeholders developing or working with AI systems [I2], a common
point emerged regarding building Al-based systems that demonstrate responsi-
ble and ethical behaviour in the context in which they operate. Also, it should
be ensured that the stakeholders who will use these systems are involved during
development, so that they can trust these systems [49].

Throughout this paper, we consider various examples of Al-based systems,
specifically where the ethical aspects are prominent in the citizen-centric sys-
tems. For example, we discuss challenges related to multiple stakeholders with
different preferences and different models of ethics, sharing green energy or rid-
ing an autonomous vehicle, using different types of autonomous traffic lights
which manage the traffic flows in a region and impact the driving experience
of the drivers. Across these diverse scenarios, we highlight some of the existing
challenges and different ways in which developing ethical citizen-centric systems
might be able to address these challenges.

The overall workflow of our vision of an ethically aligned citizen-centric Al
system is presented as a block diagram in Figure[I] Various paradigms of ethics
are computationally represented using Contextual Ethics Representation Meth-
ods. Agents in different colours represent people with different paradigms of
ethics. The FEthics FElicitation Component infers the ethical preferences of the
involved citizens and maps them to the computational models of ethics. Next,
the preferences of all the involved stakeholders are collated and combined using
the Ethics Aggregation Component. Finally, the Ethics Alignment Mechanism
validates the output of an Al-based system (like an autonomous vehicle, a smart
energy meter etc.) to be ethically aligned with the aggregated ethical preferences
of the stakeholders. Thus, our proposed approach of an ethically aligned citizen-

! Note that by “preference”, we are referring to users’ preference with respect to dif-
ferent ethical theories, e.g., if a user prefers their autonomous vehicle to follow the
utilitarian view, then it is desirable for the vehicle to do so.
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Fig. 1. Ethically Aligned Citizen-Centric Al: A context-specific Al system which inter-
acts with users having diverse ethical preferences (represented using different colours).

centric system acts as a layer on top of any existing Al-based system to ensure
that it acts ethically, aligned with everyone’s ethical preferences.

The paper is organised as follows: In Section [2] different ethical paradigms
which can be modelled in different Al applications are presented and Section
describes computational approaches to represent these paradigms of ethics in Al
systems. Section [f] elaborates on different approaches to estimating and eliciting
the ethical preferences of users. We look at different ways to aggregate the ethical
preferences of a group or collective of agents in a system in Section [5] An Al-
based system should be aligned with the underlying ethical preferences of its
users; some of the key challenges to achieving it are discussed in Section [6]
Finally, we bring it together as a case discussion in Section [7] and in Section [8]
we conclude and present future directions on building ethical citizen-centric Al

2 Ethical Paradigms: One Size Won’t Fit All

There are various paradigms of ethics which have been studied and analysed over
time. The most well-known approach is normative ethics [48], which looks at how
one ought to act. From a moral point of view, it judges whether an action is right
or wrong. There are primarily three theories of normative ethics: utilitarianism,
which estimates the collective utility of actions and selects the one which gives
the maximum utility to all; virtue ethics, which involves demonstrating some
virtues which are relevant to the context; and deontology, which denotes fulfilling
one’s duties and following the norms. We will elaborate on how each of these is
relevant in the context of citizen-centric AI and some of the existing challenges
of incorporating ethic{]

2 In this work, we are not evaluating different paradigms of ethics, rather we aim to
allow users to see their choice of ethics implemented in the Al technologies they use.
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Utilitarianism looks at the consequences of actions on agents and the sys-
tem as a whole [36l35l5]. An action is deemed ethical using this approach if
it maximises the collective utility. All the stakeholders in a system are equally
important and the utility of all agents is accounted for with equal weight. Dif-
ferent approaches look at the utility at different timescales from short-term to
long-term and this results in variations across models. In this approach, it is
difficult to estimate the utility of all the stakeholders in a system. Also, in most
open-world systems, it is hard to know the consequences of actions in advance
in order to estimate the total utility.

Virtue ethics [53] focuses on the agent itself rather than the intent behind
or consequences of its actions. An agent is called ethical if it demonstrates the
virtues relevant to the context in which it operates. For example, a soldier might
demonstrate virtues like courage, bravery, and valour, and a healthcare worker
might demonstrate virtues like care and empathy. Also, Aristotle elaborated that
virtues should be demonstrated in moderation, in the right amount around the
golden mean representing the middle ground between the extremes. Thus, in this
perspective, agents should constantly adjust and ensure that they demonstrate
all the required virtues to the optimum extent in a specific context. Virtue ethics
also has some challenges— virtues are abstract, so it is difficult to measure virtues
demonstrated by agents. It requires continuous effort from agents to demonstrate
virtuous behaviour, and agents should be able to resolve conflicting virtues.

Deontological ethics emphasises following the rules and norms by agents. As
long as the agent fulfils its obligations by following the rules, it is considered eth-
ical, irrespective of the consequences of its actions. Immanuel Kant [3T] specified
two imperatives to design norms: categorical imperative: which specifies that a
norm should be such that it can be a universal law, i.e. it leads to a better
system state when everyone follows that norm; and practical imperative: which
emphasises that people cannot be used as a means to achieve an end. Some of the
challenges of this approach are: it is difficult to formulate the rules, especially in
contexts where all possible outcomes are not known in advance; agents should be
able to handle contradicting rules; sometimes agents need time to deliberate on
the rules, which might not be possible when they need to make quick decisions.

For example, a smart home energy management system manages how, when
and which energy to consume in a home, based on its user’s preferences. Such
a system aligning with users with different paradigms of ethics will operate
differently. A utilitarian energy agent looks at not just its utility but the utility
of the collective, which in this case might be the building. It should be able to
operate such that the energy consumption of the building as a whole is optimised.
A wvirtue ethical energy agent might be modelled on the virtue of being eco-
friendly and thus it might first use green, renewable sources of energy and then
use non-renewable sources of energy. A deontic energy agent might be defined
as a set of rules which it must follow depending on the weather conditions,
available energy and user preferences like comfort and cost. Thus, variation in
the underlying models of ethics is one of the causes that lead to different agents
taking the same or different actions in a specific setting.
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People in different settings might have different ethical preferences. They
can trust an Al-based system better, when it can act on their behalf not just
functionally but also ethically [4]. Al-based systems should thus try to infer and
act according to the ethical preferences of their users rather than imposing one
model of ethics for everyone.

3 Representing Ethical Perspectives

To be able to reason about different ethical views and behaviour of Al, we require
methods for representing these concerns mathematically and, in turn, allow for
formal semantics that can be implemented in pieces of software that Al systems
use or components one may deploy for (self-)governing Al behaviour. This high-
lights the need for ways to translate ethical concerns to mathematical/formal
notions of ethics.

As discussed in the previous section, different people have different underlying
paradigms of ethics based on which they make decisions. For autonomous Al-
based systems to act in alignment with the ethics of the citizens they represent,
it is crucial to develop computational models of different paradigms of ethics
which can be incorporated into these systems. Building computational models
of ethics is an active research area and it has been approached in diverse ways
which will be elaborated in this section.

Machine ethics is an area which focuses on developing machines which in-
teract with humans and other machines in an ethically acceptable way [6I7].
Top-down approaches use logical, normative or case-based reasoning; bottom-up
approaches use reinforcement learning and evolutionary techniques and hybrid
approaches combine both these approaches to model ethics in machines [5/52].
Artificial Moral Agents (AMAs) combine machine ethics with agency to build
autonomous agents which can make ethical decisions [I324]. Reflective equilib-
rium is a technique based on which agents can adjust and update their beliefs
and intuitions to maximise coherence with their underlying principles [I9/I0].
Value Sensitive Design (VSD) is another approach which incorporates values
in the system throughout the design process during conceptual, empirical and
technological stages in an iterative manner [25]26].

The paradigms of ethics discussed in Section [2| have also been used in formal
computational models. Utilitarianism or consequentialism has been used as the
framework for building ethical robots [I6J55]. Deontology has been modelled
using approaches like BDI (Beliefs, Desires and Intentions) [20/37]|, normative
models like OPF (obligated, permitted and forbidden) constraints [34], modal
logic [67] and normative approaches [33]. Virtues based on the principles of virtue
ethics have been modelled generally as well as in specific use cases in robots and
autonomous agents [I2I28/[17]. Various computational approaches have also been
used to compare different paradigms of ethics [14I51].

Despite the development of different ways to computationally represent ethi-
cal perspectives, there are numerous challenges which need to be tackled. In most
real-world scenarios, the ethical preferences of agents are over multiple dimen-
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sions which need to be properly represented. For example, in order to manage
energy at home, a person might factor in their own needs, their family’s needs,
external climate and air quality, cost and energy preferences, based on which
they regulate their home’s internal control settings. A smart agent acting on
behalf of a person should have data structures and algorithms to account for all
these diverse parameters and then make decisions like temperature control, air
purification etc. Also, ethical paradigms are relevant from different perspectives
in a system— from an agent’s perspective, ethical paradigms can be used to quan-
tify if an action or choice made by the agent is ethical; on the other hand, from
the systemic perspective, the choices and decisions of agents can be evaluated
to check if these are aligned with the system’s goals and lead the system as a
whole to be in a better state.

4 Eliciting Ethical Perspectives of Individual Users

In most contexts, the ethical preferences of humans have a subjective element.
Also, these are latent and sometimes it is difficult for people to convey their eth-
ical preferences to others explicitly. For example, in a disaster response scenario,
some people might want to save the most number of people, some might save the
people or pets whom they know, while others might be completely indifferent.
Also, the same people in a different context, say using energy in their apart-
ment, might have completely different ethical preferences. An Al-based system
which operates on behalf of users and impacts the users should not impose one
ethical paradigm on all the users in the system. Rather, depending on the spe-
cific context, it should elicit, infer and then fairly align with the users’ ethical
preferences.

Also, as users interact in different settings, over time and based on their expe-
riences, they update their ethical preferences just like other types of preferences.
For example, on the road, initially, a user might be more concerned regarding
efficiency and speed over caution. However, after experiencing an accident, the
user might become more cautious. An agent acting on behalf of a user should be
able to recognise if their ethical preferences have changed over time.

There are different approaches to eliciting the ethical preferences of users in
a system. In focus groups, they can be asked to respond to questionnaires. They
can be asked to act in a specific setting and their actions can be observed. They
can be asked to play serious games [3] (for example the Moral Machineﬂ or The
Climate Gam@. Also, LLM-based conversational interfaces combined with a
knowledge base can be used to ask the users a series of questions with follow-up
questions to elaborate on the underlying rationale behind their choices [61] using
argumentation-based approaches [11]. Based on the users’ responses, actions and
choices, their ethical preferences can be inferred using these different approaches.

Some of the challenges of eliciting and inferring the ethical preferences of
users are as follows. The systems are complex such that the environment and

3 |https: //www.moralmachine.net /
4 |https://ig.ft.com/climate-game,/
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the people’s preferences change over time. Al-based models should be able to
dynamically adapt to these changes. People might give what they perceive to be
the right answer instead of their real preferences and the system must be able
to extract the real ethical preferences of users from all their responses. Also, it
might be difficult to transfer these models to different settings since the users
might have different ethical preferences in different contexts.

5 Aggregating Ethical Preferences

Most real-world scenarios like ridesharing, buildings, cities, country-level AI-
assisted decisions, or international issues such as climate change and policy-
making can be modelled as multi-agent systems with multiple agents having
diverse preferences and goals. In most of these systems, the action of an Al-
based application has an impact on all the stakeholders in the system. The
Al-based system should be able to infer different paradigms of ethics of all the
stakeholders and then aggregate their preferences to take an action which aligns
with the ethical preferences of the collective. It should not act based on the
ethical preferences of just one of the stakeholders but rather it should be able
to correctly aggregate the ethical preferences of all the users whom it represents
or are affected by its actions. Various ethical paradigms can have the following
relationship— they can align, conflict or be independent with other paradigms
of ethics. An ethical preference aggregation technique should be able to handle
these relations among diverse models of ethics which the agents align with.

Aggregating the ethical preferences of users is relevant for autonomous agents
while operating in many settings. For example, in the driving context, people
have different ethical preferences regarding saving the lives of people of different
age groups, professions, genders etc. [9]. An autonomous vehicle with multiple
passengers having diverse preferences should be able to fairly infer and aggregate
the preferences of all its passengers in real-time and then make decisions aligned
with the ethical preferences of all the passengers.

Some of the challenges of aggregating multiple diverse paradigms of ethics
are as follows. The ethical aggregation technique should ensure that the ethical
preferences of all the involved stakeholders are accounted for. Equitability and
fairness of ethical preferences of all the associated stakeholders should be en-
sured. In some cases, the ethical preferences of the involved users might conflict.
For example, some people in an autonomous EV might prefer charging at a com-
paratively expensive green-energy charger while others might prefer charging at
a cheaper brown-energy charger. Autonomous agents should be able to resolve
such conflicts in the ethical preferences of the users whom they represent.

A lot of work has been done in the area of aggregating the choices or deci-
sions of users. Social choice theory presents techniques to arrive at acceptable
decisions representing the group specifically in social settings [46J45]. It also tries
to balance the pragmatic considerations and the moral implications of the de-
cisions. Preference aggregation involves making decisions on behalf of a group
having multiple agents with diverse preferences [I8]. However, preference ag-
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gregation also involves challenges like handling uncertainty, incompleteness and
incomparability of their preferences [56l43]. Voting-based aggregation is also a
popular technique across many real-world scenarios [38]. Another similar area
is judgement aggregation which uses techniques of economics, logic and com-
puter science to aggregate individual logical judgements into a single collective
judgement [22I29)23]. Argumentation-based heuristics can also be used to resolve
normative conflicts among multiple agents [39].

Most of the work in the literature has been around aggregating the choices
of multiple agents. As discussed above, a variety of techniques have been devel-
oped to infer and aggregate the preferences of agents. However, as discussed in
Section [2] agents have diverse ethical perspectives which in turn impact their ac-
tions and choices. Aggregating ethical perspectives is characteristically different
from aggregating other types of decisions or choices of agents. While preferences
can be well specified, the ethical perspectives of agents are latent and abstract.
Aggregating the preferences might result in one of the preferences being selected
as the collective choice while aggregating the ethical perspectives of multiple
agents might not be represented by one of the ethical perspectives but rather
denote a new model of ethics characterising the collective. Thus, aggregating the
ethical perspectives of agents is an important research direction to be explored.

6 Ensuring Alignment and Ethical Mechanism Design

Al systems which interface and impact citizen end users should align with the
decisions and choices and also the ethics and values of the people they represent.
Value Alignment (VA) is an active research area which focuses on ensuring that
the values of Al systems are aligned with the users [47]. Value alignment involves
encoding the human values and principles such that these can be incorporated in
autonomous agents which can then make decisions aligned with the underlying
values. It also involves exploring and evaluating different human values which
will be good not just for a subset of agents but for the system as a whole [27].

For example, smart home energy management systems are used to manage
non-renewable and renewable energy consumption at homes based on the pref-
erences of the user [62I60]. So far, most of these systems have been modelled
to optimise for multiple factors like cost, comfort, weather conditions and load
profiles. However, there is an alternate way to model these smart home energy
management systems which are aligned with the energy preferences of the users.
For example, some users might prefer using green energy while others might
optimise for their comfort, irrespective of the type of energy used. These sys-
tems should be able to infer the ethical preferences of users in terms of energy
management and then make choices based on those preferences.

There are different ways in which value alignment can be approached and each
approach has its benefits and challenges [27]. Computational models of human
values have been built which can computationally model or learn different types
of human values in different contexts [40]. Moreover, using preferences, values
and norms have been modelled computationally [40/47]. Inverse reinforcement
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learning based approaches might work in closed-world scenarios but are insuf-
ficient in realistic settings [8]. There are also hybrid approaches which combine
logic and machine learning based techniques to design value-aligned systems [32].

Some of the main challenges of value alignment in AI systems are as follows.
Different people have different values and these may or may not lead to the same
outcomes. In this case, it is difficult to figure out which values are more suitable
to be modelled in Al systems. Values are latent or abstract concepts based on
which people make decisions. Thus, it is challenging to build computational
models of different human values. Also, Al systems which align with some set
of values should be able to demonstrate value-aligned behaviour in known and
trained-for scenarios, but also in previously unseen scenarios. In case there are
conflicts among different values, these systems should be able to resolve these
conflicts in real-time. Also, in case no ethical option exists, the system should
explain the dilemma to the user and if possible bring the system to a safe state.

7 Synthesis of Research Directions: A Case Discussion

We take a smart home energy management system and discuss how it can utilise
the stages discussed in this paper to not just be effective, but also aligned with
the ethical preferences of the people. Firstly, the system should be aware of the
multiple people in the household and their possibly diverse ethical preferences
(ethics representation). Based on the choices and decisions they make, the system
should be able to infer their individual paradigms of ethics (ethics elicitation).
It can also have different approaches using which it can proactively ask people
for clarification or reasoning behind their actions. It should also be able to de-
tect if the ethical preferences of the members change over time and update its
behaviour accordingly. This ensures that it understands and can model the in-
dividual ethical preferences of the members. Next, if people have diverse ethical
preferences regarding energy usage in the household, in should be able to aggre-
gate them factoring everyone and ensuring that the result is fair to all (ethics
aggregation). In case such an action does not exist, it should notify the members
with the details. Finally, the system should be such that it can be verified to
ensure that its actions are aligned with the ethical preferences of the household
(ethics alignment). In this way, it can be ensured that an AI based system like
a smart home energy management system works according to the ethical and
operational preferences of the household.

8 Conclusions

Citizen-centric systems emphasise ensuring that the Al-based systems meet the
needs of citizens, i.e. non-expert end users, so that citizens trust using these
systems in their day-to-day lives [50]. There has been a lot of research in the
area of responsible and ethical Al systems which are designed to ensure that the
actions of various Al-based systems are responsible or ethical in the contexts
they operate [2]]. Significant work has also been done in socio-technical systems
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to understand the impact of technical Al-based systems on society and vice
versa [54I300/59I15]. In this paper, we focused at the intersection of these areas—
responsible Al, socio-technical systems, and citizen-centric systems.

Such an ethical citizen-centric system can act as a layer on top of existing
Al-based systems which operate in a socio-technical context, to ensure that the
actions of these systems are ethical and aligned with the ethical preferences of the
users it represents and impacts. The proposed system represents different models
of ethics, elicits the ethical preferences from users, aggregates the ethical pref-
erences of these diverse users and finally evaluates if the output of an Al-based
system 1is aligned with the aggregated ethical output. At each step, we discuss
some of the challenges which we anticipate in building such a system, as well
as some possible directions and approaches which can address these challenges.
Such a formulation will ensure that the actions and choices of various Al-based
systems are ethically aligned with the ethical preferences of all the stakeholders
in the system. This will also result in increased trust and acceptability of users
towards these Al-based systems.
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