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Most self-force calculations rely, in one way or another, on representations of a particle’s Detweiler-
Whiting singular field. We present a simple method of calculating the singular field to high order
in a local expansion in powers of distance from the particle. As a demonstration, we compute the
singular field to 14th order in distance, 10 orders beyond the previous state of the art, in the simple
case of a scalar charge in circular orbit around a Schwarzschild black hole. We provide the result in
both a 4-dimensional form and a decomposed form suitable for use in an m-mode puncture scheme.
Our method should have applications in overcoming bottlenecks in current self-force calculations at

both first and second order in perturbation theory.
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I. INTRODUCTION

Self-force theory is the primary approach to modeling
compact binaries with small mass ratios [1, 2]. Recent
progress in the method include (i) the creation of a soft-
ware package for generating self-force-based gravitational
waveforms sufficiently rapidly for data analysis [3, 4], (ii)
inclusion of the smaller object’s spin in a variety of bi-
nary configurations [5-8], (iii) modelling of transient res-
onances [9], (iv) calculations of the scattering angle in
hyperbolic encounters [10, 11], (v) calculation of the first-
order gravitational self-force on generic, inclined and ec-
centric orbits around a Kerr black hole [12], (vi) rapid
generation of waveforms with high eccentricity [13], (vii)
generation of generic waveforms at leading, adiabatic or-
der (OPA) in a two-timescale expansion [147 | 15], and
(viii) computation of waveforms at first post-adiabatic
order (1PA) in the restricted case of quasicircular, non-
spinning binaries [16].

In the context of binaries, the gravitational self-force
approach is based on an expansion of the spacetime met-
ric in powers of the binary’s mass ratio, e = m/M. The
zeroth-order term in this expansion is the metric of the
large body of mass M, typically a Kerr black hole, and
the order-¢ and higher-order terms are metric perturba-
tions generated by the small companion of mass m, which
satisfy the perturbative Einstein equations on the back-
ground spacetime.

Waveform generation in this approach is typically bro-
ken into two steps [2, 4, 14, 17]: an offline step and an
online step. In the offline step, one solves the pertur-
bative field equations on a grid of binary parameter val-
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ues. At each point in the grid, one computes and stores
waveform mode amplitudes and rates of change of orbital
parameters. In the online step, one then solves simple
ordinary differential equations to rapidly move through
the parameter space and generate a waveform. Even for
rapidly precessing, highly eccentric orbits, the online step
is extremely fast. However, it relies on first completing
the offline step. Currently, this offline step is computa-
tionally expensive and includes major bottlenecks.

Two examples show the extent of the challenge. For
generic orbits in Kerr spacetime, calculating the first-
order self-force at a single point in the parameter space
can take ~ 10* CPU hours, requiring ~ 10* Fourier
modes and 40+ digits of precision [12]. At second order,
the problem grows: even in the simplest case of quasicir-
cular, nonspinning binaries, calculating the inputs for the
post-adiabatic waveform generation in Ref. [16] required
~ 108 CPU hours.

These prohibitive expenses stem from a clash between
two features of self-force calculations. First, to efficiently
solve the field equations, we typically decompose the met-
ric perturbations in a basis of angular harmonics defined
on spheres centered on the large black hole and a basis
of Fourier harmonics defined by the background’s time-
translation symmetry [2, 18]. Second, we treat the small
companion as a point particle, which serves to eliminate
the nonessential small-scale physics in and around the
companion, but at the cost of introducing a singularity
at the particle’s position [2, 19]. These two aspects, mode
decompositions and singularities, are at odds with each
other because singularities lead to slow convergence of
mode sums. Even if one were to use a small, extended
object rather than a point particle, the same difficulties
would arise: very high modes would be required to ac-
curately capture the steep field gradients in the object’s
vicinity (and even higher modes to capture the fields in
its interior).

Our primary goal in this paper is to take a step toward
reducing these obstacles. The method we propose is to
radically smooth the fields in the problem.

The idea underlying our proposal is a puncture scheme,
which is a standard method in self-force calculations [1,
2, 18, 20-22]. In a puncture scheme, one first constructs
an analytical “puncture field” that captures the local sin-
gularity structure of the physical field in a neighborhood
of the particle. One then subtracts this from the phys-
ical field to obtain a “residual field”. The residual field
satisfies a field equation with an “effective source” that is
smoother than the original, physical source. We review
the formulation of a puncture scheme in Sec. IT A.

Puncture fields are derived as analytical expansions
in powers of distance from the particle. The higher or-
der the expansion is carried to, the smoother the residual
field and effective source. Our aim in this paper is to push
puncture calculations to significantly higher order than
has been done in the past. Since the numerical obsta-
cles in existing calculations are linked to nonsmoothness,
such higher-order punctures should reduce those obsta-

cles. We explain the problems in more detail, and how a
high-order puncture can help resolve them, in Sec. I1C.
There we also outline several other potential advantages
of a high-order puncture.

Traditionally, punctures have been derived as approxi-
mations to the Detweiler-Whiting singular field, which is
defined in terms of a particular Green’s function [23, 24].
Obtaining a puncture then involves a variety of special-
ist technical tools: a Hadamard decomposition of the
Green’s function, followed by its near-coincidence expan-
sion, leading to a local, covariant expansion of the sin-
gular field near the particle, and finally a re-expansion
into a desired system of global coordinates defined on
the black hole background spacetime. This sequence of
steps underlies not just calculations of punctures, but
also the bulk of all self-force calculations, as they rely on
subtracting the Detweiler-Whiting singular field in order
to extract physical effects of the self-force [1].

Our secondary goal in this paper is to demystify the
Detweiler-Whiting singular field for nonexperts. Unlike
at first order, punctures in second-order perturbation
theory have been derived by directly solving the field
equations in a local region around the particle [19, 257
, 26]. In particular, Refs. [25, 27, 28] provided a construc-
tive procedure for obtaining the singular field by solving
the field equations in a class of local, co-moving coor-
dinate systems centred on the particle. The co-moving
coordinates in that case were designed to remain valid in
a generic background spacetime and for a generic parti-
cle trajectory. Here we show that by following the same
constructive procedure in a coordinate system adapted
to one’s particular problem, one can calculate the singu-
lar field straightforwardly and efficiently at both first and
second order in perturbation theory. The outcome is a
simple method of deriving a high-order expansion of the
singular field without any specialist expertise.

We explain and demonstrate the method in the sim-
ple test case of a scalar charge on a circular orbit in
Schwarzschild spacetime. In that context, we calculate
the puncture field to 14th order in distance, which is 10
orders higher than the previous maximum [29]. As an
additional demonstration, after calculating the puncture
in local, co-moving coordinates, we show how it can be
straightforwardly decomposed into azimuthal m modes,
for use in an m-mode puncture scheme such as the ones
in Refs. [20, 317 7 7 | 32]. A companion paper [33] em-
ploys this high-order puncture in a new, multi-domain
spectral puncture scheme.

The paper is organized as follows. Section II re-
views the formulation of a puncture scheme, the tradi-
tional method of deriving a puncture from the Detweiler-
Whiting singular field, and the problems that can be
overcome by utilizing higher-order punctures. Section ITI
describes the new, constructive procedure, and Sec. IV
demonstrates its results. We conclude in Sec. V with a
discussion of future applications. Some details are rel-
egated to appendices, and we restrict our attention to
the simple scalar problem throughout. We use geometric



units with G = ¢ = 1, Greek letters for 4D spacetime
indices, and Latin letters for 3D spatial indices.

II. PUNCTURE SCHEMES, THE
DETWEILER-WHITING SINGULAR FIELD,
AND PROBLEMS OF SLOW CONVERGENCE

Our toy problem consists of a particle carrying a scalar
charge ¢ moving on a circular geodesic orbit around a
Schwarzschild black hole. In that context, we begin by
reviewing the basics of a puncture scheme and explain
the potential utility of a high-order puncture.

A. Formulation of a puncture scheme

We consider a Schwarzschild spacetime with mass M
in standard Schwarzschild coordinates (t,r,0,¢). The
metric takes the familiar form

ds? = —f(r)dt? + f7H(r)dr? 4+ 12 (d6? + sin? 0dp?), (1)
with f(r) =1 24,

On this spacetlnge, we consider a particle whose world-
line and four-velocity are given by z4(7) and ut :=
dxl) /d7 respectively, where 7 denotes the particle’s
proper time. We assume the particle moves on a circular
geodesic at fixed radius r» = r,. Without loss of general-
ity, we further restrict the motion to be in the equatorial
plane, 8 = 7/2. z is obtained from the geodesic equa-

P
tion and is explicitly given by

Th = ut (’7’, Tp, g, QPT> , (2)

where

w = ——— = (3)
=

For the rest of this paper, quantities with a subscript p
imply their evaluation at the particle.

The charge sources a scalar field ®, which obeys the
Klein-Gordon equation

00 =V, ,V® = —dmp, (4)

where V is the covariant derivative with respect to the
background metric (1) and p is the particle’s scalar charge
density, given by

pltr0p)=a [ 6(_@())
—7p)0(0 = 7/2)d (p = Qt) . (5)

dr

q
=—9
r2ul (r
The puncture approach is based on a split of the full,
retarded field ®™ into a singular, ®5, and regular, ®F,

piece,

ot = 3 + PR, (6)

The singular piece is a particular solution of Eq. (4) and
is singular at the particle. The regular field is instead a
smooth solution of the homogeneous equation (@R = 0.
In general, this split is not unique since one can always
add a homogeneous solution to the definition of ®5. How-
ever, a judicious split [23] makes it possible to express the
self-force only in terms of the regular field:

Fself V (I) | (7)

In practice, it is generally not possible to obtain an ex-
act, closed-form expression for ®5. What is possible is to
obtain a local expression for 5, written as an expansion
in powers of distance to the particle. This local expan-
sion, truncated at some finite order, is the puncture field,
®P. The difference between the retarded and puncture
field, @R := @™ — ®P  ig the residual field. The residual
field satisfies the Klein-Gordon equation with an effective
source,

R =5 = —4mp — OP7. (8)

Starting from this basic idea, there are several ways
to implement a puncture scheme. The most common
method is to use ®* as the numerical variable inside
a region I' around the particle’s worldline and to use
®™* as the numerical variable outside I.  One then
solves Eq. (8) inside I' and the homogeneous equation
Od™* = 0 outside I', subject to a junction condition
on It @ = ®R + &% and 9,9™" = 9,0% + 9,0",
where 0,, denotes the derivative normal to T'.

The degrees of differentiability of ®® and S depend
directly on the order of the puncture [31]. If ®7 includes
all terms in ®° through nth order in distance, we refer
to it as an nth-order puncture. When evaluated at the
particle, the corresponding residual field ®® and its first
n derivatives agree with the regular field ®F and its first
n derivatives. ®R is therefore a C™ function at the par-
ticle’s location, and the effective source S°f is a C™2
function there.

B. Local expansion of ®” via the
Detweiler-Whiting Green’s function

To motivate our method of calculating ®7, we first
review the traditional method of calculating it. The fi-
nal output is a local expansion in powers of coordinate
distance to the particle, as displayed in Eq. (39) or (43)
below. We refer the reader to [24, 29] and references
therein for more details.

The starting point is the Detweiler-Whiting Green’s
function for the operator O [24]:

(r,a') = 5[0 (@, 0) + G (a,a!) = V(2] (9)
where x is the field point, 2’ is the source point, and
V(z, ') is a specific solution to the homogeneous equa-
tion OV = 0 satisfying certain characteristic boundary



conditions on the null cones emanating from z’. If z and
2" are within a convex normal neighbourhood of one an-
other, then G°(x,2’) can be written in the Hadamard
form

GS(z,2') = %[U(az,x’)(S(a) - V(x,x’)@(a)] (10)

Here 0 is the Dirac delta function, and © is the Heaviside
function. The quantity o = o(x,2’) is Synge’s world
function [? ], defined to be half of the squared proper
distance between z’ and z,

o(x,a") = % (/6 ds>2, (11)

where 3 is the unique geodesic connecting x’ to z, and s
is proper length along 3. The key properties of G°(x, z')
are that it vanishes if x and 2’ are timelike separated and
that it is symmetric in its arguments. The latter property
follows from the symmetry of the two-point functions U
and V in their arguments.

The singular field is the particular solution to Eq. (4)
defined by the Detweiler-Whiting Green’s function:

d5(z) = /Gs(x,x’)p(z/)dV' (12)
qU(z,ap(1)) |70 g [T
= o |, 2, V@m0
(13)
where 2’ = z,(7) and we have introduced oy = V0,

which is a directed measure of proper distance from
z to 2'. We will also use the natural generalisation
0ol = Va 3 ~++Vq 0. We have additionally intro-
duced the advanced time Tadv as the time at the point
! 4y = Tp(Tadw) that is connected to x by a past-directed
null geodesic emanating from z/, : the retarded time

is defined analogously in terms of a future-directed null

geodesic emanating from z.,, = x,(7ret). We note the
first term in Eq. (13) is derived from
Uz, zp(1))
ety = 3 e
T
(14)

together with the fact that do/dr > 0 at 7 = 7, and
do/dr <0 at T = Tagy.

Traditionally, a local expansion of ®° is obtained start-
ing from Eq. (13). The two-point function U(x,z’) is
given in terms of o and the bitensor of parallel transport,
g% (z,2), and it can be locally expanded in the coinci-
dence limit x — #’. The two-point function V (z, ') is
expressed as a Hadamard expansion,

=Y Val@wa)o (@) (15)
n=0

The coefficient V,, are obtained from certain recursion
relations, and all quantities are then expanded near co-
incidence.

Here we omit the technical tools involved in these ex-
pansions of U and V and instead focus on the generic
features of the local expansion of ®5. The only proper-
ties we require for this are the facts that U and V are
smooth functions of their arguments. We first choose a
reference point & = z,(7) on the particle’s worldline and
define A7’ := 7' —7. We then expand functions at z,(7")
around their values at 7. For example,

1 Nk dk T
> AT o V(ao(7)  (16)

k>0

V(z,2y(7') =

and similarly for U (x, 2, (")) and for u® 0,. Given the
expansion (16), the integral in Eq. (13) evaluates to an-
other series in A7/,

/:adv V(z,zp(T))dr

_T” (ATaa)¥ Y — (A7) R L dF
= Z 1) ?V(x zp(7)). (17)

k>0

These expansions are written in terms of covariant deriva-
tives using d/d7 = u®Vg. Since V(z,Z) and U(z,Z) are
smooth two-point functions, they have near-coincidence
expansions of the form >, o, A% "% (Z)og, - - 04, for
some A%k [24].

Completing the expansions requires the quantities
ATaqy/ret, Which can be found by expanding the relation

O'(.%‘, xp(% + ATadv/ret)) =0 (18)

in powers of A7,q, /et This leads to a series

1 _
0=>" H(AT)kualval [

k>0

U™ Vg, 0(z,7)] (19)

_ 1 _ .
=o(z,z) + At u0s + i(AT)Q(aO‘a& + uo‘uﬁaag)

¥, (20)

where a® := u#Vu® is the covariant acceleration (which
we set to zero in the bulk of this paper but leave nonzero
here for generality). To solve Eq. (19), it is helpful to
introduce a parameter A := 1 that counts powers of dis-
tance from the particle. Second and higher derivatives of
o can be re-expanded in a covariant Taylor series in the
vector o5 [24]. In particular,

Oap = 9ap + QNP (@)oa, 0a (21)
k>2
for some tensors p®**(z). Expanding AT,g,/pe; in
powers of A, as ATqqy /et = Zk>1 )\kATC(LZl/Tet, and solv-
ing Eq. (19) order by order in A then leads to
ATitlizz/ret =r+es (22)



where ¢ = 1 for the advanced time and —1 for the re-
tarded time. The quantities

r:=u%gs and s:= \/(9@5 + U&UB)UaUB (23)

are the components of o5 parallel to and orthogonal to
the worldline, respectively, and we have used [24]

20 = 0q0% = 5> — % (24)
Subleading terms satisfy equations of the form

esAT® = fo(ATD AR 60 (25)

adv/ret
for some fj that is a polynomial (of total order ~ \*+1)
in the lower-order A7(*)’s and in contractions of o5 with
available tensors (the Riemann tensor and its derivatives,
the four-velocity, and the acceleration). We can observe,
by induction, that fi contains terms with negative pow-
ers of £s up to a maximum negative power 1/(gs)*~2.
Therefore

for some @y, that is a polynomial (of total order ~ A\2#~1)
in s and in contractions of o5 with available tensors. We
can write this in the alternative form

oGk (7 e e (T~
ATret/adv =r+es—+ Z )\k l:ql (m>ai1 Oao,
k>2 (es)

5 (@), -

(es)k—1

+ Oagg_1 (27>

by noting that @ is necessarily a sum of terms of the
form (es)7t® 02h-1-igy -+ 045, ,  for0<j<2k—1.
If j is odd, we can multiply the numerator and denomi-
nator by (es) to bring the numerator into the form of a
smooth polynomial in og; if j is even, the numerator is
already of that form. Obtaining a common denominator
for all the even-j terms and a common denominator for
all the odd-j terms then leads to the form (27).

Using the result (26) for A7,.¢;/qa0, We can now employ
the strategy described around Eqs. (16) and (17): we
expand functions of (z,z’) around (z,Z), and we then
expand them around the coincidence limit z = z. We
then arrive at expressions of the form

U oo =1+ ATaanjret(a®0s + ué‘uBa&B) + 0()\?), (28)

Ry(es, 05
—es+ Z AR R esk 01 (29)
k>2 (25)

and
+ (r+es) [u*Vall(z,2)] ,__

Un(
+Z/\’“ (es, Oa . (30)
k>2

where Ry and Uy are polynomials of the same form as
@, implying the sums can be rewritten in the form in
Eq. (27). Together these results imply that the first term
in the singular field (13) has the local approximation

qU(z, 7" Tret
2u oo _
Q1 O3n43 [~
_q oy (T)og, - Oagn s
=3 + Z A" T . (3D
n>0

Here we have used the explicit value U(z,z) = 1 [24]
and the fact that even powers of es cancel between the
retarded and advanced point.

We obtain an analogous expansion of the second term
in Eq. (13) by combining (17) with Eq. (27) and a near-
coincidence expansion of d‘%V(w, 2p(7)). The result is of

a1 X3np—3
the form ., Am 22 (
numerator and denominator by s® brings the result into
the same form as (31).

Therefore, the singular field (1
pansion of the form

:Z)\n

n>-—1

j)a’al
s2n—3

Tagn_3 .

; multiplying

3) has a covariant ex-

PO Qants (CE)O'(SQ .
52n+3

Oasngs ) (32)

In fact, the terms with n > 0 have s?”*! in the denomina-

tor and (3n+3) — (3n+1) in the numerator, due to the
explicit value VzU(z,Z)|,—z = 0 [24]. But to simplify
the discussion below we can multiply both numerator
and denominator by s? to keep the generic form (32).

To express this in any given coordinate system we
reexpand for small coordinate distances Az® := 2% — %
At this stage, this only involves re-expressing o5 as an
expansion in coordinate distance,

os = Z Sy A:Cﬁl N (33)
n>1
= —g&BAxE +... (34)
We also introduce
pi= \/(9@3 + uauB)Ax&AmB (35)

as the leading term in the coordinate expansion of s. Us-
ing

S& & YA ..o AxQr+2
s=p 1+Z)\k 1 k+2('73) f T (36)
k>1 P
we see that the covariant expansion (32) becomes
oS = Z Qay-aanis (T) AT - Agonts . (37

2n+3
n>—1 P



Note that this same structure emerges simply from the
g, in Eq. (32); this moti-
s
vated us to put the subleading terms in the form with a
1/s?"*3 denominator, as described below Eq. (32).

If we now specialise to a local coordinate system
(T, X*), in which X* = 0 on the particle’s worldline and
9ap = diag(—1,1,1,1) there, then u® = (1,0,0,0) and

P = \/(5inin = R. (38)

Introducing the unit vector N := X*/R, we can then
write Eq. (37) as

expansion of the leading term,

5= 3" R"Qiyvig, o (T)N™ - Nsmt3.(39)

n>—1

We make a final adjustment by re-writing the products
of N"’s in terms of symmetric trace-free (STF) combina-
tions

NP .= NG N, (40)

where traces are defined using d;;. A product N - .- N
can be written as a sum of terms involving N*, NE=2,

NL=4 etc. For example,
S |
NIN? = NV + 24y, (41)
S . 1
NININF = Nk = (0 Nk + e N; + 65N:). - (42)

Hence, since 3n + 3 is odd for even n and even for odd n,
Eq. (39) can be rewritten as

3n+3
oS = % +S R Y QuTNt (43)
n>0 £ even for odd n

¢ odd for even n

for some STF tensors Q,(T'). We have pulled the leading
term out of the sum to motivate expressions in later sec-
tions. Note that in those later sections, £ will be identified
as the mode number in a spherical harmonic expansion
defined on spheres centered on the particle; we reserve £
(with no bar) for the mode number in a spherical har-
monic expansion defined on spheres centred on the black
hole.

Equation (43) is our key result in this section. Its
critical feature is that it never features a term with ¢ = n.
As shown in Ref. [25], this feature suffices to uniquely
specify its local form near the particle. By applying the
method in Ref. [25], the next sections will make clear how
the form in Eq. (43) picks out a unique field. But we can
also begin to understand it by contrasting Eq. (43) with
the form of the regular field. Since the regular field is
smooth, it can be expanded in a Taylor series around the
worldline,

R =3 "R"Q; ., (T)N" - N'". (44)

n>0

In terms of STF tensors,
n

R =3 "Rr > QL(T)NE.  (45)
n>0 £ even for even n
¢ odd for odd n

Each term oc R™ in this expansion has the opposite parity
from the corresponding term in the singular field: under
a parity transformation X* — —X?, the terms of order
R™ are even parity for even n and odd parity for odd n,
while the terms of this order in the singular field have the
opposite parity. And terms with £ = n always appear in
the regular field, while they never appear in the singular
field.

We also observe, tangentially, that the analysis in
this section shows ®F, evaluated at the particle, is the
Hadamard partie finie [? ] of the full field ® = &5 + R
on the particle. Similarly, the spatial derivatives of the
regular field (9;®%, 9;0,®%, etc.), evaluated at the par-
ticle, are the partie finie of the derivatives of the full
field there. Here the Hadamard partie finie of a singu-
lar function ¢ = 3> R"p\™ (T)N'X at R = 0 is defined
to be ;- fd)(LO)NLdQ = 1/1(()0), the monopolar term in the
coefficient of R°. To the best of our knowledge, this con-
nection between the Detweiler-Whiting regular field and
Hadamard regularization has not been pointed out pre-
viously.

C. Accelerating convergence using high-order
punctures

Before describing our new procedure, we briefly return
to the relationship between the order of the puncture and
the rate of convergence of numerical algorithms.

Recall that for an nth-order puncture, ®® is a C™ func-
tion at the particle’s location, and the effective source S
is a C™ 2 function there. If the fields are decomposed
into modes, then typically each reduction in dimension
translates into an increase in differentiability: if ®*® is
decomposed into ™% modes, the coefficients ®% (¢, 7, 0)
are typically C"*1 at the particle’s position (r,, 7/2); if
®" is decomposed into Yy, (6, ) modes, the coefficients
®R (t,7) are typically C"*2 at r,. The convergence rate
of the mode coefficients is also directly linked to the order
of the puncture. If ®® is C", then standard analysis [177
] tells us that, generically, its mode coefficients ®* decay
at least as fast as 1/m™; likewise, its £-mode coefficients
Dy, decay at least as fast as 1/ ol

In first-order self-force calculations, one is often only
concerned with convergence properties far from the par-
ticle (to calculate gravitational-wave fluxes, for example)
or precisely on the worldline (to calculate the self-force
itself, for example). Mode convergence far from the par-
ticle is rapid. Calculations on the particle have most
often used mode-sum regularization, in which one only
requires the puncture’s modes precisely at the particle,



and the contribution of high-¢ modes is easily approxi-
mated using a large-¢ power-law fit for the high modes.
In these situations, one is never interested in calculating
the physical, retarded field in an entire region around the
particle. Even so, there are potential advantages to using
a puncture scheme with a high-order puncture, some of
which we outline in the Conclusion. But there has been
significantly less motivation than arises in second-order
perturbation theory.

In second-order self-force calculations, the situation
changes, primarily because there is a quadratic source
term. This source, with the schematic form VAM VA,
is made up of products of the first-order retarded field

hSB)- Calculating this source from numerically com-

puted modes of hs) becomes impossible in a region
of size ~ M around the particle because the modes
converge too slowly [37]. To overcome this obstacle,
second-order calculations [167 ? | employ the strat-
egy from Ref. [37]: express the quadratic source as
VAWPYRWP 4 2vRWPYRMDR 4 Tp(WRYAMR | com-
pute VAWPYAWP from a 4D expression for hSﬁ)P, and

compute the remaining two terms using modes of hsgp

(HR

and modes of h 3 This strategy requires exact inte-

gration of hsﬁ)P over a sphere to obtain its modes. At
least currently, this integration can only be done numer-
ically; the usual analytical methods of obtaining the ¢m

modes of hglﬁw [? ] involve additional approximations
that cause the modes to diverge at large ¢ at all points
away from the worldline [? ]. A high-order puncture
could dramatically speed up this calculation by increas-
ing the convergence rate of VAP YHMLR,

To understand the potential gain, consider that cur-
rent second-order calculations required evaluating hun-
dreds of millions of numerical integrals. This large num-
ber arises from the large number of modes (up to £ ~ 40,
multiplied by the number of m modes and the 10 ten-
sor components of the metric perturbation), orbital radii
(ranging from r, = 6M to r, ~ 25M at a spacing of
~ 0.1M), and radial grid points (several hundred in the
range 1, —2M < r <1, +2M in which the puncture was
used). A reduction in the number of required modes can
therefore have a significant impact. Speeding up the con-
vergence of the source calculation inside the worldtube
could also allow one to increase the size of the worldtube,
reducing the number of required modes of the retarded
field outside the worldtube.

A high-order puncture for the second-order field, h(azg
could compound this gain. By making the effective
source smoother, a higher-order hfﬁn) would reduce the
need for a large number of grid points in the region
around the particle. This last benefit has not been a
major consideration at first order because the fm modes

P
)

of hS)P are finite at the particle and do not have steep
gradients. At second order, the £m modes of the physical
source and of h((fﬁ),7> both diverge at r = 7, and have steep
gradients in a region around ry,.

We return to these issues and highlight other possible
benefits of a high-order puncture in the Conclusion.

III. NEW ALGORITHM FOR COMPUTING
THE SINGULAR FIELD

Traditionally, a puncture ®% would be derived by
starting from Eq. (13) and carrying out the calculations
sketched above to arrive at an expansion of the form (37)
in a convenient coordinate system. In this section we
present a simple alternative: we directly calculate ®* in
a convenient coordinate system by substituting an ansatz
of the form (43) into the field equations, solving order by
order in R, and then truncating at any desired nyax.

Our method closely follows the approach presented by
one of us in Ref. [25]. However, that reference focused on
local coordinate systems that can be constructed in any
spacetime, such as Fermi-Walker coordinates. If starting
from such a coordinate, one would then have to perform
another expansion (or multiple expansions [28]) to obtain
the puncture in a coordinate system that is convenient
for solving the field equations in the external spacetime
(such as Schwarzschild coordinates centered on the large
black hole, for example). Our new method instead calcu-
lates the puncture directly in a coordinate system that is
straightforwardly related to the coordinates used in the
external spacetime, without need for a re-expansion.

A. Comoving coordinates

Our first step is to construct useful comoving coordi-
nates centered at the particle. Specifically, we will look
for new coordinates X* := (T, X,Y, Z) such that the fol-
lowing holds:

1. The particle is located at X =Y = Z = 0.

2. The metric reduces to the flat metric n.s =
diag(—1,1,1,1) at the particle.

In what follows, the above are the only essential require-
ments for the coordinates X*. Since the particle orbits
around the black hole along a circular orbit at fixed ra-
dius, we will in addition demand for the coordinates to
be comoving with the particle,

3. (%)a = u® even away from the particle.

This ensures that the scalar field is independent of the
time coordinate T

These comoving coordinates can be found systemati-
cally by introducing a new set of basis vectors (tetrad)
eq = eh0,, such that

ga,ﬁbg = g(ea, eﬁ)’wg = Tap- (46)

A choice of tetrad is not unique, but is defined up to a
Lorentz transformation; that is up to a SO(1,3) trans-
formation. This has six degrees of freedom. We demand



one of the legs of the tetrad, say ej, to be aligned with
the four-velocity vector u®, leaving a residual freedom to
rotate the legs ey, ez and e by an SO(3) transformation.
We will use the tetrad

er =u” =u"(1,0,0,9Q,), (47)

eg = (0, \/ﬁ,o,o), (48)
e3 = (0,0, :,0) , (49)

P

ut

7”p\/ﬁ

We now want to define the comoving coordinates X*#
to be aligned with those basis vectors at the particle.
That is, we impose

ey = — (r262,0,0, f,) . (50)

0
oXH

= ey (51)

I
Tp

Using the chain rule, this can be written as a system of
PDEs,

ox#
oxv

T’
_eu,

u
Tp

z(T,0,0,0) = zb. (52)

By construction, a solution will satisfy all three condi-
tions given above. Since the PDE system is only required
to hold at the particle, there are uncountably many so-
lutions. The solution we will use is given by

zZ
t=e1T +ejzesin! <z> , (53)
r=r,+esX, (54)
0 =: cos™! (—ejY), (55)
Z
o = eiT + ejz.sin™! (z) , (56)

Ze = = 2rpul\/fp. (57)

Inverting, we obtain the explicit relations

T =u" (fpt— riQpcp) , (58)
I 59
Vi i

Y = —r,cosb, (60)
Z = z.sin (sp _2th) (61)

These local coordinates are illustrated in Fig. 1.

In the above, the constant z. has been chosen so that,
inverting the system, we have Z ~ sin (%(ganpt)).
This factor of 1/2 is important for the following reason.
When considering spherical coordinates around the par-
ticle, the radius R := /9;; XX should only vanish at
the particle. Without the factor of 1/2, there would in-
stead be two points at which R = 0 in the Schwarzschild

FIG. 1: Local quasi-normal coordinates X* = (X,Y, Z) cen-
tered on the particle. In the black hole frame, the particle
is on the equator (6, = w/2) at a constant orbital radius rp
and an azimuthal angle ¢, = Q,t. Equation (77) defines lo-
cal spherical polar coordinates (R, 0, ) from X* in the usual
Euclidean way. Note that Y is bounded between —r, (at
0 =0) and +r, (at 8 = ), and Z is bounded between z. (at
¢ = pp+m)and —z. (at ¢ = pp — ), where z. < 0 is defined
in Eq. (57). While Z is not 2w-periodic in ¢ —Q,t, even func-
tions of Z (such as ®7) are 2m-periodic. The reader should
also note that X forms a left-handed coordinate system.

coordinates: the particle’s position (r,,7/2,¢0 = Qut)
and the antipodal point (rp,,7/2,¢ = Q,t + 7), leading
to a spurious singularity at the antipode. This spuri-
ous singularity in turns severely complicates later calcu-
lations, which will involve integrals over the full range of
¢ — Qpt € (—m,w]. The factor of 1/2 maps this spurious
singularity back to ¢ — Q,t = 0, where the first, physical
one is located.

In those new coordinates, the non-trivial metric com-
ponents read

2

grr = —(u')? <f(r) - 9121772 (r2 — Yz)) , (62a)
£\3 2

orz = 2L | - 02—y o)

gxx = ff(x;, (62¢)

T2

gyy = W, (62d)
t\4 2

9zz = _;é(ﬁ)z2 (Mrpf(r) - 5%2)(7}2) - Y2)> ; (62e)

where r = r(X) is given by inverting (59).

B. The field equation

In the comoving coordinates defined above, the scalar
charge density (5) becomes

p = ad(X)5(Y)5(2), (63)
as expected from local flatness.

Following the procedure given in Ref. [25], but adapted
to the scalar field, we split the d’Alembert operator [J as



follows:
0% = g*°V, V59, (64)
= goP (aaa@ - rgﬁa@) : (65)
= Agat® — 9T ,0,9
+ (9°° 0005 — Dar) @, (66)
= Agat® — C(D). (67)

In the above, Agyy = 0% + 02 + 9% is the 3D flat-space
Laplacian.
C' can be re-written as

C = 0(g*"T] 5)0 — 0g°7 005, (68)

where we defined § to denote the difference between a
quantity and its flat-spacetime value; for example,

0g°° = g% — 7, (69)

Note that for the comoving “Cartesian” coordinate X*,
we have that & (gaﬁf‘lﬁ) = g“ﬁflﬁ.

We remark here that, interestingly, while the Christof-
fel symbols I') g in the coordinate X* are complicated,

the particular combination gO‘BFgﬂ takes on a simple
form, namely,

g*TrY, =T7 +112, (70)
r—M 2Y

Fg = {0,2\/57“2,7‘2,0}, (71)

M r2
I'7:=4:0,0,0,— + P . (72
1 { 47"2]” 472 (7‘% -Y?) (72)

Here, again, r = r(X) is defined from (59).
Returning now to (4), the field equation reads

Agat® = —4mp + C(P) (73)

We can cancel the delta function by extracting the cor-
responding singular behaviour in ®. Specifically, define

q
o= o + =, 74
- (74)
where ‘F’ is used to denote the part of the field that is
finite at the particle. & satisfies the equation
q

Apai®F = C (<I>F + R) . (75)

C. Spectral decomposition and computation of the
modes

The form (43) is written in terms of STF combina-
tions of unit vectors, where the unit vectors point out-
ward from the particle. However, such a decomposition is

in one-to-one correspondence with a spherical harmonic
decomposition [38], with the 2¢ + 1 independent compo-
nents of the STF N related to the 20 + 1 independent
values of m in Y7, where Y7, is defined in spheres of con-
stant R around the particle. We find it more convenient
to work with the spherical harmonic representation.

We hence decompose ®f" in terms of spherical coordi-
nates around the particle,

limax

7
of = ZZ Z (I’ZmanYZm(éa o), (76)

n2>0 =0 m=—1¢

where
X = Rsinf cos @, (77a)
Y = Rsinfsin @, (77b)
Z = Rcos¥, (77c)
and where
é_max = 3(” + 1)7 (78)

in accordance with Eq. (43). Note that we dropped the
label “F” for the modes of ®F since they are the same as
the modes of the original field ®.

The left-hand side of (75) then reads

Limax

R 535

n20 (=0 m=—¢
[n(n +1) — (0 + 1)] (I)Zman_QYZm- (79)

In the above, we made use of the well-known identity
R2Agat Yy, = =00+ 1)Y,.

Similarly, by expanding the metric (62) in powers of
R, we can write the right-hand side of (75) as

[
C‘((I)) = Z Z Z éZman_2YZm(éa ). (80)

n>0 /=0 m=—7

We can now solve ®;. —algebraically in terms of éémn
by equating coefficients. At any given value of n, there
are two possibilities:

o If { # n, then

S+ 1) —Lll+1) (®1)

o If 0 = n, then ®,,4, is undetermined.

Note that the .= on the right-hand side of (81) are
themselves dependent on ®j,,,. However, by construc-
tion, they will only depend on @5, 5, where p < n. Thisis
because AgayRP ~ RP~2, while Q_’(Ri’) ~ RP 14 higher-
order terms. In particular, C(RP) has no term ~ RP~2,



since 89“6 ~ O(R). The resulting system of algebraic
equations will therefore form a triangular system, where
the modes at a given order n are expressed as (linear)
combinations of modes at previous orders. We show how
to compute the Cp;,,, in Appendix A.

So, the solution is uniquely specified by the field equa-
tion at any order, except for the ¢/ = n modes at each
order n > 0. These “homogeneous modes” @7, con-
tain all the freedom in the solution to the field equation.
As shown in Eq. (43), all of these homogeneous modes
®,,7n are set to zero in the singular field. Therefore the
singular field can be procedurally defined as follows:

¢§ 0,—1 = 2\/7?Q7 (82)
7.7 =0, (83)
S _ OgﬁLn

i S Lt D) - (T ) for £ # n. (84)
We emphasise that Eq. (83) does not simply eliminate the
homogeneous mode coefficients ®,,3,,; it also eliminates
all the pieces of the field that would otherwise, by virtue
of Eq. (84), be proportional to ®,,5,. Each homogeneous
mode acts as a “seed” that grows into an entire homoge-
neous solution via Eq. (84) [19]. The singular field is the
particular solution in which all of these seeded homoge-
neous solutions are set to zero. In the language of [25],
the singular field then corresponds to a minimal homoge-
neous solution (which is homogeneous away from R = 0)
that is uniquely determined, via the algorithm (82)—(84),
by its leading term, ¢/R.

IV. RESULTS
A. The puncture field &7

We implemented the algorithm (82)—(84) to compute
o7

Mmax Zmax

P = ) Z ®° R"Y;.(0.%),  (85)
n=—1 =0 m=—~

up to nmax = 14. This was achieved in a Mathematica
notebook on a simple desktop computer (i5-7500 CPU
3.4GHz). We have explicitly checked that the first five
orders (1/R through to R?) of the resulting 4D puncture
field ®% agrees with Ref. [29], where ®7 was obtained in
covariant form up to and including order R*. To make
the comparison, we began with the covariant form (32)
from Ref. [29] and performed the local coordinate expan-
sion as described in Sec. I B.

Since fmax obeys Eq. (78), computing all the non-
vanishing modes at n = 14 requires modes up to ¢ = 45.
However, there are several simplifications that drastically
reduce the actual number of modes that need to be com-
puted. First, the structure (43) dictates that

(I)Z?Ln =0 for even values of £ + n. (86)
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As a result, only about half of the modes need to be
computed.

Second, the singular field is symmetric under time re-
versal (¢ — Qpt) = —(p — Qpt) [? ], implying it must be
an even function of Z. Since Z = R cos @, this implies ®”
must be even under the reflection # — = — . Therefore,

(I)Z?m =0 for odd values of £ + m (87)
because Yj,,, (1 — 0,6) = (=1)F ™Y, (6, ).
Next, since ®F is real-valued and Yi_m =
(—=1)™(Y},,)*, negative-m modes can be calculated from
positive-m modes using

ef =D, (88)

where the star denotes complex conjugation. We can go
further by noting that for a source orbit confined to the
equator, the singular field possesses up-down symmetry
(i.e., it is even under the reflection § — m—#), which im-
plies ®” is an even function of Y. Since Y = R cos 6 sin @,
this in turn implies that ®” must be an even function of
¢ (at fixed R and 6). Given that the imaginary part of
Y5, is an odd function of ¢, we hence conclude that the
coefficient of Im(Y7;) must vanish. To determine that
coeflicient, we can rewrite the sum of m # 0 terms as a
sum over positive m values,

[Re(®7,, )Re(Yg;,) — Im(®7 )Im(Yy;)],  (89)

=1

3

where we have used Eq. (88) and the identity for Y7 .
Therefore

Im(®7 ) =0, (90)
and Eq. (88) reduces to

P
.

,—m,n

= (-1l . (91)

We note that our algorithm automatically enforces all
of these conditions, but once they are known they can be
used to streamline the computations. As an illustration,
in Appendix C we give all the non-zero modes of (IJZ;ﬁm
forn=-1,---,2.

In Fig. 2 we plot the computation time to compute
all coefficients (I)Z;Mn at each n, given all the modes at
lower n. We also plot the time required for Mathemat-
ica’s built-in Simplify function to simplify the resulting
expressions. After the first few orders, we can see that
the computation and simplification time increase by ap-
proximately a factor of 2 and 2.3, respectively, from a
given order to the next.

The reader may wonder about the overall “size” of the
(I)Z;ﬁ”m as one increases the puncture order. It turns out

that the size of the expression ‘I)Z;ﬁm (say, the number of

terms as functions of M and f;,) increases linearly with
n. Specifically, it goes approximately like ~ 1.5n. The
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FIG. 2: Log-log plot of the required time for our algorithm to
compute all the coefficients @gﬁn for each n, as well as their
subsequent simplification.

expressions therefore remain compact, and quick to eval-
uate, even for n = 14. This surprising slow increase in the
overall size of the modes can be attributed to the facts
that (i) the number of modes also grows (quadratically)
with n, and (ii) most of the general solution does not
appear because the homogeneous modes ®;;,7 are set to
zero. Regarding the second point, if the same algorithm
is applied while keeping all the homogeneous modes ar-
bitrary, we find that the size of the expression for each

_ s as 3
D BTOWS as ~ n°.

B. m-modes in the black-hole frame

As alluded to in the Introduction, virtually all self-
force calculations in black hole spacetimes make use of
a mode decomposition [2, 18, 22] to partially or fully
separate the field equations. The modes used in these
calculations are defined on two-spheres centered on the
black hole. It would therefore be useful to show how one
can calculate the modes of our puncture field. In other
words, one would like to be able to calculate the modes
defined on the two-sphere around the black hole from the
modes defined on the two-sphere around the particle.

Calculating the ¢m modes defined in the black hole’s
frame is highly nontrivial unless one makes additional ap-
proximations that spoil the convergence away from the
particle; see Refs. [377 7 ]. We leave that mode de-
composition to future work. However, it is reasonably
straightforward to obtain exact analytical expressions for
the m-modes of the puncture, at any order in n. These
are the modes used in the m-mode scheme in the com-
panion paper [33].

For the special case of a circular orbit, an m-mode
expansion is given by

OP(t,r0,0) = Y ®F(r0)em Y, (92)

m=—0oo

where we have used the fact that the field can only de-

11

pend on ¢ and ¢ in the helically symmetric combination
¢ — Qpt. The m-mode coeflicients are given by

1 .
P = o fs 1 dF e~ medyp. (93)

In the integral, t is set to zero or, equivalently, the inte-
gration variable ¢ is to be interpreted as ¢ — ,t.

There are multiple ways to tackle the integral (93) an-
alytically. In this paper, we will take an approach which
will be most accommodating to evaluating ®7 (and its
associated effective source) on a grid.

We start with the expression for the scalar field in
spherical coordinates around the particle, (R, 0, ¢):

P =) "o R"Y.(0,9). (94)

{mn

Plugging this decomposition into (93), we have

(I)'P _ (I)Z;T?anzm " RnPﬁL é i(ﬁuﬁ—mcp)d
m—;T . 7 (cosf)e 2
(95)
where ¢;, is defined in Eq. (AS).
It is useful to express all the quantities here in terms
of the variables

y = cos>#, (96)
Ar =1 —rp. (97)

In particular, by equatorial symmetry, one expects all
physical variables to be symmetric under the interchange
0 — w— 0. As a result, any dependence on cos @ should
appear squared, and we can restrict to the range cosf >
0.

The spherical coordinates around the particle,
(R,0,9), are easily related to those in the black-hole
frame (t,7,0, ) by using (77) and (58)—(61). We find

R? = ¢* + 22 sin? %, (98)
gz osin(£
cosf = = = e sin( 2> ) (99)
0% + 22 sinQ(g)
_ Y Tpy/ fpy
t =—=-—""T 100
ang =+ . (100)
where we defined
| Ar2

Note that ¢ is independent of ¢. As a result, we can
write (95) as

(102)



Here we defined

I (o) = / R"P[*(cosf)e” "™ dy, (103)

—T

where J only depends on the Schwarzschild coordinates
(r,0) via o.

We can further simplify the above expression by ex-
plicitly enforcing the reality condition on the scalar
field, ®” = (®%)*, which requires that ®%F =

L(—m)n
(—1)77’@5%“; recall Eq. (91). This allows us to write

Nmax 3n+3 £

=2 2 0

n=—1 p—0

PhnCin cos(M@)I™ (o). (104)
+6m mn

Finally, we can note that Eq. (87) dictates that we only
require J7'  for even values of £ + m.

There are several ways to find an analytic expression
for 3. The most efficient method we found is to make
use of the following recursion relation for the associated
Legendre polynomials:

(0 —m—1)({— m)Pgﬁ(m) = P;’_’;z(x)
— PI"2(2) + ((4+m) (0 +m — 1) P ,(x).  (105)
By linearity, J then satisfies a similar relation,
(—m—1)(—-m)Jj. = ’J?Z 2) (it 2)n
= Timyaym T+ m) (L +m — D3 aymns  (106)

such that 3;7”_
mn

integrals at lower ¢ and/or higher m. This can be applied
repeatedly to express J7°  in terms of J7}, ,, for (¢',m')

within the triangle m’ < E’ <l m<m < ?, as illus-
trated in Fig. 3. The three-point recursion terminates at
the “top” case m’ = ¢’ since J}7 ,,, = 0 for m’ > ¢’; the
latter follows from the definition (103) and the fact that
Pﬁ, = 0 for integers m’ > £’. Note that the three-point
recursion (106) always arrives at m’ = ¢/, rather than
stopping short at m’ = ¢’ — 1, because we only require
J7. ., for even values of £ +m, which in turn implies that
¢ +m/ is always even.

In order to close the recursion, we hence need to pro-
vide explicit formulas for the case £ = m. For that top
case, we make use of the relation

can be expressed in terms of three other

1420 — 1)1 — )42, (107)

Substituting this into Eq. (103) and using Egs. (98)
and (99), we find

fou = (-1

We therefore only require an explicit formula for the spe-
cial case £ =m = 0.

(20 — 1)lpfam

T ) (108)
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FIG. 3: Structure of the recursion relation (106) and relation-
ship (108). Using (106), we express J7., at the black point
(¢,7m) on the bottom right in terms of the integrals at the
three blue points; the integrals at the blue points in terms of
the integrals at the neighboring gold points; and the integrals
at the gold points in terms of the integrals at the rose points.
In this way, J7. =~ at the black point (€,m) is expressed in
terms of integrals at points on the dotted line m = £. Inte-
grals at points on the dotted line are then expressed in terms
of integrals at the origin (0,0) (green point) using (108).

For that special case, noting that the imaginary part
vanishes by oddness of the integrand, we write

I, = / <92 + 22 sin? (%)) : cos(mp)dyp.  (109)

Evaluated with Mathematica, this integral admits an ex-
plicit representation in terms of a regularized generalised
hypergeometric function,

Jobon = 27(22 + 0°) 7 X

re 1 n 22
3F2g<{2,1,—2} {1-m,14+m}, 2+Q>
(110)

While the above function is well defined for all ¢ > 0, and
even for non-integer values of m and n, the evaluation
time near ¢ ~ 0 for certain parameter values m and n is
particularly slow. In our case, however, we can make use
of the fact that m only admits integer values to find a
much simpler analytic formula. Specifically, the integral
above can be recast into a form given in Eq. (3.664.3) of
Gradshteyn and Ryzhik [41]. Namely, for any integer n,
and real number g, we have

T 5 q 27 "
[ﬂ (z + V22 — 1cos <p> cos(np)dp = atan 3P (2),
(111)

where (a), is the Pochhammer symbol. In the above,
3P (x) denotes the associated Legendre function, de-

fined for = > 1. We use the prescript “3” to match with



Mathematica’s terminology of referring to this as a “type
3”7 associated Legendre function. This is in contrast to
the associated Legendre polynomial, P/™(x), defined for
-l<z<l.

The specific transformation to bring (109) into the
above form is

2 2 2
Lo Z2He (112)

o0\ 22 + 0?

We then find that

s
00m X / (z — V2% —1cos go) cos(mp)dep. (113)
Making the substitution ¢’ = ¢ + 7, and noting that the
integrand is an even function of ¢’ with period 27, we
can write Eq. (113) as

Oom X 2(—1 m/ (z—l—\/ lcomp) cos(me’)dy',
0

(114)
which is the same form as Eq. (111). This then gives the
final result,

n/2
2n(~1)" (V22 + )

I =

00n — (1 + n/2)m

2 2
m [ Z/2+0
X ————]. (115
3L n/2 (QW) ( )
In summary, the m modes of the puncture are given
by Eq. (104) with the recursion formulas (106) and (108),
starting from the extreme case (115). The workflow to
compute Jj'  can therefore be summarized as follows:
1. Apply Eq. (106) repeatedly until 3
as a linear combination of J7},,, for m < 0 <4,

is expressed

2. Use Eq. (108) to reduce the Jj},,, terms to Jg,,
for (n —4) <n' < (n—m).

3. Use Eq. (115) to compute Jgp,,. -

We can examine the singularity structure of the m
modes (104) by adopting (o, @) as polar coordinates cen-
tred on the particle in the (r,0) plane. A function
of the form (104) is smooth at ¢ = 0 if and only if
Jp (0) 0™ *2k for integer k > 0. Equations (108)
and (115), together with the asymptotic approximations
for the Legendre function [? ], imply the following be-
havior near o = 0:

0
tin(0) = {O(Q )

for n — ¢ even,
for n — ¢ odd.

(116)
The recursion relation (106), combined with the fact that
¢’ > m, then suggests that J7. . has the form

_ O(Qm+2k)
O™ %) + O(o" ! log o)

[l

O(o") + 00"t log o)

for n — £ even,
for n — ¢ odd.
(117)

jm

tmn
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Here the “42k” denotes the fact that subleading terms
come as additional even powers of p; this is because (i)
subleading terms in the small-p expansion of Eq. (115)
appear with even powers of g relative to the leading term,
and (ii) the recursion relation (106) only moves in incre-
ments of two.

Recalling that p cos(mep) is smooth, we can now
see that the m modes of the puncture, as given in
Eq. (104), are made up of smooth terms plus terms of
the form

m+2k

cos(mp) o™ log o (118)
near o = 0, with n > —1 and 0 < m < 3n + 3. Also
recalling Egs. (86) and (87), we observe that the puncture
is only nonzero for n—¢ = odd and ¢+m = even, meaning
the singular terms (118) only appear for n + m = odd.

C. The effective source 5%

The full, 4D puncture can be written as in (85). The
full 4D effective source is then obtained by simply apply-
ing the operator — to ®F; the distributional content
at the particle cancel out. Rather than belaboring the
form of this 4D effective source, here we focus on the
construction of the m-mode effective source, as used in
the companion paper [33].

In order to compute the effective source’s black-hole
centered m modes, we could evaluate

eff | i eff  —imep _ _i —imep P
Sy = o S e do = o7 P e 0" de.
(119)
However, we can more easily express S directly in terms
of the m-modes of ®” by noting that, for a generic func-

tion H(t,r,0,p) = h(r,0)e”"™*=%Y e have

1
OH =V, ,V°H = —08, (V/—g9*?83H) , 120
= (Oph)e”me=St), (121)
where O,,, = °0,,, + !0+ 20 and
02 1
0, =m?|2-—F—], 122
;e 122)
1+f0 21-3y) 0
M. o g
0= r Or r2 Oy’ (123)
62 L -y o
2 S —
0:= f L (124)
In particular,
(BH),, = 0Oxh. (125)
It then follows that (119) can be re-written as
seft — 0,07 (126)
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FIG. 4: m-modes of the effective source, |S<E|, for nmax = 1,. .., 14, evaluated near the particle, at (r —r,)/M = 107% = cos? 6.

For large m, we recover the expected theoretical result. Namely, for even nmax, |Sfrff| ~ m~"max_while for odd Nmax, |Sﬁff| ~
m~"max—1  Thig is shown in the inset, where, for clarity, we only plot the m-mode contribution for even nmax.

In Appendix B, we give a detailed description of how
to evaluate these formulas to compute S analytically
from ®7 .

Our primary purpose in going to large values of ny .y is
to achieve more rapid numerical convergence. To assess
the convergence with m, in Fig. 4 we show the asymptotic
large-m behavior of the effective source modes SCIf for dif-
ferent puncture orders. For these plots we evaluate Sff
near the particle, (r —r,)/M = 107% = cos? §. We avoid
evaluating precisely at the particle because the formula
for S when evaluated at the particle, involves cancella-
tions of quantities that diverge there. We remark that it
may be possible to obtain a separate formula specifically
tailored to compute the effective source at the particle,
by analytically canceling out these divergences.

Due to the form of the puncture, the asymptotic be-
haviour of the effective source (and puncture) near the
particle has a polynomial behaviour with m. In fact,
one can show that the convergence with m improves by
exactly two powers every second order in n [20], as we
can see in Fig. 4. Specifically, starting at npa.x = 1,
Sefl  mmmax for even Npay, while ST~ m~Pmax—1 for
odd nmax-

As expected, we achieve very rapid convergence for
large values of nyax: a 4th-order puncture (the highest
previously available) requires 100 m-modes to achieve the
same accuracy that a 14th-order puncture attains with
only ~ 15 m-modes.

D. Regularity of S at the particle

In general, the regularity of the effective source at the
particle is directly dependent on the order of the punc-
ture [31].

In 4D, before performing the m-mode decomposition,
the form of the effective source can be easily deduced
from the form of the singular field in Eq. (37). Suppose
we truncate the puncture at n = nyax. The form of the
effective source then corresponds to the d’Alembertian
applied to the first omitted term, n = nyax + 1, in the
singular field (37). We immediately find

sf— 3 Qar- iy (B) AT -+ Agiants

2n—+5
N>+ 1 P

(127)

This can be written in local polar coordinates (R, 8, @)
and then decomposed into m modes in the same way as
the puncture. In analogy with Eq. (118), the dominant
singularity in the m modes S is composed of terms of
the form

cos(m@)o™log o with nyax +m = even.  (128)

The relationship between m and np,.x is a consequence of
the fact that these terms come from analogous terms with
N = Nmax + 1 in Eq. (118), which all satisfy n+m = odd.
Equation (128) shows that ST is Ommax—1 at the parti-
cle. Due to the appearance of cos(me) and the condition
Nmax + M = even, the singularity is reduced by one order
for npmax = odd when approaching the particle along lines
of constant ¢ = £7/2, orthogonal to the orbital plane.
In Fig. 5, we plot the effective source SS_ for different

puncture orders nax with r,/M = 10.0. For this plot,



we applied an analytical mesh refinement, in the style
of [35], around the lines r = r, and § = 7/2 in order
to show more clearly the behavior of the effective source
there. We can confirm by eye that the effective source is
C? at the particle for nmayx = 1, as predicted, and that
it becomes increasingly regular there as the order of the
puncture is increased.

We remark here that the overall shape of the ef-
fective source changes rather drastically from order to
order. In particular, the magnitude of the contribu-
tions for increasing n does not significantly decrease as
one might naively expect, even in a neighbourhood of
(r = rp,0 = w/2). The reason is that the puncture is
obtained as a local expansion near the particle, while the
individual m-modes are sensitive to the puncture’s be-
havior far from the particle: when integrating over S*
to obtain the m-modes, one integrates over a distant re-
gion on the opposite side of the black hole, and the punc-
ture’s behavior there contributes to each m-mode even at
(r =rp,0 = m/2). In principle, one can freely choose how
to smoothly extend the puncture outside the local neigh-
bourhood, altering the individual modes. In the present
case, we simply chose the trivial analytic extension out-
side the normal neighborhood, whereby we use the same
expansion in powers of the comoving coordinates X* for
the full range ¢ —Q,t € [—m, 7]. As emphasised here, this
choice of extension, combined with our particular choice
of X% has the major benefit of making the m-mode in-
tegrals analytically tractable.

V. CONCLUSION

In this paper, we have computed the singular field for
a scalar charge to 14th order in distance to the parti-
cle, 10 orders higher than the previous state of the art.
Unlike traditional methods, we use a very simple con-
ceptual framework: adopting a local coordinate frame
around the particle, writing the field equations as a Pois-
son equation plus small corrections, and solving it by
decomposing the equations of motion in spherical har-
monics centered around the particle. Besides its prac-
tical utility, our approach avoids the need for technical
tools that might be unfamiliar outside the self-force com-
munity. Our analysis in Sec. II B also highlights that the
Detweiler-Whiting regular field is actually identical (in a
local neighborhood of the particle) to a Hadamard partie
finie regularization of the physical, retarded field, which
might again make it more accessible to the intuition of
post-Newtonian experts, for example.

However, we do view our approach primarily as having
practical, rather than conceptual advantages. If the local
coordinates are well chosen (to have a simple relationship
with the global, inertial coordinates used to solve the field
equations), our procedure yields the puncture directly in
a user-ready form adapted to one’s problem. Further-
more, we have shown that one can analytically compute
the m-modes of the puncture around the central black
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hole, at all orders in distance. This ability to construct
exact analytical puncture modes (also previously shown
in Ref. [? ]) represents a potentially large advantage for
m-mode puncture schemes over fm-mode ones. As dis-
cussed in Refs. [377 ? ], traditional methods of obtaining
/m modes of a puncture involve applying additional ap-
proximations that (i) lead to large-¢ divergences at points
away from the particle (Ar # 0), and (ii) prevent one
from applying Ref. [37)’s strategy for constructing the
quadratic source term in the second-order Einstein equa-
tions. Current second-order calculations [167 ? ] and
the puncture scheme in Ref. [? ] overcome this by nu-
merically evaluating the integral over the sphere to obtain
the puncture’s fm modes. More accurately, they analyt-
ically evaluate the integral over one of the angles and
numerically evaluate the integral over the second angle.
As reviewed in Sec. II C, generating current second-order
results in this way involved the evaluation of hundreds of
millions of numerical integrals, which an m-mode scheme
would bypass. Of course, this benefit comes at the cost
of introducing more burdensome numerics to solve PDEs
in (r,0).

Our particular form of the puncture might also make
the /-mode integrals more analytically tractable, but we
leave exploration of that possibility to future work.

Interestingly, the overall size of the expressions for the
modes of the singular field, when centered around the
particle, only increases linearly with the order of the
puncture. In particular, evaluating the four-dimensional
puncture, even for a 14th-order puncture is very fast. Un-
fortunately, when decomposing into modes on spheres or
rings centered around the central black hole, the over-
all size of the expressions increases dramatically with
the order of the puncture. In particular, the results of
this paper highlight an interesting tension: On the one
hand, it is far more natural to decompose the solution
into modes on the 2-sphere centered around the particle
instead of the central black hole. There are two ways
to intuitively understand this. First, these 2-spheres, in
some intuitive sense, only capture the local behaviour of
the singular field. When decomposing around the central
black hole for example, one needs to choose an extension
of the puncture beyond the particle’s neighbourhood so
that it is defined on the entire 2-sphere around the cen-
tral black hole. Second, the 2-sphere around the particle
never intersect the particle itself, meaning that the modes
always describe a smooth function. On the other hand,
the field equations are more naturally written in coordi-
nates centered around the central black hole, in order to
take advantage of the symmetries of the background met-
ric. Much of the current self-force program has favoured
the latter aspect. In hindsight, this has come at the hefty
price to anything relating with the puncture: analytical
expressions are difficult to obtain beyond a few orders
and one is plagued with poor f-sum convergence even
far from the particle. This paper highlights that it may
be worthwhile to instead consider a coordinate system
and spherical decomposition that caters to the puncture’s
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FIG. 5: The effective source Sf,ff for different puncture orders nmax. In all cases, we restrict to m = 0 and r,/M = 10.0. For
clarity, drawn in red are the lines 7 = r, and 6 = 7/2. For nmax = 1 (top left) the effective source is continuous at the particle
but not differentiable. Regularity at the particle improves as nmax increases; see Sec. IV D for details.

needs, instead of the symmetries of the background met-
ric, at least when it comes to solving the field equations
in the vicinity of the particle.

We foresee a variety of applications of the high-order
punctures that can be obtained with our method. In
a puncture scheme, the residual field is the numerical
variable, and its degree of smoothness is directly linked
with the order of the puncture: the higher the order,
the smoother the residual field. As demonstrated in our
analysis of m-mode convergence, increased smoothness
translates into tangibly faster convergence properties of
numerical algorithms. Some possible concrete applica-
tions of this are the following:

1. If using a spectral method in an m-mode punc-
ture scheme, finite differentiability of the effective
source will lead to slow convergence of the spec-
tral solver. A higher-order puncture, and therefore
a smoother effective source, ameliorates this prob-
lem. The same considerations apply to a finite-
difference m-mode scheme, which must use a finer
grid around the particle’s position to resolve the
features of the effective source there.

2. In second-order self-force calculations, a higher-
order puncture would lead to more rapid conver-
gence of the quadratic source term, when employ-
ing the strategy in Ref. [37]. It could also lead
to a reduction in the number of radial grid points
needed to resolve the source around the particle.

3. In frequency-domain methods for eccentric orbits,
the particle singularity leads to Gibbs phenom-
ena [? ? ]. The method of extended homogeneous
solutions, designed to overcome this problem [? ?
|, can require extremely high precision to cancel
large numbers [12]. A sufficiently smooth effective
source could make the Gibbs phenomena negligi-
ble, avoiding the need for extended homogeneous
solutions. This would provide an alternative to the
approach in Ref. [? ].

4. The Teukolsky puncture scheme in Ref. [? ]
encounters complicated f-mode behavior before
reaching the expected exponential convergence
away from the particle. Working with a smoother
effective source could bypass this behavior.



5. The recently developed Lorenz-gauge metric recon-
struction method [? ] can involve large cancella-
tions between different contributions to the solu-
tion. A high-order puncture scheme should avoid
this issue by making the source term for each con-
tribution highly differentiable.

Realising these benefits will require applying our
method to the gravitational case and to more generic
scenarios: a Kerr background and eccentric or inclined
orbits. As a first step, work is underway to extend our
results to the case of gravity for circular orbits on a Kerr
background.

Of course, from a practical point of view, there is a
certain balance that must be struck: a high-order punc-
ture results in faster converges properties of the numer-
ical solver, but computing the puncture and effective
source takes longer. This is explored in the companion

paper [33].
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Appendix A: Computing C,,,

In this appendix we illustrate how to calculate the
mode coefficients in Eq. (80), which appear in the punc-
ture modes through Eq. (84).
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1. Reduction to a general integral

Note that the metric components g, 3 are smooth func-
tions of the comoving coordinates X* = (X,Y, 7). As a
result, they can be immediately expanded in a Taylor

series in terms of the unit vector N* := (%, %, %),
Gai = O Gapisa, RPN - Nin (AL)

n>0

in analogy with Eq. (4
decomposition.

On the other hand, the scalar field is expanded as in
Eq. (76). Since ®7 is real, we can re-write the expansion
so that it appears manifestly real:

4). Note that this is not an STF

Nmax £max

FYy ; f’;gz Vin(0.8),  (A2)
n=—1 g—g m=0
Y (0,8) = 2Yj5(0,0) cos(mg). (A3)

Note that the summation is over non-negative m-modes.
The negative m-modes of 7 are obtained via the reality
condition (91).

The expression for C(®) will therefore be a sum over
product of spherical harmonics and N*’s. In order to cast
it into the form (80), we need to re-express it as a sum
over spherical harmonics. This implies the computation
of the following general integral:

Ie2m2 (t17t27t37t4; a, b)

l1ma

(A4)
::/ cos'? ¢ sin'2 @ cos's §sin 0
S2

% (0505 Yesm, (0,0)) (Yema)™ (6, 9)dQ, (A5)

where a,b = 0,1,2, dQ) = sinfdfdyp, t; > 0, except for
t4 which may be negative. In the above, we dropped the
bars for convenience.

We show next that Z can be re-written explicitly as
sums over quantities depending on the ¢;, a, b, £;, and
my. To facilitate this, we split Z into its § and ¢ integral,

IEQm2 (tla t27 t37 t47 a, b)

£imy

= cflmlcEsz(_)Zlml (t3)t47 )\I]:"rnLi <t17t2;b)7 (AG)

where

O™ (t3,ts30) =

£1m1

/ cos’ fsin™+*! 0 O (P (cos ) P2 (cos 0)do,
0

(A7)
\I’%f (tl, tg; b) =
2m
2/ cos't psin'? ©dY (cos(myp)) e dp, (A8)
0
2+ 1(0—m)!

. =mp A

o @+ m) (A9)

The next two subsections deal with each of the two sep-
arated integrals in turn.



2. Evaluation of the ¢ integral

We first work out an expression for ¥. Expanding

cosmyp in terms of exponentials, we put ¥ in the form
U2 (1, t2;b) = (imq)” [U(t1, 2, m1 —mo)

+(_1)b\il(t17t27 —mi — m?):l ’

_ 27
U(ty,ta,m) = / cos’
0

U is computed by writing the remaining trigonometric
functions in terms of complex exponentials and using the
binomial theorem, as well as the identity

(A10)

@sin’2 pe"™Pdp. (A11)

2m
/ emPdp = 21y (A12)
0
We find
\i](tlat27 )
2rite t1 t2 k t (st
= 9titts Z Z ( >(k2)5t1+t2—m~ (A13)
k1=0 ko=0

This formula gives rise to the following selection rules:
e U =0 if any of the following conditions hold:

1. t1 +to — m is odd,
2.1+t < |m|

3. Evaluation of the 6 integral

Turning our attention now to O, let us first consider
the case where a = 0. Making the change of variable
r = cosf, we write

@[zmQ (1537 t4; 0)

Zlm

1 t
_ / at (VI=a2)" P () P @) (AL4)

In order to make progress, we reduce © to the case
where t3 =t, = 0.

We can first reduce © to the case t3 = 0, by repeatedly
making use of the following relation:

(20 + DaP"(z) = (L 4+ m)P"(x)

+(—=m+1)P(x).

The case for t4 is more subtle, since, due to the use of

spherical coordinates, some integrals have t; < 0. De-
pending on the sign of ¢4, we use the two identities

(A15)

20+ 1D)V1 - 22P)(z) = P (x) — PN (x), (A16)
—2m m
ﬁpe (z) = Pe—Jfl(l’)Jf

(L+m —1)( +m)P" ().
(A17)
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Note that the last identity assumes that m # 0. In the
computation of ©, we then make use of both PZ“ and
P,)* in order to decrease (or increase) t4 to zero. The
only case where this recursive procedure does not work
is when t4 < 0 and both m; = my = 0, as one cannot
use (A16) on either of the Legendre polynomials. How-
ever, we can calculate this specific case using the series
representations of the Legendre polynomials:

(\/1 - x2)t4 Py, Puyda

1

©:20(0,14;0) = /

-1

1
:2"1‘*‘@2/ (Zagux )(Zaézkl’ > (1—2%)7%da

L1+142

1
= 2htte Z bgngk/ (1—2%)% 2bde
-1

k=0

L1+-Lo
_ 1+k t
=20+l y b4142k(1+(1)k)B< . ,1+24>7
k=0

(A18)

where B(z,y) is the standard beta function, a,; =

k4+n—1
), and

()3

k
beook = E gy 0y —j

_0< )

(A19)

M;r

In the second line, we have used the series representation
of the Legendre polynomials and to go to the third line,
we take the Cauchy product of the two series. The in-
tegral can then directly be evaluated using Eq. (3.251.1)
of Ref. [41]. Note that the result is finite if and only if
ty > —1. With the exception of this particular case, we
can also reduce to the case t4 = 0. We are then left with
the case t3 = 0 = t4, which corresponds to the integral
over a product of two Legendre polynomials.
An explicit formula exists for this case [39, 40],

14+ (71)21+€27m17m2

©272(0,0;0) = 5 x

[ | 2]
2.

Coymyky Clomaks X
k1=0 ko=0

B €1+€2— —m2—2k1—2k2—|—1
2 )
2 2 2
my + ma + 2k; + 2ks + >7 (A20)
2
where |x| denotes the integer part of x and
/ !
Comp = (—1)™FP (Ldm) (A21)

2m+2p (m + p)Ip!(€ — m — 2p)!



Note that in the above, our definition of ¢y, differs from
the one in Ref. [39] by a factor (—1)™ to reflect a differ-
ence in notation in the Legendre polynomial. This ex-
pression is only valid for ¢, m > 0. However, as a result
of the recursive algorithm, some of the integrals will fea-
ture Legendre polynomials where ¢ < 0 and/or m < 0.
For those integrals, before using the formula (A19), one
first uses the following properties of the Legendre poly-
nomials:

(€ +m)! B, (A22)
P(’fe) = P&l_l).

Pé—m — (_1)m
(A23)
Note that we have the following selection rule: ©® = 0 if

81 +£2 — M1 — My is odd.
Finally, we can comment on the case for ¢« = 1 or

2. 0pP;" can be expressed as a sum of two Legendre
polynomials,
09 P;" (cos ) = m cot 0P (cos §)
sin 6
Pt (cosf). (A24
g P eos). (A20

We can then relate the case the integral for a = 1 in
terms of (linear combinations of) integrals with a = 0.
Since the range of integration for 6 is 6 € [0, 7], we have

@szQ (t37 t4; 1) =

£1ma

MmOz (ts + 1,4 — 150)

6[2 mo

o m1+1)(t37t4;0)- (A25)

In a similar fashion, 9P/ is written as the sum of
three Legendre polynomials, which implies

O (t3,432)
=m1(m1 — 1)OF1 (t3 + 2, t4 — 2;0)
+(2my+ 10202 L (ts + 1.t — 1;0)
— MO0 (b, 143 0) + OF2 o (3,145 0).

(A26)
In summary, the general integral
Iffn”zf (t1,t2,ts3,t4;a,b) is decomposed into a ¢ and

f-integral, Eq. (A5).
Eq. (A9) and (A12).
computed through the following steps:

The @—integral is given via
The 6 integral, ©%™2 (ts,t4;a), is

Zml

1. If a =1 or 2, we can use Eq. (A24) and Eq. (A25)
respectively to reduce it to the case a = 0.

2. The integral for a = 0 is given in Eq. (A13). This
integral is solved by noticing that the case t3 =

t4 = 0 has a known analytical solution, given in
Eq. (A19).

(a) First, apply Eq. (A14) repeatedly to reduce t5
to 0.
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(b) Then, use the identities given in Eq. (A15)
and (A16) repeatedly to reduce t4 to 0 as well.
These identities only work for m # 0. As a
result, in the event where both m; = my =0,
but t4 # 0, these relations cannot be used to
reduce t4 to 0. For that special case, however,

the integral can be evaluated explicitly; see
Eq. (A17).

Appendix B: The effective source S&¥

Given an m-mode of the puncture field, we can imme-
diately compute the corresponding m-mode of the effec-
tive source (8) as
seft — 0,7

Nmax 3n+3 £
-3 3 3 imteo,
1 + 6’"

n=-—1 g—o m= 0

(0],

(B1)

[cos(m@)T

where [, is given in (122)—(124). Because we use re-
cursion relations to obtain the analytical expressions for
®P and I (), it ismore efficient to derive how the
operator D "Modifies the recursion relation, rather than
applying O to explicit functions of (r,y). In the follow-
ing, we will suppress the indices in the expression J7 .
simply writing J instead.

1. Contribution of °0,,

90, simply contributes to a factor of the singular field,

2
ODm(bZ = m2 (Szp !

- P
f 7"2(1 _ y)> q)m' (BQ)

2. Contribution of 'O

Since 'O is a first-order linear operator, we can apply
the chain rule:

'O cos(me)I] = ['Ocos(m@)] T + cos(mp) ‘03, (B3)

where
'O cos(mep)
1 Arl 0 _
=3 {(rp + fprp + BAT) — ] or cos(me),
(B4)
o cos(me)

= — m?”p\/fj)bm [m arctan (Ar, —rp@)] )

(B5)



2 ¥
iy = | RN g2 L ()
fp or

where we defined the quantity 3’ := 9,J. We return to
how this quantity is computed at the end of this Ap-
pendix. In the above, the arctan function with two ar-
guments is defined in the interval —7 < arctan(z,y) <
and returns the principal value of the argument of x + 7y.

We remark that the right-hand side of (B4) is well
defined in the limit y — 0. Specifically,

lim 1— cos(me) = fmeTg ! Ar>0,
y—0+ y Oor T TAR cos(mm) Ar <0.
(B7)

The factor of cos(mm) for Ar < 0 arises from the fact
that the argument of arctan(-) is defined on the interval
[-7/2,m,2] and a correction of +7 must be added to lie
in the correct quadrant.

3. Contribution of 20

Since 20J only contains second-order differential oper-
ators, the chain rule implies

*Olcos(m@)T] = [POcos(mep)] I

+ cos(m@) 2034+ CT, (BS8)
where
2Ocos(m@) = SR S
r2oty /3y

[Mpr/fpy{rpfpry + Ar (rpy + Ar) } cos(me)

+ Ar{fprpy(rp — 2Ar — 3r,y)
+ Ar (Ar — 2r,y — 3yAr) } sin(mgp)] , (B9)
27y = grgy(l —y) +rAr? (fprp + Ar) .
- f27"2
N —fgr;‘;y(l —y) +r(fprp + Ar)(fpo® — Ar2)j/
122 g8 )
(B10)
CT = in cos(mp) J
N OATr 14 OAr
8yl-y) 0 O
+ 2 oy cos(me) 6yj . (B11)

In the above, we defined J3” := 923. The cross term CT
n (B11) can be re-written as

2
A
OT =2 L{; - %(1 - y)] ?T’J'%cos(m@. (B12)
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Putting it all together, we can write the effective source
as

Nmax 3INn+3 £

P
si=—% Y % fm:?;y (AT + BY +C3"),
n=—1 g—p m:O
(B13)

where

A =0, cos(mp)
=90, cos(mep) + 'O cos(mp) + *Ocos(mp), (B14)

(B2) (B4) (B9)
05 C’T
B = cos(mep) = +—+ #1 cos(mep), (B15)
NN
(B6)  (B12) (Bm)
C = F4o cos(mp). (B16)
—

(B10)

In the above, #; and #5 stand respectively for the coef-
ficients in front of 3’ and J3” in (B10).

In order to complete the calculation, we discuss how
73" and 7" are computed. First, note that 3’ and 7" obey
the same recursion relation as J; see Eq. (106). The only
modifications in the algorithm are: (i) the formula for
the “top case” Eq. (108), (ii) the “base case”, Eq. (115).
In principle, it is therefore sufficient to differentiate both
equations with respect to ¢ and use the resulting expres-
sions for 9,37 and o) 77, to close the recursive algo-
rithm. However, in the interest of speeding up the cal-
culation, it turns out that the latter two expressions can
be related to J7 . Specifically, from the integral repre-

sentation of J3Y,,, Eq. (109), we can deduce the relation

0o T00m = nQJS”LO’n72. (B17)

As a result, differentiating the top-case (108), we find
that

I e v

. (BIS8
2hn (2£+1)(2£+3) 0+2,04+2,n ( )

from which Eq. (B17) can be treated as a special case.
Differentiating this formula, we obtain

. n—0 .
E(E ) tin T 20 + 3JZ+2,Z+2,n

(n—0)(n—1-2) .
- (20+1)(20+3)(20 +5)(20 +7) Trazan (B19)
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Appendix C: Mode coefficients égm,n oP . — \/? (3f§ —3fp+ 4) q (C3b)
2,01 ™ 42 fyr2 ’
We give below all the non-zero mode coefficients @?myn oP. /35 (2f§ —fr+1)q (C30)
for n = —1, 0, 1, and 2. By virtue of Eq. (91), we here 221 Tfp(3f, =112 7
only give the modes for m > 0. NG (10f2 +39f, — 3) q
Pro,=— L d
401 1155 f,r2 ’ (C3d)
T 3 2
P =27 (Cla) P ,/1—0(49fp—87fp+19fp—5)q
0,0,—1 Dy, 5 ) (C3e)
= 462, (3f, — )12
Vs B2 +4f,+1)q
(I)'P — 70 ( 4 p C3f
4.4,1 33fp7}2) ’ ( 3 )
1(?’f - 1)q T (f£2 _
O = \/;—P, (C2a) P — V5 (f2—6f,+25)q (C3g)
5/ forp 0 1232f,r2 ’
T(f _7 =
oF,, = Yl D1 (C2b) of. Ve (fy +2/—63)q (C3h)
204/ fprp 6.2.1 352,12 ’
s 1 T 2
BTy = Vet (C20) op. _ Vi =6/ —T)a (C3i)
4/ forp 6,41 176 fpr2 ’
_V %(fp + 1)261 (03.)
6,6,1 — 32pr‘,2, : J

VT (1202 —69f, — 17) q
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0,0,1 840 f,12 ’

(C3a)

P, - VE (690, — 14133 +1039f2 — 283f, + 127) q (Cda)
. 30805 % (3, — 1)r3

oF,, - V37 (31400, — 54651f§’3+ 3222312 +1119f, — 2851) a (Cab)
” 137280 f3/% (31, — 1)1
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