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Abstract 10 

We present novel experimental measurements of acoustic velocity and attenuation in 11 

unconsolidated sand with water saturation within the sonic (well-log analogue) 12 

frequency range of 1 – 20 kilohertz. The measurements were conducted on jacketed sand 13 

packs with 0.5-metre length and 0.069- metre diameter using a bespoke acoustic pulse 14 

tube (a water-filled, stainless steel, thick-walled tube) under 10 Megapascal of 15 

hydrostatic confining pressure and 0.1 Megapascal of atmospheric pore pressure. We 16 

assess the fluid distribution effect on our measurements through an effective medium 17 

rock physics model, using uniform and patchy saturation approaches. Our velocity and 18 

attenuation (Q-1) are accurate to ± 2.4% and ± 5.8%, respectively, based on comparisons 19 

with a theoretical transmission coefficient model. Velocity decreases with increasing 20 

water saturation up to ~75% and then increases up to the maximum saturation. The 21 

velocity profiles across all four samples show similar values with small differences 22 

observed around 70-90% water saturation, then converging again at maximum 23 

saturation. In contrast, the attenuation increases at low saturation followed by a slight 24 

decrease towards maximum saturation. Velocity increases with frequency across all 25 

samples, which contrasts with the complex frequency-dependent pattern of attenuation. 26 

These results provide valuable insights into understanding elastic wave measurements 27 

over a broad frequency spectrum, particularly in the sonic range. 28 
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1. Introduction 31 

Accurate characterisation of sub-seafloor geological features using seismo-acoustic 32 

methods is crucial for hydrocarbon exploration (e.g., Asada et al., 2022; Ellingsrud et al., 33 

2002), carbon dioxide and energy storage (e.g., Fawad and Mondol, 2021; Li et al., 2020), 34 

and marine geotechnical surveys (e.g., pipelines or windfarms) (Le et al., 2014; Reynolds 35 

et al., 2017). These imaging methods can provide useful information on stratigraphy (e.g., 36 

folds, faults) and fluid distribution, deriving physical properties from elastic wave 37 

velocity and attenuation. Understanding controls on the compressional (P-) and shear (S-38 

) wave properties of marine sediments at sonic frequencies of 1-20 kilohertz (kHz) can 39 

help interpretation of high-resolution seismic surveys, such as Chirp sub-bottom 40 

profilers operating in the 1–10 kHz frequency range (McCann et al., 2014). In addition, 41 

knowledge of these properties at elevated confining pressures and temperatures can help 42 

the interpretation of data from borehole sonic logs operating at 10 – 15 kHz in more 43 

deeply buried sediments. 44 

 45 

P-wave velocity and attenuation are sensitive to fluid content and pore connectivity 46 

(Mavko et al., 2009); while S-wave velocity remains insensitive unless fluid density 47 

changes. Therefore, most studies focus on P-wave properties when investigating water 48 

saturation effects. The relationship between fluid content and elastic wave properties is 49 

often complex, representing a challenge to interpreting seismo-acoustic data. This 50 

relationship can be quantified in a laboratory setting where environmental conditions 51 

can be controlled. For instance, resonant bar studies have shown that partial liquid 52 

saturation creates strong attenuation in porous rocks in the kHz range (e.g. Batzle et al., 53 

2006; Chapman et al., 2021; Murphy, 1982). At sonic frequencies, compacted 54 

heterogeneous soils evidence similar velocity and attenuation versus water saturation 55 

dependencies to rocks (e.g., Barriere et al., 2012; Cadoret et al., 1998; Dong et al., 2023). 56 

However, there are few studies on saturation effects at sonic frequencies, especially in 57 

unconsolidated sediments with varying water saturation (McCann et al., 2014). Most 58 

prior research focused on dry or nearly fully saturated media (Ayres and Theilen, 2001; 59 

Prasad, 2002).  60 

 61 

Theoretical model studies by Biot, Stoll (e.g., (Biot, 1956a, 1956b; Stoll, 1985) and others 62 

have investigated fluid content effects on elastic wave properties. Biot's theory describes 63 
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how elastic waves induce frequency-dependent fluid motion relative to the solid matrix 64 

in porous media, influenced by fluid viscosity, density, and rock matrix permeability, 65 

leading to frequency-dependent velocity and attenuation. The theory predicts two 66 

compressional waves (fast and slow) and a shear wave, with the slow P-wave being highly 67 

attenuated and rarely observed (e.g., Bouzidi and Schmitt, 2009). Other theoretical 68 

studies have examined gas and liquid distribution effects, whether uniform or patchy 69 

(e.g., Pride et al., 2004; White, 1975). 70 

 71 

We conducted an experimental study to investigate the effects of water saturation on 72 

frequency-dependent compressional wave velocity and attenuation (expressed as the 73 

inverse quality factor, Q-1) in unconsolidated sand packs at sonic frequencies. These sand 74 

packs are known to conform well to Biot’s model description of wave propagation, at least 75 

in saturated samples at ultrasonic frequencies (e.g., Klimentos and McCann, 1988). We 76 

used a water-filled acoustic pulse tube similar to the one described by McCann et al. 77 

(2014) to measure P-wave velocity and attenuation on sediment samples (0.5 m length, 78 

0.069 m diameter) at 1 – 20 kHz. We compared our pulse tube data with an effective 79 

medium rock physics model (i.e., the Biot-Stoll model) to understand the underlying 80 

mechanisms. 81 

 82 

Our measurements can be used to validate frequency-dependent rock physics models, 83 

which are important for accurately interpreting subsurface properties. The intermediate 84 

(sonic) frequency range that lies between ultrasonic and seismic frequencies is often key 85 

to understanding theoretically predicted velocity dispersion and attenuation peaks 86 

caused by visco-elastic relaxation that tend to occur in this range (Guerin and Goldberg, 87 

2005; Sahoo and Best, 2021). These models, potentially modified to account for our data, 88 

can then be used to interpret field seismic (including the high-resolution method) and 89 

borehole sonic log data in relation to pore fluid content analysis. For example, enhanced 90 

rock physics models can facilitate monitoring of carbon storage, from the sequestration 91 

process, which can introduce patchy saturation, to detecting seabed gas leaks (Azuma et 92 

al., 2013; Jedari-Eyvazi et al., 2023). 93 

 94 
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2. Methods 95 

2.1. Sample Preparation and Measurement Procedure 96 

The samples comprised clay-free quartz sand from Leighton Buzzard with a mean grain 97 

diameter of 100 𝜇m. We used polyvinyl chloride (PVC) material to make cylindrical 98 

jackets (outer diameter 0.069 m, inner diameter 0.063 m, length 0.5 m) and endcaps to 99 

hold the sand and enable sample emplacement within the water-filled pulse tube (Figure 100 

1). The PVC’s acoustic impedance is 2.9 x 106 kg m-2 s-1 with a velocity of 2600 m s-1 and 101 

density of 1120 kg m-3 (Selfridge, 1985), similar to that of water-saturated sand: 2.2 - 4.2 102 

x 106 kg m-2 s-1 with a velocity of 1450 – 2200 m s-1 and density of 1460 – 1890 kg m-3 103 

(Schumann et al., 2014). We sealed both ends of the jacket using 3-cm thick PVC endcaps 104 

with attached O-rings. These endcaps were free to move lengthways inside the jacket 105 

while maintaining a pressure seal, thus allowing the external surrounding water 106 

confining pressure to be applied evenly to the sand pack inside the pulse tube. 107 

 108 

 

 

Figure 1 Components of jacket system used to hold the sand pack: a) 50 cm length PVC 

cylinder jacket, and b) top and bottom PVC endcaps with O-ring seals and location of 

pore fluid vent port (hexagonal nut on top endcap on the right). 

 109 

To avoid inconsistencies during the preparation of sand packs that could cause significant 110 

density and porosity variations along the sample, we developed a repeatable sample 111 

a 

b 

10 cm 

5 cm 
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preparation procedure. First, we oven-dried the sediment in a 60C oven for 24 hours, 112 

then we tamped and evenly compacted the sand in successive layers into the cylindrical 113 

jacket, with the bottom endcap fitted beforehand, mimicking the “Proctor method” for 114 

compacting soils (ASTM, 2007). We provide further explanation in the Supplementary 115 

Information. Finally, we fitted the top cap to prevent leaks and inserted the dry sample 116 

into the pulse tube for measurements under dry conditions. 117 

 118 

We measured sample mass and dimensions before each experiment and calculated 119 

sample porosity (∅) based on grain density and sample densities (𝜌𝑑  and 𝜌𝑏 , 120 

respectively), as ∅ = 1 −
𝜌𝑏

𝜌𝑑
. The porosity of the four samples (A-D) ranges from 38% to 121 

44%, as shown in Table 1. 122 

 123 

Table 1 Experimental parameters of sand pack samples. 124 

Sample 
Porosity 

(%) 

Water Saturation 

(%) 

Effective 

Pressure (MPa) 

A 38 ± 0.25 

0-100 
10 B 40 ± 0.25 

C 44 ± 0.25 

D 42 ± 0.25 0, 1, 5, 10 

 125 

We used de-ionised water in the water saturation experiments. Firstly, we connected a 126 

vacuum pump to the downstream pore fluid port to remove air from the sample. Upon 127 

constant vacuum pressure, we opened the upstream port to enable water imbibition from 128 

an external reservoir. Simultaneously, we recorded the mass change in the reservoir to 129 

estimate the pore water volume, and hence the water saturation (i.e., water to pore 130 

volume ratio). We repeated this process to achieve several water saturation steps, up to 131 

30%. Above this point, the vacuum method was inefficient, so we switched to imbibition, 132 

allowing better control of the saturation process at a higher saturation range. Imbibition 133 

relies on the capillary pore fluid pressure at the interface between the gas and liquid to 134 

draw in more liquid until full saturation is reached (McPhee et al., 2015). For each 135 

saturation step, we placed the sample vertically in a water-filled acrylic container for 48 136 

hours with the water level just above the top cap with two openings to provide water 137 

ingress. We tilted the container to around 45 degrees and rotated the sample every 3 to 138 

4 hours to evenly distribute the water inside the pore space under gravity. Then, we 139 
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weighed the sample again to measure the added mass of water and new saturation. We 140 

aimed to add 50 - 60 mL of water for each saturation step. 141 

 142 

As an extra measure to understand the water distribution in the sample, we utilised an 143 

experimental microwave scanner (Fig. 2; Section 2.2). If the water distribution was not 144 

uniform, we left the sample for another 24 hours for the water to distribute further before 145 

being placed in the pulse tube for measurements. We repeated the water addition 146 

procedure until the sample was fully saturated for each sample. Please refer to Figure 5a 147 

for the complete workflow of sample preparation and pulse tube data acquisition. 148 

 149 

2.2. Water Saturation Monitoring using the Microwave Method 150 

Understanding the water distribution inside the sand sample is essential to interpreting 151 

pulse tube results. Hence, we developed a novel microwave measurement technique to 152 

achieve that understanding. Microwave methods have been widely utilised to measure 153 

the water content of soil, e.g., from measurements of electrical permittivity or dielectric 154 

constant (e.g., Richards et al., 2014). They are non-destructive methods and thus can 155 

preserve the sample condition. 156 

 157 

We used a free-space, contactless, microwave method to monitor the water distribution 158 

utilising a vector network analyser with two spot-focusing, curved antennae in the 1 – 6 159 

GHz frequency range. We used a PicoVNA 106 Quad RX with a frequency resolution under 160 

10 kHz. In general, a Vector Network Analyser (VNA) is used to test materials by applying 161 

a test signal to the materials, measuring the reflected and transmitted signals, and then 162 

comparing them to the test signal. In our method, we only used the transmission signals 163 

to determine the water saturation. The system was connected to a PC to run the 164 

measurements using PicoVNA2 software (Figure 2a-b). 165 

 166 

This microwave method requires an accurate calibration between the measured 167 

dielectric permittivity and the actual water content of the soil (Ghodgaonkar et al., 1990), 168 

so we conducted an in-house calibration. We obtained reference values for the dielectric 169 

permittivity of saturated and dried samples in the 1-6 GHz frequency range using a 170 

shorted coaxial cell, consisting of a coaxial structure where the inner conductor is short-171 

circuited to the outer conductor at one end to maximise the microwave reflection, which 172 
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is critical for determining accurately the dielectric properties of the sample material. The 173 

cell, with an internal diameter of 16 mm and a centre conductor diameter of 7 mm, 174 

measures 55 mm in axial length (Figure 2c). The cell calibration was performed using a 175 

multiple-offset short method (Glasser, 1978). 176 

 177 

Leighton Buzzard sand was saturated with RO water in a container outside the coaxial 178 

calibration cell, and then lightly compacted into the coaxial cell for measurement. 179 

Subsequently, the saturated sample underwent oven drying at 60C for 48 hours and was 180 

re-measured to determine the dielectric constant for the dry sample. The cell and its 181 

contents were weighed in both saturated and dry states to calculate saturation and pore 182 

volume gravimetrically, assuming a grain density of 2650 kg m-3. The pore volume of the 183 

sample was 42%, typical of uncompacted sand, with a water saturation of 88.75%. We 184 

calibrated the system by measuring the dielectric constant of dry and fully saturated 185 

sand, 2.5 and 22.6 F m-1. Peak picking of wideband transmitted signal arrival time is used 186 

to calculate group velocity and hence dielectric constant. A comparison between the 187 

dielectric constant for dry sand and air obtained with the coaxial cell and antenna 188 

measurement system allowed us to deduce error bounds for the antenna system, 189 

conservatively set at a 10% error margin. We used these dielectric constant values to 190 

obtain the water saturation as described in the Supplementary Information. 191 

 192 

We monitored the water distribution in the PVC-jacketed sand samples by conducting a 193 

microwave reading at 5 cm intervals down the length of all samples after each water 194 

addition step. We defined the distribution from the standard deviation of the measured 195 

water saturations down the sample. If the standard deviation of saturation values 196 

determined in the sample was over 15%, we left the sample for another 24 hours to let 197 

the water evenly distribute and repeated the readings until the requirement was fulfilled. 198 

An example of the water distribution of the sample at several saturation levels is provided 199 

in Figure 3. 200 

 201 

As the saturation increases, a more uniform water distribution is easier to achieve. At 202 

most saturations, the bottom half of the sample (0-25 cm) tends to saturate first due to 203 

the influence of gravity on the imbibition process. This phenomenon is particularly clear 204 

at intermediate saturations, as illustrated by the orange and yellow lines in Figure 3. This 205 
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higher saturation extends from 5-10 cm (orange lines) and up to 25 cm (yellow lines), 206 

potentially affecting the acoustic properties at higher frequencies where the acoustic 207 

wavelength is shorter than the region of higher saturation. To assess this effect, we 208 

calculated the wavelength from the velocity and frequency (𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ =  𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 /209 

 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦). We found that the lengths of the regions with higher saturation correspond 210 

to the wavelength for frequencies higher than 12 kHz (~11 cm wavelength; orange line) 211 

and 6 kHz (~21 cm wavelength; yellow line). Further discussion of the effect of variable 212 

water saturation at different frequencies is provided in Section 3.1. 213 

 214 

(a) 

 

(b) 

 

(c) 

 

Figure 2 Block diagram of the experimental microwave setup: a) complete setup 

connecting to computer, and b) side-view of the microwave setup. c) Coaxial cell used 

for calibration measurements. Photographs of the microwave setup are provided in the 

Supplementary Information (Figure S4). 

  215 
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a) 

 

b) 

 

c) 

 

d) 

 

Figure 3 Water saturation distributions for progressively increasing % sample 

saturations (see legend) using the microwave transmission system for all samples with 

error bars at various saturations (a, b, c, d). The readings are every 5 cm along the 

sample. The top (50 cm) and bottom (0 cm) measurements are not calculated due to 

the influence of the PVC end caps on microwave readings. The standard deviation for 

each sample is 9.9, 10.9, 12, and 9.5% (Sample A to D). The differences between the 

microwave readings and the water saturation values calculated from sample weight 

are 6.0, 6.2, 6.6, and 4.8% (Sample A to D). 
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 216 

2.3. Acoustic Pulse Tube 217 

2.3.1. Experimental Apparatus 218 

The acoustic pulse tube utilises an acoustic waveguide concept consisting of a water-219 

filled, thick-walled, stainless steel cylindrical tube. This setup is common for investigating 220 

acoustic properties of materials using the theory of axially propagating plane waves in a 221 

fluid-filled, rigid-walled waveguide. The pulse tube has a waveguide diameter of 0.07 m, 222 

and no higher modes will propagate at frequencies less than 26 kHz (McCann et al., 2014). 223 

McCann et al. (2014) also argued based on the theory of Dubbelday and Capps (1984) 224 

that plane waves propagate in the sediment-jacket system. The ratio of the tube radius to 225 

the sample radius should be smaller than 1.03 for a low-impedance material, such as our 226 

sediment-jacketed system. In our experiment, the ratio is 1.014, below this critical value. 227 

 228 

We conducted the experiment using a 4.5 m long pulse tube at the National Oceanography 229 

Centre (NOC), Southampton (Figure 4). The tube has an inner diameter of 0.07 m with 230 

the capacity to hold a sample with a diameter of 0.069 m. The designed maximum 231 

confining pressure of the pulse tube vessel is 60 MPa, though for this study, we only tested 232 

at a confining pressure below 12.5 MPa. A water circulation jacket that wraps the vessel 233 

is connected to a temperature control unit, allowing an experimental temperature within 234 

the range of -5 to 55C. We performed the measurements for all samples at a controlled 235 

temperature of 4C and a confining pressure of 10 MPa with a pore fluid port connected 236 

to the sample vented to atmospheric pressure through the pulse tube top cap, thus giving 237 

an effective (differential) pressure of c. 10 MPa, analogous to subsurface depths of about 238 

1 kilometre in the earth. We also performed measurements on sample D at increasing 239 

effective pressures (Table 1). 240 

 241 

A bespoke acoustic piezo-electric transducer located at the bottom of the pulse tube 242 

insonified the jacketed sample in the 1-20 kHz range using variable-frequency chirp 243 

signals (i.e., within the working frequency of well logs). The pulse tube has two 244 

hydrophones installed through side-wall ports at a spacing of 1.2 m. The sample is 245 

suspended between the hydrophones, hanging from the top cap through the pore fluid 246 

line. We acquired the data using an Agilent 30 MHz Function/Arbitrary Wave generator 247 

producing a 6-second 20 kHz chirp synchronised to a LeCroy WaveSurfer 200 MHz 248 
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Oscilloscope to display and record the output. We stacked the readings 16 times to 249 

improve the signal-to-noise ratio. 250 

 251 

The confining and pore pressure are controlled by an ISCO EX-100D syringe pump 252 

system. To minimise undesired distortions of the signal associated with trapped air, first, 253 

we slowly lowered the jacketed sample into the tube using the pore fluid pipe, ensuring 254 

no air bubbles were trapped at the bottom of the sample. Then, we systematically 255 

increased the confining pressure and opened valves in the top cap of the pulse tube to 256 

release any air trapped inside the sample. Lastly, we closed the pulse tube with its top cap 257 

and slowly elevated (~0.01 MPa/s) the confining pressure to the target pressure. We 258 

stabilised the pulse tube system for ~2 hours to let the sand sample equilibrate. After 259 

completing the measurements, we released the confining pressure at the same rate as 260 

before to prevent the sample from experiencing any stress-release-induced damage 261 

before removing the sample. Additionally, we measured the water-filled pulse tube 262 

without any sample as a reference for the acoustic data processing and calibration. 263 

 264 

2.3.2. Acoustic Data Processing 265 

The measurements comprised time series of signal amplitude (voltage) from the sample 266 

at each saturation and from the water-filled pulse tube. The time-domain data were 267 

transformed into the frequency domain using a Fast Fourier Transform (FFT) to then 268 

deconvolve the raw signals with the chirp source signal, thus obtaining the impulse 269 

response. The stimulus is monochromatic (i.e., single frequency), thus the equations used 270 

in the processing are evaluated at each frequency coincident with those of the FFT of the 271 

measured gated time domain signal. 272 

 273 

We applied time-domain gating to eliminate multiple reflections from the pulse tube 274 

endcaps, although any reflections that coincide temporally with the time-domain gate 275 

may degrade results. These are typically proximal reflections from geometrical changes 276 

in the pulse tube, for instance, the hydrophone ports along the pulse tube. Figures 5b and 277 

6 show the data processing workflow and examples of the raw and processed time-278 

domain data. 279 

  280 



 12 

(a) 

 

(b) 

 

(c) 

 

Figure 4 Diagram of the experimental pulse tube setup: a) Schematic diagram of pulse 

tube with pressure system and data acquisition setup, b) Dimensions of the pulse tube in 

detail, and c) Detail of the PVC-jacketed sample inside the pulse tube with pore fluid line 

(vented via high-pressure lead-throughs in the top cap of the pulse tube). 
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 281 

(a) (b) 

 

 

Figure 5 Workflow diagrams for: (a) sample preparation and pulse tube data acquisition, 

and (b) data processing steps (with description) to obtain the acoustic wave properties. 
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 282 

 

Figure 6 An example of raw and deconvolved time-domain acoustic data on a jacketed 

sand sample (Sample D) from pulse tube measurements. The positions of hydrophones 

1 and 2 are shown in Figure 4. Further examples for different samples are provided in 

the Supplementary Information (Figure S2 and S3). 

 283 

We used nonlinear inversion to minimise the following objective function, which uses an 284 

initial value estimated using the time domain signal, thus deriving the complex velocity 285 

of the sample. We assumed a linear time-invariant system to ensure the input and output 286 

are scaled by the same value. We also assumed a plane wave propagation so that shear 287 

moduli of the sample (i.e., sand pack) and end caps may be neglected, resulting in a one-288 

dimension transmission line system without any propagation at the sidewalls, multiple 289 

paths, or shear-wave coupling. The main objective function is provided in Equation 1, 290 

while the analytical descriptions are provided in Equations 2-13 and illustrated in Figure 291 

7. 292 

 293 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = |𝑅1𝑚𝑜𝑑 − 𝑅1𝑜𝑏𝑠| + |𝑅2𝑚𝑜𝑑 − 𝑅2𝑜𝑏𝑠| (1) 
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𝑅1𝑚𝑜𝑑 =
𝑚1

𝑚1𝑟𝑒𝑓
 (2) 

𝑅2𝑚𝑜𝑑 =
𝑚2

𝑚2𝑟𝑒𝑓
 (3) 

𝑅1𝑜𝑏𝑠 =
𝑀1

𝑀1𝑟𝑒𝑓
 (4) 

𝑅2𝑜𝑏𝑠 =
𝑀2

𝑀2𝑟𝑒𝑓
 (5) 

With 𝑚1 and 𝑚2 as follows: 

𝑚1 = 𝑃ℎ1 [(1 + 𝛾𝑤1
2 𝑆11𝑐1) + 𝛾𝑤1

2 𝛾𝑠
2𝑆21𝑐1𝑆12𝑐1𝑆11𝑐2 ∑ 𝛾𝑠

2𝑛

𝑛=∞

𝑛=0

𝑆22𝑐1
𝑛 𝑆11𝑐2

𝑛 ] (6) 

𝑚2 = 𝑃ℎ2 [(𝛾𝑤1𝛾𝑤2𝛾𝑠𝑆21𝑐1𝑆21𝑐2) ∑ 𝛾𝑠
2𝑛

𝑛=∞

𝑛=0

𝑆22𝑐1
𝑛 𝑆11𝑐2

𝑛 ] (7) 

By using the concept of infinite geometric series, we could simplify Equations 6-7 into 

Equations 8-9. 

𝑚1 = 𝑃ℎ1 [(1 + 𝛾𝑤1
2 𝑆11𝑐1) +

𝛾𝑤1
2 𝛾𝑠

2𝑆21𝑐1𝑆12𝑐1𝑆11𝑐2

1 − 𝛾𝑠
2𝑆22𝑐1𝑆11𝑐2

] (8) 

𝑚2 = 𝑃ℎ2 [
𝛾𝑤1𝛾𝑤2𝛾𝑠𝑆21𝑐1𝑆21𝑐2

1 − 𝛾𝑠
2𝑆22𝑐1𝑆11𝑐2

] (9) 

And 𝑚1𝑟𝑒𝑓 and 𝑚2𝑟𝑒𝑓 as follows: 

𝑚1𝑟𝑒𝑓 = 𝑃ℎ1 (10) 

𝑚2𝑟𝑒𝑓 = 𝑃ℎ2𝛾𝑤1𝛾𝑤2𝛾𝑤3 (11) 

𝑃 is the incident stimulus, ℎ1 and ℎ2 are the hydrophones transfer functions. 𝛾 is the 

transmission coefficient and 𝑆 represents the scattering matrix. Small m- stands for the 

inversion model while big M stands for the actual measurement with ref notation 

referring to water-filled tube condition (without sample). 

 294 

Lastly, by taking the ratio 𝑅1𝑚𝑜𝑑 and 𝑅2𝑚𝑜𝑑 , we could remove 𝑃, ℎ1 and ℎ2, as provided 

in Equations 12-13. The complete description of the scattering parameters is provided 

in the Supplementary Information. 

𝑅1𝑚𝑜𝑑 = (1 + 𝛾𝑤1
2 𝑆11𝑐1) +

𝛾𝑤1
2 𝛾𝑠

2𝑆21𝑐1𝑆12𝑐1𝑆11𝑐2

1 − 𝛾𝑠
2𝑆22𝑐1𝑆11𝑐2

 (12) 

𝑅2𝑚𝑜𝑑 =
1

𝛾𝑤3

𝛾𝑠𝑆21𝑐1𝑆21𝑐2

1 − 𝛾𝑠
2𝑆22𝑐1𝑆11𝑐2

 (13) 
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 295 

 

Figure 7 Description of scattering parameters used in the idealised transmission line 

(scattering matrix) model of the acoustic pulse tube that are included in the numerical 

inversion. Refer to the Supplementary Information for the mathematical definition of 

symbols. 

 296 

We calculated the attenuation Q-1 from the real and imaginary velocity output of the 297 

scattering matrix method using Equation 14 (Mavko et al., 2009). 298 

𝑄−1 =
1 − 𝑒

−2𝜋
𝑣1
𝑣2

2𝜋
 (14) 

where v1 and v2 are the real and imaginary velocities, respectively. 299 

 300 

2.3.3. Acoustic Pulse Tube Calibration 301 

The calibration process involved several steps. First, we determined the velocity and 302 

attenuation errors by comparing the pulse tube and theoretical transmission coefficients 303 

(McCann et al., 2014). The theoretical model predicts the sample’s response based on 304 

plane wave transmission through an infinite plate of finite thickness L and the acoustic 305 

impedance of the sample I2 inside a fluid with acoustic impedance I1 as defined in 306 

Equations 15-17. We determined the error bounds as the parameter values at which the 307 

sum of squares of the residuals between experimental and theoretical transmission 308 

coefficients reached 10% higher than the best-fit solution. 309 

𝑇 =
4𝐼1𝐼2

(𝐼1 + 𝐼2)2𝑒𝑖𝑘2𝐿  − (𝐼1  −  𝐼2)2𝑒−𝑖𝑘2𝐿
 (15) 

𝑘2 = 2𝜋 (
𝑓

𝑉2
 −  

𝑖𝑓

2𝑄𝑉2
) (16) 
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𝐼2 = 𝜌2

2𝜋𝑓

𝑘2
 (17) 

where T is the transmission coefficient of compressional waves, k2 is the wavenumber of 310 

the sample, V2 is the velocity of the sample, and f is frequency. 311 

 312 

Firstly, we used a material with well-known properties, i.e., a nylon rod, to calibrate our 313 

method. Then, we used the same method on the PVC jacketed sand packs. The 314 

comparisons are in good agreement based on R2 (or the coefficient of determination) 315 

values of 0.95 and 0.89, showing that 95% and 89% of the variance of the experimental 316 

data was accounted for by the theoretical model for nylon and PVC-jacketed samples, 317 

respectively (Table 2 and Figure 8). 318 

 319 

Table 2 Errors of pulse tube measurements on two samples calculated from the 320 

comparison of pulse tube transmission coefficient with theoretical models. R2 is the 321 

coefficient of determination for the transmission loss (Figure 8). 322 

Sample Velocity (m s-1) Attenuation (Q-1) R2 

Nylon ± 1 % ± 3.9 % 0.95 

PVC with sand ± 2.4 % ± 5.8 % 0.89 

 323 

  

Figure 8 Experimental and theoretical transmission loss coefficient spectra (in dB) for: 

a) nylon and b) jacketed sand at an effective pressure of 10 MPa and temperature of 

4oC. Dashed lines with points represent pulse tube data and solid lines represent the 

theoretical result from the transmission model. 

(a) (b) 
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 324 

The error is slightly higher in the PVC-jacketed sample compared to the nylon rod, 325 

perhaps because of the multi-layered system of the jacketed sample, i.e., end caps and 326 

PVC tube with the sample inside. This layering could affect the propagating wave by 327 

introducing complexity in the scattering matrix calculation, compared to the solid nylon 328 

rod without any jacket and end caps. 329 

 330 

Next, we compared our data to those reported by Selfridge (1985) for nylon at ultrasonic 331 

frequencies. We converted Selfridge’s ultrasonic data to sonic frequency, i.e., from 0.5 332 

MHz to 10 kHz, using Equation 18 from Kolsky (1956). 333 

𝑉𝑝(𝑓1) = 𝑉𝑝(𝑓2) [1 +
1

𝜋𝑄
ln (

𝑓1

𝑓2
)], (18) 

where 𝑉𝑝(𝑓1), 𝑉𝑝(𝑓2) are the nylon compressional wave velocities at frequencies f1 and 334 

f2 respectively, and Q is the quality factor measured by Selfridge, which is assumed 335 

constant in the frequency range from f1 to f2. 336 

 337 

Table 3 Acoustic properties of nylon from pulse tube measurements and from  the 338 

ultrasonic measurements of Selfridge (1985). 339 

Pulse tube observation Ultrasonic P-wave observation 

Velocity (m s-1) Q-1 Velocity (m s-1) Q-1 

2546 ± 25 0.008 ± 0.0005 2600 0.006 

Velocity comparison 

Pulse tube (m s-1) Corrected ultrasonic measurement (m s-1) 

2546 ± 25 2561.1 

 340 

As shown in Table 3, the measured and the predicted velocities of nylon are 2546 and 341 

2561 m s-1, indicating a good agreement with a difference of around 1%. Lastly, we also 342 

explored the effect of the jacket system on acoustic property measurement by comparing 343 

the acoustic velocity of water inside the pulse tube and the PVC jacket. We used an empty 344 

pulse tube to calculate the water velocity from the propagation time from hydrophone 1 345 

to hydrophone 2. Then, we compared the measured water velocity inside and outside the 346 

jacketed sample. The results showed a 3% reduction in velocity due to the jacket system 347 

(i.e., 1374 ± 21 and 1419 ± 22 ms-1 for water velocity in the PVC jacket and empty pulse 348 

tube, respectively). Meanwhile, attenuation shows < 0.001 (or < 7%) difference. For 349 
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additional comparison, we calculated the acoustic speed in water at 4C and 10 MPa 350 

pressure using equations from Belogol’skii et al. (1999). The theoretical estimate (i.e., 351 

1432 m s-1) is ~1% higher than the acoustic velocity measured in the pulse tube. As a 352 

result, we have adopted a calibration factor of 1.03 for measurements using the PVC 353 

jacket and estimate that our relative experimental uncertainty is ± 2.4% and ± 5.8% for 354 

velocity and attenuation, respectively. 355 

 356 

2.4. Theoretical Modelling 357 

The elastic wave properties of water-saturated sediments and rocks can vary 358 

significantly with frequency (Williams et al., 2002). Velocity dispersion, i.e., the change in 359 

velocity with frequency, is related to attenuation through the principle of causality (e.g., 360 

Kolsky, 1956). The velocity and attenuation of elastic waves can be measured over a wide 361 

frequency range, including seismic surveys, sonic well-logging, and ultrasonic laboratory 362 

experiments. Therefore, it is essential to understand the entire frequency dependence to 363 

enable comparison of measurements from various techniques.  364 

 365 

Across various theoretical explanations of elastic wave propagation in porous media, 366 

particularly unconsolidated sediment, Biot’s theory (Biot, 1956a, 1956b) is commonly 367 

used (e.g., Cadoret et al., 1998; Chotiros, 1995; Williams et al., 2002). This theory was 368 

developed to predict the frequency-dependent velocity and attenuation due to the fluid 369 

viscosity and the inertial interaction between pore fluid and sediment matrix. Biot’s 370 

theory is relevant in unconsolidated sediments (or sand packs) and high-porosity rocks 371 

in the high-frequency limit, as opposed to the low-frequency limit (i.e., below 100 Hz) 372 

where Gassmann’s theory suffices (Gassmann, 1951). Therefore, we compared Biot’s 373 

model with our laboratory results, in particular the Biot-Stoll model (Stoll and Bryan, 374 

1970) that is incorporated in the hydrate-bearing effective sediment (HBES) model of 375 

Marín-Moreno et al. (2017). We used this particular model because it includes additional 376 

complex fluid flow mechanisms within the Biot porous medium concept, namely squirt 377 

flow and gas bubble interaction. 378 

 379 

The HBES model is generally applicable to porous sediments with gas/liquid saturating 380 

fluids and does not require hydrate to be present. We used this model (with a hydrate 381 

saturation of zero) to predict how gas bubbles affect velocity and attenuation. The model 382 
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is able to calculate P- and S-wave velocity and attenuation. The model was developed 383 

from the Hydrate Effective Grain (HEG) model of Best et al. (2013), which predicts 384 

velocity and attenuation dispersion based on the clay-squirt flow mechanism in marine 385 

sediment (Leurer, 1997; Leurer and Brown, 2008). This mechanism is incorporated in 386 

the Biot-Stoll fluid flow model to predict the frequency-dependent acoustic properties in 387 

sediment and rocks as a function of pore content. The HBES model extended the HEG 388 

model by adding the effects of gas. The model included gas bubble resonance effects, 389 

based on the work of Smeulders and Van Dongen (1997), which makes this model 390 

suitable for our study. 391 

 392 

To address how pore fluid distribution affected our experimental data, we extended the 393 

modelled velocity and attenuation by varying the effective fluid bulk modulus calculated 394 

using the Voigt (Voigt, 1889), Brie (Brie et al., 1995) and Reuss (Reuss, 1929) techniques. 395 

This extension allowed us to vary the patchiness. In addition, we explored the sensitivity 396 

of the results to permeability and gas bubble radius variations. Firstly, we varied the 397 

patchiness parameter in the model to match our experimental data using the input 398 

parameters in Table 4. Then, we used the best-fit model to explore the permeability and 399 

gas bubble radius effects by varying permeability from 0.01 to 10 Darcys and the gas 400 

bubble radius from 0.0001 – 10 mm (see Table 5). 401 

 402 

Table 4 Fixed input parameters used in the HBES model. 403 

Parameters Value Reference 

 Effective pressure 106 Pa 
Experimental setup 

 Temperature 4C 

Sand grain properties 

 Bulk modulus 36 x 109 Pa 

Simmons (1965)  Shear modulus 45 x 109 Pa 

 Density 2650 kgm-3 

 Diameter 10-4 m Measured 

 Coordination number 9 Murphy (1982) 

Sand sediment properties 

 Porosity 0.41 Measured 

 Critical porosity 0.38 Best et al. (2013) 

 Tortuosity 3 Berryman (1981) 
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 404 

Table 5 Gas bubble radius size used in the HBES model. 405 

Gas bubble type Gas bubble radius (m) 

Nanobubble 10-7 

Microbubble 10-6, 10-5 

Fine bubble 10-4 

Medium bubble 10-3 

Coarse bubble 10-2 

 406 

We calculated the difference between the experimental and modelled values to find the 407 

best fit using an objective function (Equation 19) at each step of the modelling process. 408 

We minimised the objective function to find the best-fit water distribution (patchiness), 409 

permeability, and gas bubble radius parameters. When we varied one parameter, we held 410 

the other two parameters constant until we found the best fit. For instance, we varied the 411 

patchiness parameter first by holding the permeability and gas bubble radius constant. 412 

 413 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =  
|𝑉𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 − 𝑉𝑚𝑜𝑑𝑒𝑙𝑙𝑒𝑑|

𝑉𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙
+

|𝑄𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙
−1 − 𝑄𝑚𝑜𝑑𝑒𝑙𝑙𝑒𝑑

−1 |

𝑄𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙
−1  (19) 

 414 

3. Results and Discussion 415 

3.1. Variation of Velocity and Attenuation 416 

P-wave velocity (Vp) increases with frequency across all samples (A-D), with Sample D 417 

showing the least variation (Figure 9). Attenuation patterns are more complex: Sample A 418 

shows a significant decrease with frequency, Samples B and C exhibit more complex 419 

behaviour, and Sample D shows little variation, particularly above 4.5 kHz. There are 420 

significant variations with saturation level, particularly in Vp. Fully saturated sand packs 421 

consistently show the highest Vp, as expected, while attenuation displays more variation 422 

with frequency. Results for each sample at all saturation levels (Sw) are in the 423 

Supplementary Information (Figure S5). 424 

 425 

We observe Vp peaks in Sample A (12.5-17.5 kHz at Sw = 100%) and Sample B (10-12.5 426 

kHz at Sw = 50%). The variation in Sample A can be attributed to patchiness, as observed 427 

by others at full saturation (Dvorkin and Nur, 1998; Tserkovnyak and Johnson, 2002). 428 

Sample A also displays increase attenuation in the same frequency range, supporting the 429 
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interpretation because patchiness may introduce more attenuation (Cadoret et al., 1998). 430 

The variation in Sample B can also be attributed to patchy saturation (Figure 3). Higher 431 

saturations extend 5-10 cm from the bottom of the sample, which could affect Vp in the 432 

frequency range of the peak, where the wavelength is approximately 11 cm. Variations in 433 

both velocity and attenuation towards both ends of the frequency spectrum resulting 434 

from processing artefacts due to the time-gating process (Section 2.3.2), particularly 435 

impacting the lower frequencies, as seen in the case of Sample C below 2.5 kHz. 436 

 437 

Velocity and attenuation both increase with saturation at all pressure levels (Figure 10), 438 

after a small initial reduction in velocity from Sw = 0% to about Sw = 50%. However, the 439 

rate of increase varies, particularly for Vp at Sw = 75-100%, with higher pressures showing 440 

larger increases. This trend is due to the compaction of air bubbles within pores near to 441 

full saturation, significantly increasing velocity (Dvorkin and Nur, 1998). Attenuation 442 

increases similarly with saturation at all pressures. At lower saturation levels (e.g., Sw < 443 

50%), attenuation may be affected by local flow mechanisms; however, at higher 444 

saturation, attenuation can be associated with patchy fluid distribution. Additionally, at 445 

sufficiently high frequencies (i.e., sonic frequencies), unrelaxed pores can increase 446 

attenuation (Cadoret et al., 1998; El-Husseiny et al., 2019; Mavko and Nolen‐Hoeksema, 447 

1994). 448 

  449 
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a) 

  

  
b) 

  

  

Figure 9 Measured variations in P-wave velocity (Vp) and attenuation (Qp-1) across the 

acoustic pulse tube frequency range of 1-20 kHz at three saturation levels: dry (0%), 

partially saturated (~50-55%), and fully saturated (100%). The effective pressure was 

10 MPa and the temperature was 4C. 

450 
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  451 

 

 

Figure 10 Variation in measured P-wave velocity and attenuation with water 

saturation at 10 kHz at effective pressures between 0 – 10 MPa indicated in the legend 

in Sample D at a temperature of 4°C. 

 452 

P-wave velocity increases and attenuation decreases with increasing effective pressure 453 

(Figure 11). Using relative value (compared to the 0 MPa condition), we highlighted the 454 

impact of effective pressure on both acoustic parameters. Sample compaction 455 

progressively increases from 0 to 10 MPa due to micro-crack closure and grain movement 456 

to be a closer pack, reflecting a non-linear Vp trend at Sw = 100% (He et al., 2021; Horikawa 457 

et al., 2021; Prasad, 2002). The compaction effect is masked by the fluid distribution effect 458 

at intermediate Sw (e.g., Sw = 50% in Figure 11) because the bulk modulus of the samples 459 

is dominated by the effective fluid modulus. The dry sample exhibits the greatest 460 

attenuation reduction with increasing pressure, particularly from 1 to 5.5 MPa, due to 461 

initial cracks closure and reduced gas pocket volumes (e.g., Li et al., 2014; Zhang et al., 462 

2022). In addition, only grain contact squirt flow is present in the dry sample, whereas 463 
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partial and fully saturated samples also experience other attenuation mechanisms, such 464 

as mesoscopic fluid flow, Biot flow, and gas bubble scattering. 465 

 466 

In the dry sample, gas predominates in the pores, with residual water present only at 467 

grain contacts, in microcracks, and adsorbed on grain surfaces. Fully saturated samples 468 

have minimal residual gas saturation. However, in 50% water-saturated samples, two co-469 

existing fluids in the pores lead to gas bubble formation in the water. Gas bubble 470 

resonance effects might affect attenuation in 50% water-saturated samples, giving a 471 

different trend than dry and fully saturated samples. Pore-scale fluid flow mechanisms 472 

might also affect the behaviour at intermediate saturations (Winkler and Nur, 1979; Zhan 473 

et al., 2022). 474 

 475 

(a) (b) 

  

Figure 11 Variations in relative velocity and attenuation with effective pressure at 10 

kHz in Sample D at three water saturations of 0%, 50%, and 100%. The velocity and 

attenuation at 0 MPa were used as the reference values. The temperature was 4°C. 

 476 

We present data from four samples to explore the water saturation effect on acoustic 477 

parameters (Figure 12). Vp consistently decreases with saturation up to Sw ~75%, then 478 

increases up to full saturation, with the main differences occurring at Sw > 70%. Vp 479 

increases at Sw ~80% for Samples A and D and at Sw ~70% for Samples B and C. However, 480 

attenuation varies significantly between samples, with Sample D exhibiting a lower 481 

average value. 482 

 483 

The Vp variation with saturation resembles that previously observed for homogeneous 484 

saturations, characterised by a decrease followed by a sharp increase (e.g., Dvorkin and 485 
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Nur, 1998). For homogeneous saturations, the compressibility of the water-gas mixture 486 

is similar to that of air across most saturation levels. However, as full saturation is 487 

approached (around Sw ~75% in this study), the compressibility of the mixture 488 

approaches that of water, leading to a sharp increase in bulk modulus and, consequently, 489 

velocity. Attenuation behaviour is influenced by fluid flosw mechanism. At lower 490 

saturations (Sw = 0–75%), microscopic fluid flow controls attenuation (Alkhimenkov et 491 

al., 2020; Cadoret et al., 1998), while at the highest saturations, macroscopic mechanisms 492 

such as the Biot effect dominate. At full saturation, most samples exhibit a decrease in 493 

attenuation, attributed to minimal to no fluid movement between pores, reducing energy 494 

loss (H. Li et al., 2020; Oh et al., 2011). 495 

 496 

a) b) 

  

Figure 12 Variations in (a) P-wave velocity and (b) attenuation with water saturation at 

10 kHz, for the four samples. The measurements were conducted at an effective pressure 

of 10 MPa and a temperature of 4C. 

 497 

3.2. Comparison with rock physics modelling 498 

3.2.1. Water distribution 499 

The Voigt and Reuss models serve as the upper (patchy saturation) and lower (uniform 500 

saturation) bounds for fluid bulk modulus, with Brie’s model (Brie et al., 1995) 501 

considered a more realistic estimate for patchy saturation (Mavko et al., 2009). We 502 

adjusted Brie’s calibration constant (e), representing saturation patchiness (Lee and 503 

Collett, 2006; Papageorgiou et al., 2016), to fit our experimental data. As e increases, the 504 

model approaches uniform saturation, closely resembling the Reuss approximation at e 505 

> 30. In contrast, as e decreases, a patchier distribution is represented, closely 506 

approaching the Voigt approximation at e = 1. 507 
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 508 

Our velocity data are better explained by uniform than by patchy gas saturation, with a 509 

good fit to the Brie model for e ranging from 5 to 10 (Figure 13). From dry to ~75% 510 

saturation, the velocity data align well with the e = 10 prediction, while at higher 511 

saturations (75% - 100%), the best fit lies between e = 5 and e = 10, suggesting a fluid 512 

distribution change as saturation increases. Our attenuation data are better explained by 513 

the Brie model with a higher e value (e > 20), particularly below 70% saturation. At higher 514 

saturations, the data are scattered, which complicates the interpretation. Nevertheless, 515 

the data from Sample C are closely aligned with the Brie model result for e = 10-20. Full 516 

plots for all samples can be found in the Supplementary Information (Figure S6). 517 

 518 

 

 

Figure 13 Variations of relative velocity and attenuation with saturation for all samples 

at 10 kHz, referenced to the measured parameters at Sw=0%, compared to HBES model 

predictions (with the extension of various fluid bulk modulus approximations) under the 

permeability of 5 Darcys and gas bubble radius of 0.1 mm. The measurements and 

predictions were conducted under an effective pressure of 10 MPa and a temperature of 

4°C. 
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3.2.2. Permeability 520 

We explored the effect of permeability changes by varying the model’s permeability from 521 

0.01 to 10 Darcy. These simulations are done to match our unconsolidated sand sample 522 

data at a centre frequency of 10 kHz, under an effective pressure of 10 MPa, and using 523 

Brie’s coefficient of e = 10 (Figure 14a). Velocities are higher and vary less with saturation 524 

at higher permeabilities, but the differences are too small to be resolved by our data 525 

(Figure 14b). 526 

 527 

In contrast, attenuation varies significantly with permeability across all saturations 528 

(Figure 14a). Attenuation increases with permeability, particularly below 2.5 Darcy, with 529 

higher permeabilities shifting the attenuation peak from higher to lower saturations, 530 

deviating from our data above 85% saturation. These changes are most noticeable at 531 

permeabilities above 5 Darcys. Based on objective function minimisation, our data best 532 

align with the model results for a permeability around 5 Darcy which falls within the 533 

measured range of 1 – 8.4 Darcys for a clean quartz sand pack (Wei et al., 2022; West, 534 

1995). 535 

 536 

3.2.3. Gas bubble radius 537 

Before exploring the gas bubble radius effect on the acoustic properties, we calculated 538 

the pore throat size (𝑎) for our samples to determine the applicable radius range. Stoll 539 

(1974) found that pore throat size values range from one-sixth to one-seventh of the 540 

mean grain diameter (d), while Hovem and Ingram (1979) calculated it as follows: 𝑎 =541 

∅𝑑/[3(1 − ∅)], where ∅ represents the porosity. Employing both approaches, the result 542 

is 0.014 – 0.017 mm. 543 

 544 

We used six gas bubble sizes to represent various bubble types (Table 5). However, the 545 

results are indistinguishable below 1 mm radius, with significant differences only for the 546 

10 mm radius (Figure 15), which is much larger than the calculated pore throat size. The 547 

model predictions with a larger gas bubble radius also deviate from our pulse tube data. 548 

Through objective function minimisation, we determined that the best-fitting gas bubble 549 

radius is around 0.001 – 0.01 mm, with a 0.1 mm radius also fitting well. Therefore, our 550 

data are consistent with bubble sizes no larger than 0.1 mm, explaining the lack of 551 
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discernible gas bubble resonance effects on attenuation around our simulated gas bubble 552 

sizes, especially at 10 kHz (Gong et al., 2010). 553 

 554 

 

 

  

Figure 14 a) Variations of relative velocity and attenuation with saturation for all 

samples at 10 kHz, referenced to the measured parameters at Sw=0%, compared to the 

HBES model at various permeabilities. b) The same models and data plotted with an 

expanded vertical scale. The measurements and simulations were conducted at an 

effective pressure of 10 MPa and a temperature of 4°C. 
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a) 

  

 
 

b) 

 

c) 

  

Figure 15 a) Variations of relative velocity and attenuation with saturation for all 

samples at 10 kHz, referenced to the measured parameters at Sw=0%, compared to the 

HBES model at various gas bubble radii. b) and c) The same models and data plotted 

with an expanded vertical scale. The 0.0001 – 0.01 mm results are not shown because 

they are indistinguishable from the 0.1 mm results. The measurements and simulations 

were conducted at an effective pressure of 10 MPa and a temperature of 4°C. 
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3.3. Limitation of study and future direction 557 

We selected a sample size that ensured that the sample length (i.e., 0.5 m) extended at 558 

least half of the wavelength at the lowest frequency, which for a velocity of 1200-1300 m 559 

s-1 is 0.75-0.81 m at 1.6 kHz so that the measurements captured well the sample 560 

characteristics. We conducted these lab experiments to imitate natural conditions as 561 

closely as possible and to inform field measurements and the development of robust 562 

inversion techniques. However, our experiments focus on a single sand pack, whereas 563 

field conditions may involve variations in grain size distribution and lithology. In 564 

addition, field conditions may include different types of gases with various saturations as 565 

part of the pore fluid. Also, we observe variations, particularly in attenuation, that can be 566 

attributed to changes in the distribution of pore fluid within the sample. These limitations 567 

highlight potential directions for future research. 568 

 569 

4. Conclusion 570 

This study presents novel laboratory experimental measurements of P-wave velocity and 571 

attenuation Qp-1 on four quartz sand packs in the frequency range 1 – 20 kHz. We 572 

conducted the experiments at mostly an effective pressure of 10 MPa and temperature 573 

4°C as a function of air/water saturation using a novel, bespoke acoustic pulse tube. The 574 

method provides consistent measurements for PVC-jacketed samples accurate to ± 2.4 % 575 

and ± 5.8 % for velocity and attenuation, respectively. We investigated the acoustic 576 

properties under varying frequencies, effective pressures, and water saturations. 577 

Velocity consistently increases with frequencies, while attenuation patterns vary across 578 

samples. 579 

 580 

Velocity increases with effective pressure and attenuation decreases, at all water 581 

saturations. Dry and fully saturated samples show more pronounced velocity increases 582 

than partially saturated ones, while the dry samples show the largest attenuation 583 

decreases. Velocities decrease with increasing saturation until around 75% saturation 584 

and then increase towards full saturation. In contrast, attenuation initially increases with 585 

saturation and later slightly decreases towards full saturation.  586 

 587 
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We also looked at the effects of patchy saturation, permeability, and gas bubble resonance 588 

by comparing predictions from theoretical models to our experimental results. Our 589 

samples match better with more uniform saturation models, as represented by 5 < e < 20 590 

in Brie et al.’s (1995) equation. Our data are best matched using a permeability of around 591 

5 Darcys, which is a reasonable value for unconsolidated fine sand. Our data are matched 592 

by a gas bubble radius no higher than 0.1 mm. Table 6 summarises the key findings from 593 

the experiments and modelling. 594 

 595 

These results offer valuable insights into understanding elastic wave measurements in a 596 

broad frequency spectrum. The pulse tube used in this study is a laboratory measurement 597 

system working in the sonic frequency range, which can fill the gap in laboratory scale 598 

measurements in the sonic frequency range. 599 

 600 

Table 6 Summary of the experiments and modelling key findings on acoustic properties 601 

to tested parameters. 602 

Parameters Velocity Attenuation Q-1 

Experimental data analysis 

Frequency 

Generally increased, 

particularly at full water 

saturation. 

Complex relationship, but 

mainly decreased to slight 

variation. 

Effective pressure 
Increased, particularly in dry 

and full water saturation. 

Decreased with significant 

reduction from 1 to 5.5 MPa*. 

Water saturation 

Decreased until around 75% 

saturation, then increased 

until full saturation. 

Increased until around 75% 

saturation, then slightly 

decreased until full 

saturation**. 

Modelling comparisons 

Water distribution 
The experimental data matched well with the tested model 

using Brie approximation (e=10). 

Permeability 
The experimental data matched well with the tested model 

using a permeability value of 5 Darcys. 

Gas bubble radius 
The experimental data matched well with the tested model 

using gas bubble radius values from 0.0001 - 0.1 mm. 
* Based on tested effective pressure steps, i.e., 0, 1, 5.5, and 10 MPa. 603 

** One sample showed little to no variation from 75% to full saturation. 604 

 605 
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