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ABSTRACT
As of November 2022—following the release of OpenAI’s ChatGPT—
the general public’s awareness of generative AI, and specifically
Large Language Models (LLMs) has increased. LLMs such as Chat-
GPT now have the capability to generate text indistinguishable
from human authored text, which comes with numerous risks. In
this paper, we investigate public perception and willingness to use
LLMs as a substitute for legal advice from legal professionals. Our
findings show that while few people have used it for this purpose,
the willingness to rely on LLMs in the future is growing. Interest-
ingly, this depends on the specific area of law, and while LLMs are
perceived to be highly valuable in relation to topics such as tenancy
and tax law, they seem to be perceived as less valuable in contexts
such as divorce or civil disputes.

CCS CONCEPTS
•Human-centered computing→User studies; Empirical stud-
ies in HCI; • Applied computing→ Law.

KEYWORDS
Large Language Models, LLM, Legal Advice, Public Perception

ACM Reference Format:
Tina Seabrooke, Eike Schneiders, Liz Dowthwaite, Joshua Krook, Natalie
Leesakul, Jeremie Clos, Horia Maior, and Joel Fischer. 2024. A Survey of Lay
People’sWillingness to Generate Legal Advice using Large LanguageModels
(LLMs). In Second International Symposium on Trustworthy Autonomous
Systems (TAS ’24), September 16–18, 2024, Austin, TX, USA. ACM, New York,
NY, USA, 5 pages. https://doi.org/10.1145/3686038.3686043

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
TAS ’24, September 16–18, 2024, Austin, TX, USA
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0989-0/24/09
https://doi.org/10.1145/3686038.3686043

1 INTRODUCTION
As Large Language Models (LLMs) such as OpenAI’s ChatGPT and
Google’s Gemini become increasingly sophisticated, emerging use
cases threaten professions that have so far escaped the threat of au-
tomation, including psychotherapy [18], personal finance [7], and
legal counsel [16]. Adding to concerns about the impact of LLMs
on professionals, the benefits and risks of this potential change are
poorly understood. One domain that has attracted particular nega-
tive attention in relation to the overestimation of LLMs’ capabilities
is the legal domain. In the UK case of Harber v Commissioners for
HMRC (2013) [17], a taxpayer unknowingly relied on falsely gener-
ated cases from an LLM provided by “a friend in a solicitor’s office”
in an appeal against the penalties for failure to notify liability to
capital gains tax. The judge noted that the falsely generated cases
caused the Tribunal to “waste time and public money” [17]. They
cautioned lawyers to be very careful when using LLMs such as
ChatGPT, because of their capacity to generate false and mislead-
ing content, i.e., hallucinations [4, 17]. These models pose a risk
to both legal experts and lay people, who might consider LLMs a
suitable substitute for traditional legal advice [6].

In this paper, we consider the general public’s perspective on
the use of LLMs in the legal context. We focus on their experiences
using LLMs to generate legal advice, as well as their willingness to
use legal advice generated by LLMs in the future. Additionally, we
investigate which specific area of law lay people are most willing
to utilise LLMs for generating advice. The paper contributes to
the field by showing that, while relatively few people have used
LLMs for legal advice in the past (17%), nearly half of the surveyed
participants (45%) responded that they would be “somewhat or
extremely likely” to ask an LLM for generated legal advice in the
future. However, this tendency is not present in all sub-domains
within the legal domain. For instance, participants reported high
willingness to use LLMs for advice on tenancy law (58%), planning
law (55%), and tax law (53%), but were comparatively more reluctant
to receive advice on, e.g., civil disputes (25%). Lastly, we discuss
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the findings and their implications in the wider context of large
language model provided legal advice.

2 RELATEDWORK
Given recent advances in the capabilities of LLMs, several recent
studies have sought to examine users’ attitudes and willingness
to trust the advice that they generate in different sectors. Within
the education domain, Yilimaz et al. [19] found that university stu-
dents generally had a positive attitude towards ChatGPT. Indeed,
Sallam et al. [12] found that 85% of the university students that
they surveyed had used ChatGPT, indicating widespread usage. On
the other hand, while university professors express some positive
attitudes towards use of LLMs in pedagogical contexts, they have
also expressed concerns about students acquiring incorrect infor-
mation from ChatGPT [5], loss of contact between educators and
students [8], and the ease with which LLMs-generated answers can
be used in traditional assessment formats [5].

Similarly, research on trust in LLMs within the healthcare do-
main has revealed excitement and hesitation in LLM use. Spotnitz
et al. [14], for example, reported that healthcare clinicians consid-
ered LLM-use to be positive, especially where LLMs were used to
assist rather than replace a healthcare provider. However, as in the
education domain, participants were concerned that LLMs could
generate false or misleading information and propagate existing
biases.

Other research has also focused on the general public’s willing-
ness to use LLMs in the healthcare domain. Nov et al. [10], for
example, found that participants displayed some trust towards
ChatGPT providing medical advice (mean rating score 3.4 out of 5),
and more so for lower-stakes health-related questions. Moreover,
Shahsavar et al. [13] found that 78.4% of participants were willing
to use ChatGPT for self-diagnosis.

Finally, several news outlets have reported cases of LLMs being
utilised to provide financial advice [3, 15], aid job interview prepa-
ration [2], and support legal case work [9]. Although LLMs present
promising benefits in various sectors, relatively little research has
focused on the general public’s attitudes and perceptions towards
relying on LLMs for legal advice, which is crucial to the adoption
and responsible development of this technology. Therefore, this
paper seeks to address this issue to build towards trustworthy LLMs.

3 METHODOLOGY
The aim of the study1 presented in this paper is to investigate the
experiences and future willingness of participants to use LLMs to
generate legal advice in relation to various topics related to the
legal domain (e.g., tenancy, divorce law, and planning).

3.1 Participants
We recruited a total of 150 participants using Prolific (81 female, 68
male, 1 prefer not to say, age range 18–64, mean age = 31.72, SD =
10.34). Due to technical difficulties, only the data for 105 participants
was recorded and is subsequently reported in the remainder of this
paper. All participants were native English speakers. The average

1This study has been approved be the ethics committee at the University of Nottingham.
Approval number: CS-2023-R22

completion time was 6:12 minutes and participants received £1.5
for their participation.

3.2 Procedure
Upon choosing to participate in the survey, participants were pre-
sented with a Participant Information Screen (PIS). The PIS con-
tained information on the context of LLMs and their importance
as an area of research, a description in layman terms of what an
LLM is (see Appendix A), information of the funder of the project,
the risks of participation as well as how we mitigate these (e.g.,
anonymisation of data to preserve privacy), purposes of the data
collected, as well as participants right to withdraw. Following the
consent, participants were presented questions in relation to their
experience, as well as future willingness to use LLMs for the gener-
ation of legal advice. Following question 1, 3, and 6, participants
were presented with open-ended questions answered through a
free text field. The questionnaire design was supported by advice
from legal experts and can be seen in Appendix B.

4 RESULTS
4.1 Previous use of LLMs for legal advice
Table 1, in the appendix, shows the percentage of participants
that selected each option in the survey. Of the total sample of 105
participants, 93% stated that they had experience of using at least
one LLM. Interestingly, only 17% of those participants (N = 17)
stated that had previously used the LLM for legal advice. As shown
in Table 1, those participants indicated that they had used an LLM
to provide advice in a variety of legal domains, but most frequently
including tenancy (24%), traffic (18%), and planning (18%).

4.2 Future use of LLMs for legal advice
While the majority of the 105 participants (82.66%) stated that they
had not used an LLM for legal advice before, 45% of participants
stated that they were either extremely or somewhat likely to use
LLMs for legal advice in the future (see Table 1). This finding shows
clear willingness to adopt LLMs for legal advice among a substantial
portion of the sample.

As shown in Figure 1, and further detailed in Table 1, partic-
ipants indicated their likelihood of asking an LLM for advice in
several legal subdomains. Over half of the total sample (N = 105)
gave positive responses (i.e., stated that they were either ‘some-
what’ or ‘extremely’ likely) to using an LLM for advice on all legal
subdomains except divorce (39%) and issues relating to civil dis-
putes (25%). The comparable figures for the remaining subdomains
were: tenancy issues (58%), planning (55%), tax law (53%), and traf-
fic issues (52%). Participants may have considered themselves less
likely to use an LLM for advice on divorce and being sued or suing
someone else because they considered these events to be less likely
in general (e.g., if they were unmarried). Tax law was the area in
which the greatest number of participants (43%) thought theywould
need advice on.

In addition to the frequency-based survey responses, questions
1, 3, and 6 (see Table 1) were succeeded by open-ended questions.
Here participants could elaborate on (1a) their uses of LLMs, (3a)
their uses in relationship to legal advice, and (6a) the prompts they
might use to answer legal questions.
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Figure 1: The distribution of participants who responded
that they are ‘somewhat’ or ‘extremely’ likely to consult an
LLM for legal advice on the six different domains: Tenancy,
Planning, Tax law, Traffic, Divorce, and Civil disputes.

Question 1a revealed a strong tendency to use LLMs in relation
to work/studying with a particular focus on programming as well
as correcting and improving written text. However, participants
also specified using LLMs for specific legal advice such as expressed
by e.g., P24 and P45 :

“...obtaining useful legal information. Although this in-
formation would be taken with a grain of salt, it was
possible to determine factual evidence that supported
what was asked, based on key-phrases given or through
‘decree-laws’ enacted in my country (Portugal)” - P45

“I asked only once about things related to universities and
the law in Poland, but he [the LLM] did not answer
the questions I asked. I also asked once about copy-
right but he answered me silly so I don’t believe him
anymore on these issues.” - P24

The above quotes are anecdotal examples of participants de-
scribing their actual use of LLM for legal inquiries. As the quotes
indicate, LLM users, while using the LLM for legal advice, are—at
least to some extent—cautious about the content produced. P45
states that they would ‘take [the output] with a grain of salt’ while
P24 describes the loss of trust in these systems (‘...I don’t believe
him [the LLM] anymore on these issues.’) as they ‘did not answer the
questions I asked’.

As illustrated above, in most areas, participants ranked a high
likelihood of asking LLMs in the future for advice. For instance, in
relation to tax law (53%), the range of participant prompts ranges
from simple questions such as P49 asking ‘What is the Value Added
Tax (VAT) rate?’, or P5 ‘Is my tax code correct for my current working
status?’, to more complex questions such as asked by P6 or P46:

‘What should I put in my tax return to pay less taxes
legally?’ - P6

‘According to my income, which was x last month, how
much money in taxes will I have to pay considering I’m
in my first year of activity as a freelancer?’ - P46

Finally, we observed that some participants engaged in a probing
way, attempting to gauge the LLM’s expertise within the topic of
interest before inquiring further information. This anthropomor-
phic approach could, for instance, be observed by P53 who used
the initial prompt: ‘I need your help in the tax area. What is your
background on this topic?’.

LLMs use guardrails [11] to prevent them from providing infor-
mation to sensitive topics (e.g., healthcare, finance, or law). Inter-
estingly, P63 initiated their prompt using behavioural modifiers,
seemingly attempting to overcome these limitations:

‘Act as a lawyer. Please give me advice. Company X
offered me to work under B2B or permanent contract in
Country A. I live in Country B and I have no clue about
tax law there. Can [you] explain to me how taxes work
in Country A?’ - P63

Similar observations to these were present in the remaining
topics, which relevance to the participants is described above.

5 DISCUSSION
This section discusses two recommendations on how companies
deploying LLMs, as well as users themselves, can take greater re-
sponsibility in order to minimise the risk of adverse effects caused
by harmful—or just wrong—content provided by LLMs. While these
certainly apply to the legal context, their relevance goes beyond
this particular use case.

5.1 The need for disclaimers
To minimise potential harm caused by incorrect or bad advice
provided by LLMs, we suggest that LLMs incorporate an appropriate
disclaimer in order to increase awareness about their tendency
to hallucinate [1]. Current LLMs already do this to some extent.
OpenAI’s ChatGPT, for instance, currently displays a small message
at the bottom of the screen: ‘ChatGPT can make mistakes. Consider
checking important information.’ A similar message is presented
at the bottom of the Google Gemini user interface: ‘Gemini may
display inaccurate info, including about people, so double-check its
responses.’ While we appreciate these efforts, we suggest that this
might not be sufficient, and that companies carry a responsibility
towards their users. A more prominent warning message, or a list
of risks and harms associated with a user’s potential reliance on
false information, could be more beneficial.

5.2 LLMs are not bad - they just need to be used
appropriately

As demonstrated in Section 4, some participants are already using
LLMs for legal advice, although they are still the minority. However,
when enquiring about willingness to use LLMs for the generation
of legal advice in the future, many areas of law seemed promising.
While we acknowledge that this use—especially in contexts such
as law, health, or finance—comes with clear risks, we believe that it
is not possible to prevent users from utilising tools such as LLMs
for these purposes. Therefore, we emphasise the importance of
educating users about the particular risks associated with these
use cases. Specifically, users need to be able to assess the output
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generated and, as P45 and P24 state in Section 4.2, identify ‘trust-
worthy’ from ‘untrustworthy’ responses and hallucinations. Just
as search engines might link to dubious or untrustworthy pages,
LLM users need the skills to assess the quality of content generated.
This requires critical thinking, deep reading, or textual analysis.
Nevertheless, even with these skills in place, we do not suggest that
LLMs are a replacement for appropriate legal advice provided by
the appropriate legal experts. Instead, an LLM might serve as an
introductory foray into a legal topic for a non-expert, before they
seek appropriate legal advice from experts.

6 CONCLUSION
In this paper, we presented an initial investigation of lay people’s
experiences with the use of LLMs for the legal advice, including
their willingness to use LLMs to generate advice in a variety of
sub-domains. Our findings show that the majority of users were
aware of LLMs, while only a small number had used them for the
purposes of seeking legal advice. However, a substantial proportion
of participants (45%) were extremely or somewhat likely to use
LLMs for legal advice in the future. When asked what area(s) of
law they would use an LLM for legal advice in the future, the
majority were positive about the identified sub-domains except for
divorce (39%) and being sued or suing someone (25%). The most
popular areas for the future use of LLMs included tenancy (58%),
traffic issues (52%) and tax law (53%). Participants are therefore
considering the use of LLMs in areas of everyday practical concern.

Our findings show that the use of LLMs for legal advice is a
real and potential development in the near-future, and potentially
widespread in future adoption. Therefore, the risks associated with
lay people using LLMs for legal advice are no longer theoretical.
The risks include the potential for people receiving, and relying
upon, hallucinated or misleading legal information for common
legal concerns such as in the identified sub-domains. We suggest
that LLMs feature more prominent disclaimers, identifying the risks
associated with misleading legal advice, and that LLM users require
greater education in the skills necessary to critically engage with
LLM-generated text, including critical thinking and deep reading.
Unless these concerns are addressed, blind reliance on the use of
LLMs is likely to contribute towards generating vexatious litigation,
wasting the time and money of the courts on falsely generated cases
and misleading citations.
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APPENDIX
A LLM DESCRIPTION SHOWN TO PARTICIPANTS PRIOR TO THE QUESTIONNAIRE
“Large language models are computer programs that can read and generate human-like text by learning from vast amounts of written language.
They can answer questions, write essays, or even create poetry, mimicking the style and content of the texts they were trained on. They can
produce coherent and contextually relevant content, but their understanding is derived purely from the data they are trained on, which can lead to
limitations in accuracy and potential biases.”

B SURVEY RESPONSES

Survey Questions Responses Response Percentage
1. Have you ever used a large language model (LLM) e.g ChatGPT, Bard, LLaMA 105

Yes 93
No 4

Not sure 3
2. Have you ever asked for legal advice from an LLM? 98

Yes 17
No 71

Not sure 11
3. What area(s) of the law were you interested in?* 17

Tenancy 24
Divorce 12
Traffic 18

Tax law 12
Planning 18

Beingsued/sued someone 12
Other 29

4. In general, how likely do you think you would be to ask an LLM for legal advice? 105
Extremely likely 5
Somewhat likely 40

Neither likely nor unlikely 20
Somewhat unlikely 20
Extremely unlikely 15

5. To what extent do you agree or disagree that you would be willing to ask an LLM about the following areas of law? 105
Tenancy Extremely likely 12

Somewhat likely 46
Neither likely nor unlikely 16

Somewhat unlikely 16
Extremely unlikely 10

Divorce Extremely likely 9
Somewhat likely 30

Neither likely nor unlikely 17
Somewhat unlikely 25
Extremely unlikely 20

Traffic Extremely likely 16
Somewhat likely 36

Neither likely nor unlikely 20
Somewhat unlikely 14
Extremely unlikely 13

Tax Law Extremely likely 18
Somewhat likely 35

Neither likely nor unlikely 15
Somewhat unlikely 13
Extremely unlikely 18

Planning Extremely likely 20
Somewhat likely 35

Neither likely nor unlikely 17
Somewhat unlikely 15
Extremely unlikely 13

Being sued
suing someone Extremely likely 10

Somewhat likely 15
Neither likely nor unlikely 20

Somewhat unlikely 33
Extremely unlikely 21

6. Which area of the law are you most likely to need advice on? 105
Tenancy 14
Divorce 6
Traffic 13

Tax law 43
Planning 10

Being sued/sued someone 10
Other 4

Table 1: Questionnaire and responses given. Questions marked with * allowed for multiple answers. Percentages are rounded to
nearest integer.
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