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Figure 1: Legal advice provided by a lawyer (advice version 1) and a Large Language Model (LLM; advice version 2) in response
to the same prompt. Experiments 1 and 2 evaluated participants’ willingness to act on the legal advice, while Experiment 3
investigated participants’ ability to discriminate between the advice sources.

ABSTRACT
Large Language Models (LLMs) are seemingly infiltrating every do-
main, and the legal context is no exception. In this paper, we present
the results of three experiments (total N = 288) that investigated lay
people’s willingness to act upon, and their ability to discriminate
between, LLM- and lawyer-generated legal advice. In Experiment
1, participants judged their willingness to act on legal advice when
the source of the advice was either known or unknown. When the
advice source was unknown, participants indicated that they were
significantly more willing to act on the LLM-generated advice. This
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result was replicated in Experiment 2. Intriguingly, despite partici-
pants indicating higher willingness to act on LLM-generated advice
in Experiments 1 and 2, participants discriminated between the
LLM- and lawyer-generated texts significantly above chance-level
in Experiment 3. Lastly, we discuss potential explanations and risks
of our findings, limitations and future work, and the importance of
language complexity and real-world comparability.
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1 INTRODUCTION
The emergence of generative artificial intelligence (GenAI), partic-
ularly Large Language Models (LLMs), has shifted public attention
towards the impact and tangibility of AI. OpenAI’s ChatGPT, specif-
ically, has captured the attention of the mainstream media, with
many journalists focusing on its potential for misuse1,2. LLMs have
also generated an explosion of interest in diverse research communi-
ties, including, e.g., AI [65, 66], HCI [20, 59, 60], and CSCW [30, 58].
For instance, 21% of accepted full papers in the CHI ’24 proceedings
included the term ‘LLM’ or ‘Large Language Model’3, demonstrat-
ing the clear interest in LLM research within the HCI community.

With this surge in interest in LLMs, they are expected to con-
tinue to have wide-ranging impact on society. Examples include
the healthcare sector, in which medical professionals have used
LLM-based platforms to obtain fast summaries of patient health
information [63] and in the financial sector, where prior research
has shown shortcomings in relation to the ability of LLMs to reli-
ably retrieve basic financial information [33]. In the legal context,
the use [24] and misuse of LLMs by legal experts has resulted in
negative media attention1,2. Similar observations have been re-
ported with lay people, who reported high willingness to obtain
legal advice from LLMs [51]. These cases highlight the need to
further understand the impact that this ‘new’ technology, and its
wide ranging accessibility, has on society.

In this paper, we present three experiments investigating lay
peoples perceptions of LLMs in the context of legal advice. In doing
so, we investigate two research questions:

(1) Are lay peoplemorewilling to act on LLM- or lawyer-generated
legal advice?

(2) Are lay people, when unaware of the source, able to identify
the source of legal advice presented to them?

Building on existing literature [51], Experiment 1 (N = 100) inves-
tigated whether lay people report higher willingness to act upon
LLM- or lawyer-generated legal advice. Experiment 2 (N = 78) repli-
cate the key manipulation of Experiment 1. Lastly, Experiment 3
(N = 110), investigated participants ability to discriminate between
LLM- and lawyer-generated legal advice when the source was un-
known to them. Experiment 1, replicated in Experiment 2, showed
that participants reported significantly higher willingness to act
on LLM-generated advice than lawyer-generated advice, when the
advice source was unknown to them. In Experiment 3, participants
showed above chance level when discriminating between LLM- and
lawyer-generated advice, when the source was unknown.

1ChatGPT: US lawyer admits using AI for case research: https://www.bbc.co.uk/news/
world-us-canada-65735769
2Canada lawyer under fire for submitting fake cases created by AI chatbot: https://www.
theguardian.com/world/2024/feb/29/canada-lawyer-chatgpt-fake-cases-ai
3Full Query Syntax for the dl.acm.org: "query": { llm OR "large language
model" } "filter": { Conference Collections: CHI: Conference on Human
Factors in Computing Systems, Book/Issue: CHI ’24: Proceedings of the
CHI Conference on Human Factors in Computing Systems, E-Publication
Date: (01/01/2024 TO 12/31/2024) }

We conclude the paper by discussing the importance of language
complexity, the risks and strategies to mitigate risks that overtrust
on LLMs can bring, as well as limitations and future work.

1.1 Openness and Transparency Statement
Experiment 1 was not pre-registered, but Experiments 2 and 3 were.
For all experiments, the trial-level raw data and accompanying data
analysis scripts are available on the Open Science Framework
(OSF)4. We report the rationale for the sample sizes, all manipula-
tions, measures, and data exclusions. All three experiments were
approved by the Institutional Review Board (IRB) of the University
of Nottingham (CS-2023-R22).

2 RELATEDWORK
This section highlights relevant literature on the impact LLMs have
had on the legal landscape to date. The section also notes additional
high risk domains, beyond the legal context, that have been affected
by LLMs. Lastly, we present relevant literature on trust and general
perceptions towards AI.

2.1 LLMs in the Legal Landscape
LLMs are increasingly being used by legal professionals for a range
of tasks, from legal research and e-discovery, to contract drafting
and the filing of motions in court [2, 24]. In many cases, law firms
are limiting the use of LLMs to summarising information, digest-
ing large numbers of documents (in discovery, for example), and
providing summaries for lawyers to review [29]. Litigation matters
involving large companies can involve tens of thousands of docu-
ments, meaning that LLMs serve a practical and functional use-case
in these scenarios.

On the other hand, some lawyers have already been caught-out
relying on LLMs (such as ChatGPT and Gemini) to generate legal
advice for clients, often running into the problem of hallucinated
facts. In Mata v. Avianca [18], for example, a lawyer relied on falsely
generated cases while seeking a damages claim against an airline
on behalf of his injured client. The court rebuked the lawyer, stating
that the provision of false or misleading cases wastes the time of
the court and the opposing counsel. This misuse of the court’s time
interrupts the court’s schedule, potentially impacting other cases,
and wasting public money [56].

Courts in the United States have thus far taken a dim view of
the use of LLMs for legal filings, noting the risk of errors and
hallucinations and the necessary due diligence of legal professionals.
In another case involving Google’s Bard (now Gemini), a lawyer
was again found to provide false cases to the court, which then
had to try to find the non-existent cases [19]. As the problems of
LLMs become more widely known, courts may start issuing harsher
reprimands, or even revoking the license to practice of lawyers who
provide false cases. This is in part due to the serious nature of lying
to the court, something taken seriously in past legal precedent [21].

There are nevertheless circumstances where an LLM could pro-
vide high level of accuracy, while still falling below the threshold
of an expert’s legal advice. Nay et al. [45] investigated the use of an
LLM, specifically models developed by OpenAI, in the context of
legal analysis for tax law. Their findings demonstrated that “LLMs,
4https://osf.io/bksqa/?view_only=8c9a5893fb52478cb755870e56e686ca
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particularly when combined with prompting enhancements and cor-
rect legal texts, can perform at high levels of accuracy but not yet at
expert tax lawyer levels.” This suggests that LLMs, even with prompt
enhancements, are not yet able to reach professional performance
in the domain of, e.g., tax law.

LLMs are influencing the legal landscape not only from a pro-
fessional perspective, but also in ways that might have impact on
non-legal experts [28, 51]. Seabrooke et al. [51] investigated lay
people’s willingness to obtain legal advice in a wide variety of do-
mains (e.g., traffic, divorce, planning, property, or civil disputes).
Nearly half of the participants (45%) said that they would be likely
to use LLMs to inquire legal advice in the future. Furthermore, they
highlight that the willingness to generate legal advice is not evenly
distributed, and varies greatly depending on the specific domain
(e.g., civil disputes (25%) vs. tenancy law (58%)). However, while
these results suggest that lay people are willing to generate advice
using LLMs, the authors did not investigate whether lay people are
willing to act on it.

2.2 LLMs in other Domains
Large language models have been deployed and studied in nu-
merous domains, including healthcare [32, 39, 44, 49], journal-
ism, communication, and public messaging [3, 11, 57], and edu-
cation [6, 35, 36, 53, 55]. In healthcare, Nadarzynski et al. [44] ex-
amined the acceptability of AI-led chatbot services and found that
while most participants were open to using chatbots for healthcare,
concerns about accuracy and lack of human touch were barriers to
adoption. Miles et al. [39] further explored this issue by investigat-
ing how perceived stigma and severity of health issues influence
acceptance of chatbots, finding that while chatbots might be suit-
able for sensitive health issues due to increased anonymity, they
are less preferred for severe health conditions. Ayers et al. [4] com-
pared chatbot responses to those of physicians on a public social
media forum, demonstrating that chatbot-generated responses were
often preferred for their quality and empathy. Finally, Reis et al.
[49] investigated the public perception of AI-generated medical
advice, highlighting an ’anti-AI bias’ in which advice, even when
supervised by physicians, was deemed less reliable and empathetic
compared to solely human-generated advice.

Waddell [57] examined how audiences perceive news articles
attributed to machine authors and found that machine-authored
news is often deemed less credible due to lower perceived anthro-
pomorphism and unmet expectations. Asscher and Glikson [3]
investigated human evaluations of machine translation, particu-
larly in ethically sensitive situations (e.g., communication between
users with power imbalance), and found a negative bias against
machine-translated content even among professional translators.

The effectiveness of LLMs in public messaging has also been a
topic of interest. Chi [11] explored the impact of AI chatbots on
individuals’ attitudes towards environmental protection and their
willingness to pay for conservation efforts. The study found that
the problem solving capabilities of chatbots were particularly influ-
ential in encouraging financial contributions. Oviedo-Trespalacios
et al. [46] illustrated risks of using LLMs for safety-related advice,
revealing that they often provide over-simplified, erroneous, or
biased information.

In educational settings, LLMs have become an object of interest
both for their potential as a tool for personalisation of learning
and for their risk to become a tool for undetectable cheating. Liu
and M’hiri [36] showed the potential of using an LLM as a virtual
teaching assistant, enhancing student engagement and providing
personalised feedback, while also highlighting the need for human
supervision. Bernabei et al. [6] examined ChatGPT’s use in engi-
neering education, revealing its ability to improve understanding
and expedite assignments, but also emphasising the importance of
critical evaluation and ethical considerations. Steenstra et al. [53]
demonstrated the potential of LLMs in helping the development of
health education games, while underscoring the need for human
oversight for the accuracy of the content. Tayan et al. [55] focused
on the impact of ChatGPT on technology courses, advocating its use
as a complementary tool, and providing guidelines for responsible
implementation. Lim et al. [35] offered a paradoxical perspective
on Generative AI in education, emphasising the need to embrace its
potential as a tool to support learners while addressing academic
and ethical challenges that stem from its growing capabilities as a
generator of content.

2.3 Trust, Perception, and Acceptability of AI
The perception of AI influences how people feel about its out-
puts. Jakesch et al. [26] identified the ‘Replicant Effect,’ where in-
dividuals exhibit distrust toward Airbnb hosts believed to have
AI-generated profiles, particularly in mixed environments with
both AI and human-authored profiles. Although AI aversion is
prevalent, Logg et al. [37] observed that individuals often prefer
algorithmic over human judgement in specific contexts. Their re-
search revealed that people tend to adhere more to advice when
they believe it originates from an algorithm rather than a person,
showcasing algorithm appreciation. This preference was consistent
in various domains, including numerical estimations, forecasting
tasks, and even subjective judgements such as romantic attraction.

The increasing use of LLMs for advice-seeking has prompted
investigations into user characteristics and perceptions. Wester
et al. [61] explored how people perceive LLM-generated advice and
the influence of user characteristics on these perceptions. Their
findings suggest that personality traits, particularly agreeability
and technological insecurity, play a role in shaping how people
evaluate and engage with LLM advice.

Acceptance of AI is not uniform and appears to be influenced
by various factors. For example, Castelo and Ward [10] found that
political conservatism correlated with AI aversion, particularly for
consequential tasks. This aversion stems from conservatives’ in-
creased risk perception associated with AI adoption. Furthermore,
Bigman and Gray [7] discovered a general aversion to machines
makingmoral decisions, mainly due to the perception that machines
lack a complete mind capable of both thinking and feeling. The
perceived lack of agency and experience in machines contributes to
this reluctance, suggesting that the nature of the task and the per-
ceived capabilities of AI play a role in shaping people’s acceptance
of AI in decision-making roles.
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Example: Traffic Law 4

Prompt:
“My father got a ticket saying he broke Section 5(1)(a) of the
Road Traffic Offenses law. What happened was he rode over
a speed bump and got stuck in a carriageway, preventing
cars from going past him. An angry driver came over to
him and started banging on his windscreen, threatening
to call the police. My father ran away from this angry
man before the police arrived. Can you give me some ad-
vice about my legal situation, considering relevant UK laws?”

Advice provided by LLM:
“Under Section 5(1)(a) of the Road Traffic Offenses law in the
UK, it is an offense to use a vehicle in a manner that causes
unnecessary obstruction of the road. In your father’s case,
being stuck on a speed bump and blocking the carriageway
could be seen as such an obstruction. However, it is also
important to note that he fled the scene due to fear for his
safety from the aggressive driver. This context could be
relevant in his defense, as it demonstrates a potential threat
that prompted his departure. It is advisable to gather any
available evidence, such as witness statements or CCTV
footage, that supports his account of the events, and to consult
with a solicitor who can help argue that his actions were a re-
sponse to imminent danger rather than a willful obstruction.”

Advice provided by lawyer:
“If your father was driving a car (which seems to be implied
by the banging on the windscreen, but you say that he “rode”
over the speed bump), I presume that your father has received
a notice saying that he acted contrary to section 5 of the Road
Traffic Regulation Act 1984. This prohibits acting contrary to
a Traffic Regulation Order which is in force for a particular
road. Road Traffic Regulation Orders can prohibit or restrict
the waiting of vehicles in particular areas. If there was a
Road Traffic Regulation Order in place it may be that when
your father ran away from the angry driver he was seen to
have breached this prohibition. Acting contrary to a Road
Traffic Regulation Order is an offence which can lead to a
fine of up to £1000. However, the circumstances you describe
(if they can be proved, for example through dashcam footage)
may amount to mitigation, and lead to a much lower penalty.
Your father should consult a solicitor as soon as possible.”

Figure 2: Example of prompt for Traffic Law (#4) with corre-
sponding LLM and Lawyer generated advice.

3 EXPERIMENT 1
In Experiment 1, we investigated participants’ willingness to act on
legal advice generated by an LLM or a lawyer, both when the source
of advice was known and unknown. All participants were shown
a series of legal cases and were asked to rate their willingness to
act on the legal advice using a scale from 1 (‘Strongly Disagree’)

to 9 (‘Strongly Agree’). Half of the participants were explicitly
informed of the source of each advice provided, being either LLM-
or lawyer-generated, while the remaining participants were not.
The key questions were whether participants would be more willing
to act on the legal advice provided by a LLM or by a lawyer, and
whether this would interact with whether the source of the advice
was known to participants or not.

3.1 Method
3.1.1 Participants. When considering the number of participants
required for Experiment 1, we did not have a clear estimate of the
effect size for the interaction between the advice source (LLM vs.
lawyer) and group (source known vs. source unknown) factors.
We therefore recruited 100 participants, with 50 participants in
each group. A power analysis in G*Power [16] estimated that 98
participants would provide 95% power to obtain a small-to-medium
effect (n ≈ 98, f = 0.15, 1-𝛽 = .95, 𝛼 = .05), using the default values of
0.5 for the correlation betweenmeasures and 1 for the nonsphericity
correction.

For all three experiments, participants were recruited from Pro-
lific and we excluded any participants who failed at least two out
of three attention checks. No participants were excluded in Experi-
ment 1. As the legal prompts and responses were based on UK law,
we only recruited participants who self reported fluency in English,
were between 18–60 years old, and were currently living in the UK.

The final, overall sample for Experiment 1 consisted of 100 par-
ticipants (60 male, 40 female, 0 prefer not to say) who were aged
between 19 and 58 years (M = 33.26 years, SD = 9.00 years). The
source unknown group consisted of 50 participants (29 male, 21
female, 0 prefer to not to say), who were aged between 19 and 58
years (M = 32.92 years, SD = 9.06 years). The source known group
consisted of 50 participants (31 male, 19 female, 0 prefer not to say),
who were aged between 19 and 53 years (M = 33.60 years, SD = 9.01
years).

The median completion time was 14:53 minutes but, as progres-
sion in the experiment was self-paced, the completion time varied
between participants. Participants were compensated with £9/hour.

3.1.2 Prompts. Based on prior literature [51], we selected three
areas within the legal context for which participants reported a
high likelihood to use LLMs for the generation of legal advice,
specifically: traffic law, planning law, and property law. In con-
sultation with legal professionals, we identified six prompts for
each of these three areas, resulting in a total of 18 prompts. These
prompts were inspired by real questions asked online in the subred-
dit r/LegalAdviceUK5. All prompts were based on UK law. Example
prompts as well as LLM- and lawyer-generated answers for each
category can be seen in Figures 2 to 4. All 18 prompts and the cor-
responding LLM- and lawyer-generated answers are available in
the OSF (see Section 1.1). The LLM-generated prompts were gener-
ated using ChatGPT-4o, while the lawyer generated prompts were
generated by UK-based lawyers with expertise within the three
domains: traffic, planning, and property. The lawyers generating
the legal advice did not see the LLM-generated advice, and were
asked to generate succinct advice based on the provided prompts.

5www.reddit.com/r/LegalAdviceUK

https://www.reddit.com/r/LegalAdviceUK/?rdt=38701
r/LegalAdviceUK
www.reddit.com/r/LegalAdviceUK
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The lawyer-generated advice was often preceded with a re-iteration
of the case details, which was removed to ensure comparability in
brevity between the LLM and lawyer-generated advice. We verified,
with legal experts, that no text was removed which changed the
meaning of the advice. No text was added to the advice provided.
Each prompt was shown the same number of times in each ex-
periment, and all three experiments used the same prompts and
responses.

3.1.3 Experimental Design and Measurements. Experiment 1 fol-
lowed a 2 (advice source: LLM vs. lawyer) × 2 (group: source known
vs. source unknown) mixed factorial design. Advice source and
group were manipulated within-subjects and between-subjects, re-
spectively. The dependent variable was participants’ ratings of their
willingness to act on each legal advice provided, which were ranked
on scale from 1 (‘Strongly Disagree’) to 9 (‘Strongly Agree’). All
three experiments were implemented using jsPsych 76 and hosted
using JATOS7.

3.1.4 Procedure. Participants were presented with the participant
information sheet highlighting relevant information including de-
tails on the data being collected, participants’ right to withdraw, and
information on the procedure of the experiment. Once participants
consented to their participation, we collected demographic data
on age, gender, and language fluency. As part of the demographic
data, we had a simple attention check (‘Please press the highlighted
key on your keyboard’). Participants were subsequently informed
that some of the legal advice they would be presented with had
been generated by lawyers, while other advice had been gener-
ated by an LLM. To ensure a common understanding of what an
LLM was, a short, easily understandable, description was provided
(see Appendix A).

Participants were randomly allocated to the source known or
unknown group, ensuring that we had an equal number of partici-
pants in each group. Each participant was presented with 18 legal
cases. These cases were written by either an LLM (9) or a lawyer (9)
using the same 18 prompts. The LLM and the lawyer answered the
same short legal prompts within each of the three categories: traffic
law, planning law, and property law [51]. Two additional attention
check cases were presented at random times, resulting in a total
of 20 trials. In the source known condition, participants saw the
statement: ‘Case #: This advice has been written by [an LLM / a
lawyer]’ above the prompt and the advice. In the source unknown
condition, by contrast, each prompt and advice was simply placed
below the statement: ‘Case #’, with the author of the advice omitted.
For each case, participants were asked to answer ‘In the described
situation, I would feel confident acting on the advice provided’ on a
9-point scale from 1 (‘Strongly Disagree’) to 9 (‘Strongly Agree’).
Participants had to respond to each case in order to move on with
the task, and progression throughout the task was self-paced.

3.2 Experiment 1: Results
3.2.1 Data Analysis. All analyses were performed in RStudio [48].
We report both frequentist analyses and Bayes factors to provide
estimates of the evidence in favour of the alternative (H1) and null

6https://www.jspsych.org/latest/
7https://www.jatos.org

Example: Property Law 2

Prompt:
“My landlord has threatened to evict me from my apartment
because I have a dog. They have now told me there is a "no
pets" clause in the contract, but promised me it was okay to
have a dog when I first moved in. Could you advise me about
the legality of this in UK law, with reference to relevant
legislation?”

Advice provided by LLM:
“In the UK, the legality of pet ownership in rental properties
hinges on the terms of the tenancy agreement and relevant
housing legislation. While landlords can include "no pets"
clauses, previous verbal consent for pet ownership could
constitute a waiver or variation of contractual terms,
provided there is evidence to support this claim. The Housing
Act 1988 allows for such clauses, but landlords must also
act reasonably and fairly towards tenants, and breaches
of the Consumer Rights Act 2015 may also be relevant. If
negotiations fail, seeking legal advice or assistance from
housing charities like Shelter is advisable, as the outcome
depends on the specifics of the agreement, relevant laws, and
potential legal recourse.”

Advice provided by lawyer:
“On first impressions there are two legal avenues we could
consider. The first is that the terms of your lease were formally
varied by the conversation with your landlord. This would
require the law to accept that a lease can be varied orally, in
contrast to the usual practice that dealings with land need
to be made in writing. This is a hard argument to make
since longer residential leases tend to be varied via a Deed of
Variation. What is more, if your lease agreement contains a
provision that the terms can only be varied in writing, then
the recent Supreme Court ruling in Rock Advertising Limited
confirms the binding effect of such clauses. Nevertheless, if
such a clause is absent, an argument could be made that it
is possible to vary orally. For instance, the requirement for
writing under the Law of Property Act 1925 relates to creating
or disposing of an interest in land, but here the interest in
land (the lease) has already been given to you in writing
and what we would be arguing is that this is a subsequent
change involving no such creation or disposal. As a result
the variation can be binding even if agreed orally.”

Figure 3: Example of prompt for Property Law (#2) with cor-
responding LLM and Lawyer generated advice.

(H0) hypotheses. The evidence categories proposed by Jeffreys [27],
and the corresponding interpretations proposed by Lee and Wa-
genmakers [34], are shown in Table 1 and were used to interpret
the Bayes factors. All Bayes factors were calculated using the de-
fault priors provided in the ‘BayesFactor’ [43] package (version
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Example: Planning Law 6

Prompt:
“I am in the middle of building a fence with my neighbour’s
property, who has objected to the proposed colour of the
fence. The council has rejected my planning permission and
told me that I cannot use a colour and must install a basic
timber fence, and that our planned metal fence does not
comply with local regulations. Please give me legal advice
about this, referring to relevant sections of UK law?”

Advice provided by LLM:
“In the context of UK property law, it’s essential to adhere to
local planning regulations enforced by the council, as failure
to do so can result in legal consequences. The rejection of
planning permission and insistence on installing a basic
timber fence instead of a proposed metal one signifies
non-compliance with local regulations. Sections 106 and
14 of the Town and Country Planning Act 1990 and the
Planning (Listed Buildings and Conservation Areas) Act
1990 empower local authorities to enforce conditions to
ensure compliance with policies, particularly in conservation
areas. To avoid potential fines and enforcement actions,
it’s advisable to comply with the council’s directives,
seek guidance on alternative options, and consult a legal
professional specializing in property law and planning
regulations for further assistance.”

Advice provided by lawyer:
“You do not need to obtain planning permission to erect a
fence provided that your proposed fence complies with the
requirements in the Town and Country Planning (General
Permitted Development) Order 2015 Schedule 2 Part 2 Para-
graph A. The requirements relate to the height of the fence,
and do not limit the material or colour of the fence. However,
such limitations may be imposed if your property is situated
in a national park or a conservation area, or if your property
is a listed building. If this is the case, you need to ensure that
a proposed fence meets the requirements of the conservation
area or national park authority, and/or that you obtain listed
building consent before erecting your fence. Failure to do this
may mean that enforcement action can be taken against you,
which may involve you being required to remove the fence.
Failure to comply with such a requirement may amount to a
criminal offence.”

Figure 4: Example of prompt for Planning Law (#6) with
corresponding LLM and Lawyer generated advice.

0.9.12.4.7). Estimated Bayes factor values are reported with the
error percentage of each estimate.

3.2.2 Willingness to Act on Legal Advice. Participants’ mean ratings
for their willingness to act on the legal advice, separated by advice
source and experimental group, are shown in Panel A of Figure 5.

BF10 Interpretation

> 100 Extreme evidence for H1
30 - 100 Very strong evidence for H1
10 - 30 Strong evidence for H1
3 - 10 Moderate evidence for H1
1 - 3 Anecdotal evidence for H1
1 No evidence
0.33 - 1 Anecdotal evidence for H0
0.10 - 0.33 Moderate evidence for H0
0.03 - 0.10 Strong evidence for H0
0.01 - 0.03 Very strong evidence for H0
< 0.01 Extreme evidence for H0

Table 1: Bayes factor evidence categories according to Jeffreys
[27] and corresponding interpretations by Lee and Wagen-
makers [34].

Figure 5: Mean willingness to act ratings in Experiments
1 and 2. Error bars represent difference-adjusted, within-
subjects, 95% confidence intervals [5].

A 2 (advice source: LLM vs. lawyer) × 2 (group: source known vs.
source unknown) mixed analysis of variance (ANOVA) on partic-
ipants’ mean ratings revealed a significant main effect of source,
F (1, 98) = 13.09, p < .001, generalised eta squared (𝜂2G) = .02. The
corresponding Bayes factor provided very strong evidence for the
alternative hypothesis, BF10 ≈ 40.27 (± 1.96%). Participants gave
significantly higher ratings to the LLM-generated advice (M = 7.32,
SD = 1.09) than the lawyer-generated advice (M = 7.02, SD = 1.11).
No significant main effect of group was observed, with the Bayes
factor analysis providing anecdotal support for the alternative hy-
pothesis, F (1, 98) = 3.58, p = .06, 𝜂2G = .03, BF10 ≈ 1.25 (± 1.51%).
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Collapsed across LLM- and lawyer-generated advice, the source
unknown group (M = 6.98, SD = 1.21) gave comparable ratings to
the source known group (M = 7.36, SD = 0.96). Finally, and most
interestingly, there was a significant interaction between the advice
source and group factors, F (1, 98) = 4.56, p = .04, 𝜂2G = .01. The Bayes
factor provided anecdotal evidence for the alternative hypothesis,
BF10 ≈ 1.58 (± 2.47%).

Following the significant advice source × group interaction,
paired t-tests were conducted to compare the effect of advice source
in each group. In the source unknown group, participants rated
their willingness to act on the LLM-generated advice (M = 7.23,
SD = 1.17) significantly more highly than the lawyer-generated
advice (M = 6.74, SD = 1.21), t(49) = 3.91, p < .001, Cohen’s d𝑧 = 0.55.
Moreover, the Bayes factor provided very strong evidence in favour
of the alternative hypothesis, BF10 = 89.70 (± 0%). The source known
group, by contrast, showed no significant difference in ratings for
advice that was generated by the LLM (M = 7.42, SD = 1.00) and the
lawyers (M = 7.30, SD = 0.93), t(49) = 1.09, p = .28, d𝑧 = 0.15. The
corresponding Bayes factor provided moderate support for the null
hypothesis, BF10 ≈ 0.27 (± 0.05%).

4 EXPERIMENT 2
With HCI originating, in part, from psychology [9, 13], HCI research
would benefit from the open science and research integrity prac-
tices that psychology has adopted in recent decades. Dating as far
back as 1968, psychologist Jane Loevinger urged the American Psy-
chological Association to place greater emphasis on replicability of
experimental research [1]. Around 40 years later, psychology found
itself in the midst of a replication crisis. Mirroring Loevinger’s
thoughts, over the last 15 years the HCI community has also seen
an increasing call for replicability through open science practices
and a greater emphasis on replications [12, 14, 17, 25, 62].

In Experiment 2, we therefore sought to replicate the key result
from Experiment 1. Specifically, we aimed to replicate the finding
that participants reported that they were more willing to act on
LLM-generated legal advice than advice that had been generated
by lawyers. To this end, we re-ran the source unknown condition
from Experiment 1 with a new set of participants.

4.1 Method
4.1.1 Participants. In Experiment 1, the effect size for the source
manipulation in the source unknown group was d𝑧 = 0.55. A power
analysis in G*Power [16] indicated that 45 participants would pro-
vide 95% power to replicate an effect of this size (n ≈ 45, d𝑧 = 0.55,
1-𝛽 = .95, 𝛼 = .05). We preregistered that we would therefore over-
sample slightly and recruit 50 participants. However, upon recruit-
ing a random set of 50 participants from Prolific, we found that the
gender distribution was highly imbalanced. We therefore recruited
the minimum number of additional participants (n = 29) required to
balance the gender distribution as closely as possible, while taking
care to match the number of participants (and gender) within each
counterbalancing condition. The recruitment of these additional
participants was not preregistered.

After recruiting the additional 29 participants, one participant
was excluded because they failed two out of three attention checks

(as per our preregistered exclusion criteria). The final sample con-
sisted of 78 participants (39 female, 38 male, 1 prefer not to say),
with 39 participants in each counterbalancing condition. The par-
ticipants were aged between 18 and 60 years (M = 37.86 years,
SD = 11.01 years) and all reported that they spoke fluent English.
The experiment was not advertised to participants who had partici-
pated in Experiment 1.

As Experiment 1, progression in Experiment 2 was self-paced
and the completion time varied between participants. The median
completion time was 14:32 minutes. Participants were compensated
with £9/hour.

4.1.2 Experimental Design and Measurements. The experiment fol-
lowed a repeated-measures design with one independent variable:
advice source (LLM vs. lawyer). As in Experiment 1, the dependent
variable was participants’ rating of their willingness to act on each
legal advice shown.

4.1.3 Prompts and Procedure. The prompts and procedure were
identical to those of Experiment 1, except that only the source
unknown condition from Experiment 1 was included.

4.2 Experiment 2: Results
Participants’ mean willingness to act ratings are shown in Panel B
of Figure 5. A paired sample t-test demonstrated that participants
gave significantly higher ratings to the texts that were generated
by an LLM (M = 7.08, SD = 1.17) than those generated by lawyers
(M = 6.82, SD = 0.99), t(77) = 3.22, p = .002. The effect size was small-
to-medium, d𝑧 = 0.37, and the Bayes factor indicated that there
was strong evidence for the alternative hypothesis, BF10 = 14.00.
This finding replicates the key result from Experiment 1, thereby
demonstrating that it is robust and replicable.

5 EXPERIMENT 3
Previous research (see Section 2.3, e.g., [11, 37] has demonstrated
that participants, at times, tend to be more prone to adhere to
algorithmic advice over human generated advice. Our findings
from Experiment 1 and 2 align with these findings, showing that
participants also report higher willingness to act on LLM-generated
legal advice.

In Experiment 1 and 2, participants rated their willingness to act
on the advice provided differently depending on whether the source
of the advice was known or not. This finding raises the question of
whether participants were able to discriminate between the LLM-
and lawyer-generated advice when the source was not presented
to them. Experiment 3 addressed this question by investigating par-
ticipants’ ability to identify the source of legal advice. Participants
were presented with the same 18 legal cases and advice texts from
Experiments 1 and 2, and were asked to rate the extent to which
they thought each advice text had been generated by an LLM or
lawyer.

5.1 Method
5.1.1 Participants. As per our preregistration, we recruited 110
participants (55 male, 53 female, 2 prefer not to say) between 18
and 57 years (M = 35.20 years, SD = 9.59 years) using Prolific. All
participants reported that they spoke fluent English. We applied the
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same inclusion/exclusion criteria as in the previous experiments,
but additionally excluded all participants who had participated in
either Experiment 1 or 2. As in the previous two experiments, par-
ticipants had to answer two of the three attention check questions
correctly in order to be included in the final dataset. We did not
exclude any participants due to failed attention check questions.

Consistent with Experiments 1 and 2, progression in Experi-
ment 3 was self-paced and the completion time varied between
participants. The median completion time was 12:12 minutes and
participants were compensated with £9/hour.

5.1.2 Experimental Design and Measurements. Experiment 3 fol-
lowed a repeated-measures design with one independent variable:
advice source (LLM vs. lawyer). The dependent variable was partic-
ipants’ rating of their confidence in whether the presented advice
was generated by an LLM or a lawyer for each advice presented.
For each advice text, participants were asked to indicate their con-
fidence in the source by answering ‘Please rate to what extent you
think the text has been generated by an LLM or a lawyer’ on a 6-point
scale from 1 (‘Definitely LLM generated’) to 6 (‘Definitely lawyer
generated’).

5.1.3 Prompts and Procedure. The prompts were identical to those
of the first two experiments. However, as Experiment 3 aimed to
identify participants’ ability to identify the source of the advice
when it was unknown, we made slight changes to three LLMs
responses: ‘Planning advice 2’, ‘Traffic advice 3’, and ‘Property
advice 4’. Specifically, we removed the three/four first words stating
‘As a lawyer,...’ or ‘As your legal advisor,...’. As in Experiment 2,
we only included the source unknown condition. Apart from the
change in question and the rating scale, see above, Experiment 3
followed the same procedure as Experiment 1 and 2.

5.2 Experiment 3: Results
As per our preregistration, we used a measure derived from signal
detection theory to estimate participants’ ability to discriminate
between the LLM- and lawyer-generated advice [38]. Specifically,
we calculated the area under the receiver operating characteristic
(ROC) curve (AUC). Unlike mean ratings [40, 41], and mean rating
difference scores [23], ROC analysis allows discrimination to be
measured separately from response bias. In the current context, dis-
crimination refers to participants’ ability to accurately distinguish
between the LLM- and lawyer-generated texts. Response bias, by
contrast, refers to participants’ overall tendency to rate all texts as
LLM- or lawyer-generated. We focus on AUC as a bias-free measure
of participants’ discrimination performance, although note that the
ROC curve also provides a visual representation of response bias.

ROC analysis can be employed wherever participants are tasked
with discriminating between two categories using graded discrim-
ination ratings on a multi-point scale. In our discrimination task,
participants made such graded ratings by judging the extent to
which the advice was generated by an LLM or a lawyer on a scale
from 1 (“Definitely LLM generated”) to 6 (“Definitely lawyer gener-
ated”). Therefore, given the upper boundary of the scale refers to
lawyer-generated advice, it is helpful to conceptualise the task as
one requiring participants to detect lawyer-generated advice. Under
this definition, trials in which lawyer-generated advice is presented

M

AUC

SD

0.59

0.18

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0
False Alarm Rate

H
it 

R
at

e
Figure 6: ROC curve for Experiment 3 indicating, through
the bowing towards the top-left corner, above chance dis-
crimination of LLM- and lawyer-generated legal advice. The
area under the ROC curve (AUC) is highlighted in light blue
(M = .59, SD = .18). Faint lines represent individual participant
ROC curves.

can be considered ‘signal’ trials, whereas trials that contain LLM-
generated advice can be considered ‘noise’ trials. When making
judgements, participants are assumed to base their responses on a
‘decision variable’ that is determined by their subjective evaluation
of the amount of signal in the text [52]. They are also assumed to
adopt a decision threshold, which is known as a ‘criterion’. If the
decision variable is sufficiently high that it meets or exceeds the
decision threshold, the participant will give a positive response,
thereby classifying the trial as a signal trial. Traditionally, signal
trials (i.e., lawyer advice trials in the current context) in which
a participant correctly concludes that a signal is present are con-
sidered ‘hits’. Conversely, noise trials (i.e, LLM advice trials) in
which a participant incorrectly concludes that a signal is present
are considered ‘false alarms’.

To measure discrimination, each point on the rating scale is
treated as a separate threshold reflecting different LLM/lawyer
criteria. For each participant, the proportion of hits and false alarms
(i.e., the hit and false alarm rates, HRs and FARs) is then calculated
for each point on the rating scale. For example, for scale point 2,
the HR and FAR would be defined as the proportion of lawyer- and
LLM-generated advice that received a rating of 2–6, respectively.
The HR and FAR rate for each scale point can be plotted against
each other to calculate an ROC curve, which can be used to visualise
both discrimination and response bias.

The ROC curve for Experiment 3, with the mean HRs and FARs
plotted against each other, is presented in blue in Figure 6. The
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points on the ROC curve reflects the different scale values, with
scale point 1 depicted on the [1,1] coordinates. The diagonal, dashed
line that runs from the [0,0] to [1,1] coordinates is a reference line
that represents chance discrimination performance. The more the
ROC curve bows away from the diagonal line, towards the top-
left corner of the plot, the better the discrimination. The position
of the scale points also provides a visual indication of response
bias. Specifically, points clustering towards the bottom-left corner
of the plot indicate a conservative response bias, i.e., participants
tending to rate the presented advice as LLM-generated, whereas
points clustering towards the top-right of the plot indicate a liberal
response bias, with participants tending to rate the presented advice
as lawyer-generated.

As noted above, we quantified discrimination by estimating the
AUC, which we calculated using the trapezoidal rule [22, 47]. AUC
values vary between 0 and 1, with .50 representing chance dis-
crimination performance (i.e, the diagonal, dashed line in Figure 6)
and 1 representing perfect discrimination. Following our prereg-
istration, we compared participants’ AUC values to a theoretical
mean of .50 to establish whether participants could discriminate
between the lawyer- and LLM-generated advice significantly above
chance. This analysis confirmed that participants could discrimi-
nate the source of the advice presented significantly above chance
(M = .59, SD = .18). The Bayes factor provided extreme evidence in
favour of the alternative hypothesis, t(109) = 5.51, p < .001, d = 0.53,
BF10 = 5.10 × 104.

6 DISCUSSION
In this paper, we have presented three experiments. Experiment 1
investigated lay people’s willingness to act on LLM- and lawyer-
generated legal advice. The results showed that, when the source
of the advice was unknown to participants, they were more willing
to act on the LLM-generated advice than the lawyer-generated
advice. This result was replicated in Experiment 2. In Experiment
3, we investigated lay people’s ability to distinguish between the
LLM- and lawyer-generated advice when the source was unknown.
Participants discriminated between the advice significantly above
chance, but their discrimination performance was far from perfect.

The remainder of the discussion focuses on the importance of
the phrasing of the language used and the risks of overtrust in LLM-
generated content and strategies to mitigate this. Lastly, we will
present limitations while also integrating future research directions
at the intersection of LLMs and the legal domain throughout.

6.1 Use of Language for Legal Advice
In Experiments 1 and 2, participants reported a significantly higher
willingness to act on the legal advice provided by the LLM than the
lawyers when the source was unknown. While the presented work
here cannot answer why? with certainty—and this is therefore a
challenge for future work—we now discuss potential explanations
for our results.

6.1.1 Language Complexity and Advice Length. While the LLM-
and lawyer-generated advice was broadly comparable in length, we
chose not to equate the word counts or textual complexity exactly.
Indeed, the average number of words used in the lawyer-generated
advice was 170 (min: 107; max: 276), while the average number of

words used by the LLM-generated advice was 124 (min: 93; max:
176). We also did not restrict the complexity of the language that the
lawyers or the LLM used. The LLM-generated advice appeared to be
more complex, as measured by an average Lix score [8] of 72 (min:
60; max: 79) versus 57 (min: 49; max: 65) for the lawyer-generated
advice8. These Lix scores correspond to ‘Very Difficult’ and ‘Diffi-
cult’ to comprehend for the LLM- and the lawyer-generated advice
respectively [8, Table 4]. While balancing both of these metrics
could have been done, and would have increased the advice similar-
ity between sources, we were concerned that doing so would reduce
realism and impose experimenter bias on the advice. Limiting the
LLM or the lawyer to an arbitrary language complexity or word
count would introduce constraints that would distort the advice
that both an LLM and lawyer would otherwise generate. Therefore,
while such experimenter-imposed constraints increase experimen-
tal control, they also reduce realism and ecological validity.

One possible explanation, is that participants were more willing
to act on the LLM-generated advice as they conflated complexity
with quality of advice. To test this possibility, future work could
investigate people’s willingness to act on legal advice, when the
complexity is matched between the LLM and the lawyers.

6.1.2 Comparability to Real World Legal Advice. Our study directly
compared participants’ responses to LLM- and lawyer-generated
advice. For practical purposes, we stipulated that the reply to our
prompt had to be a short ‘summary’ of the legal advice to be pro-
vided to a potential client. In practice, a lawyer would rarely, if ever,
provide such a short one-paragraph summary to a client, nor would
an LLM without this added stipulation.

Lawyers do not typically provide one-paragraph answers to a le-
gal problem, nor are they trained to do so in an expeditious manner.
While the LLM could provide an answer all-but instantaneously, the
lawyers often took days or weeks to provide legal advice following
our queries. There are practical reasons for this difference. A lawyer
must worry about their professional reputation, their licensing cer-
tificate, and the risk of being sued for negligence, when advising
clients regarding legal matters. By nature, these precautions do not
lend themselves to one-paragraph answers. Instead, lawyers are
often prone to hedge their bets, providing both sides of an argu-
ment, and cautioning against certainty and finality when providing
solutions to legal problems.

LLMs have the opposite problem, as they often appear overly con-
fident when providing advice. Such overconfidence—which might
be a consequence of the vocabulary, sentence structure, and syntax
used—can lead to clients being exposed to decisively-voiced, hallu-
cinated facts. In part, LLMs are trained on the rules of grammar, to
present convincing, structured responses with clear introductions,
arguments, conclusions, sign-posting, and other features of good
writing. These structural advantages cannot easily be compared to
a human writer responding off-the-cuff to a prompt. To attain the
same level of writing structure and quality, a human writer may
need to edit, or have their work edited, something which was not
done in the context of our experiments.

8Lix ranking: Very Easy: 20; Easy: 30; Average: 40; Difficult: 50; Very Difficult: 60.
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6.2 Causes for Higher Ratings and Overtrust
Our findings of highlight (Experiment 1 and 2) that participants,
while being able to distinguish the source above chance (Experi-
ment 3), have a higher willingness to act on the legal advice when
generated by an LLM. In this section we discuss possible causes
for this, risks that might result of this overtrust, as well as possible
strategies addressing the overtrust in LLM-generated legal advice.

6.2.1 Ratings are Influenced by more than just the Source. When ex-
amining our findings, a contradictory observation can be made. In
Experiment 1 and 2, participants in the source unknown condition,
reported a higher willingness to act on LLM-generated advice than
on the lawyer-generated advice. On the other hand, Experiment 3
showed that when participants were directly asked to identify the
source, they were able to distinguish between LLM- and lawyer-
generated advice at an above chance rate. Although these findings
were observed in separate experiments, when considered together,
they suggest that participants might have been aware of the source
in Experiment 1 and 2 even when it was not disclosed to them.
Interestingly, while participants seemed to be—at least to some
extent—aware of the source, even when it was not provided to them,
they behaved differently than in the source known condition of Ex-
periment 1. Specifically, participants increased their willingness to
act ratings when explicitly informed that the advice presented had
been generated by a lawyer. This pattern may indicate a social ac-
ceptability bias [64] in which participants thought that they should
be more willing to act on lawyer-generated advice. Participants
may have given higher ratings to the lawyer-generated advice than
the LLM-generated advice in the source known condition, as this
aligns with perceived social norms that humans should be trusted
over an algorithm.

6.2.2 Risks of Overtrust. Overtrust in LLM-generated advice car-
ries an abundance of risks, some of which are being specifically
addressed through policies and regulations such as the European
Union Artificial Intelligence Act (EU AI Act). For instance, the
EU AI Act - article 50.29 emphasises that “Providers of AI systems,
including general-purpose AI systems, generating synthetic audio,
image, video or text content, shall ensure that the outputs of the AI
system are marked in a machine-readable format and detectable as
artificially generated or manipulated...” [15]. While these regulations
aim to ensure the safe use of AI-based systems, including LLMs,
there has been a growing focus on how to effectively implement
them. One strategy directly addressing the above article is the im-
plementation of watermarks [31, 54]. However, while watermarks
may allow machines to detect AI-generated content, they may not
(necessarily) improve the transparency of AI-generated text for
people. Although watermarks enable the generation of “artificially
generated or manipulated text in a machine-readable format...” [15]
they are still “invisible to humans” [31].

9Article 50: Transparency Obligations for Providers and Deployers of Certain AI
Systems

While machine detectable indicators of AI-generated content are
highly valuable to enable automatic detection, improving the gen-
eral public’s AI literacy will become increasingly important as AI-
infused systems becomemore sophisticated and prevalent. In Exper-
iment 3, participants were significantly above chance when discrim-
inating LLM- from lawyer-generated advice, but there was still clear
room for improvement. Within the related field of fake news detec-
tion, current research [42] has demonstrated that interventions—in
the form of short interactive training session—can significantly im-
prove participants’ discrimination of true and fake news headlines.
We suggest that future work draws inspiration from the fake news
detection literature, in order to develop similar interventions that
improve the general public’s AI literacy, and equips lay people with
the skills to discriminate human- from AI-generated content. Such
interventions may be particularly useful for user groups who are
especially susceptible to trusting LLM-generated content, such as
people with high ‘agreeableness’ [61].

Beyond watermarking and human interventions, the EU AI Act
contains further provisions (Article 13)10 for ‘high-risk’ systems,
including transparency around the disclosure of risks, limitations
of the systems, accuracy level, and impacts on health, safety, and
fundamental rights. These ‘high risk’ provisions may also apply to
AI systems offering legal services. The obligation on providers of
these systems to offer further information on risks and disclaimers
could address some of the problems of watermarking. However, the
extent to which these safeguards are adopted in AI-based systems
varies greatly. For instance, the current disclaimer provided by
ChatGPT-4o simply states that “ChatGPT can make mistakes. Check
important info.” while Google’s Gemini states that “Gemini may
display inaccurate info, including about people, so double-check its
responses”11. In addition to the brevity of the disclaimers, their
usefulness depends on users reading, understanding, and acting
upon the information provided. Prior work has shown that users
rarely read or engage with online terms and conditions containing
legal information [50]. Therefore, informing users of potential risks
of the use of LLMs may not be sufficient.

6.3 Limitations
To compile the lawyer-generated advice, we recruited three special-
ists lawyers within the domains of traffic, planning, and property
law. These lawyers likely have a personal writing style that may
not transfer to other lawyers. Likewise, we used ChatGPT-4o to cre-
ate the LLM-generated advice. Different results might be achieved
with other LLMs. Therefore, future work should test the boundary
conditions of our findings with different advice sources.

Furthermore, as our focus was on lay peoples’ perceptions of
LLM- and lawyer-generated advice, we did not evaluate the accu-
racy of the advice. Given that we were interested in participants’
willingness to act on and discriminate the LLM- and the lawyer-
generated advice, the accuracy of the advice is inconsequential for
this purpose. Nevertheless, future work would benefit from estab-
lishing the validity of the advice—particularly that of the LLM—as
LLMs are prone to create hallucinations and participants have re-
ported a higher willingness to act on its advice.

10Article 13: Transparency and Provision of Information to Deployers
11Both disclaimers were observed on the 20.08.2024 and might change in the future.
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7 CONCLUSION
Given the human-like nature of responses generated by LLMs, it
becomes increasingly important to understand how lay people use
this technology, especially in the context high-risk domains such as
the legal context. In this paper, we have presented three experiments
(total N = 288). Experiment 1 investigated if lay people are willing
to act on legal advice—for advice on traffic, planning, and property
law—when the source of the advice was either known or unknown.
Experiment 2 replicated the keymanipulation of Experiment 1 using
only the source unknown condition. Experiment 3 investigated if
participants, when the source of advice was unknown, are able to
discriminate the source.

Findings of Experiment 1, successfully replicated in Experiment
2, show that participants, when the source of legal advice was un-
known, report significantly higher willingness to act on the LLM-
generated legal advice compared to the lawyer-generated advice.
When the source of advice was known, no significant differences
could be observed. Experiment 3 demonstrated, that even when
participants were unaware of the source, they were able to dis-
criminate the LLM- from the lawyer-generated advice significantly
above chance. Lastly, this paper discusses the importance of lan-
guage used (e.g., complexity and advice length) when providing
legal advice, possible causes for the change in ratings—going be-
yond the source—depending on if the source was known or not,
risks associated with overtrust in LLMs and strategies to mitigate
it, as well as limitations and future work.
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Objection Overruled!
Lay People can Distinguish Large Language Models from Lawyers, but still Favour Advice from an LLM CHI ’25, 26 Apr.–1 May, 2025, Yokohama, Japan

A WHAT IS A LARGE LANGUAGE MODEL
(LLM)

The description presented to participants in all three experiments
prior to the first case:

‘Large language models (LLMs) are computer programs that can read
and generate human-like text by learning from vast amounts of writ-
ten language. They can answer questions, write essays, or even create
poetry, mimicking the style and content of the texts they were trained
on. They can produce coherent and contextually relevant content, but
their understanding is derived purely from the data they are trained
on.’ [51]
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