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ABSTRACT
With the dramatic rise in the affordances of Automated Systems
(AS) across the full range of industrial sectors, designing and im-
plementing AS which are judged as trustworthy by their users is a
key challenge facing systems developers, industrial managers and
employees alike. However, for some domains, such as Defence and
Security (DAS), the stakes are particularly high: a failure of the
system could result in fatalities in significant numbers. Gaining
a better understanding of the sociological and technical founda-
tions of trustworthiness is critical for the sector, essential for both
building trust and designing robust technical solutions to maintain
this trust. This paper draws on new interdisciplinary research con-
ducted in the Defence and Security (DAS) sector, exploring social
and technical conditions and understandings of trustworthy auto-
mated systems. We argue that the distinctiveness of DAS brings
some very specific challenges to both developers and users, but the
findings of the research have also relevance to a wider variety of
domains, especially those where the outcomes may be a matter of
life and death.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and mod-
els.
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1 INTRODUCTION
Developing trustworthy Defence and Security Systems (DAS) is a
key challenge facing contemporary political economies, as inter-
national environments face increasing instability. Technology is
changing the face of DAS and countries such as the UK are invest-
ing billions in their design [14]. In many ways DAS is a ‘unique’
sector, as the Autonomous Systems (AS) include those designed not
only to enhance efficiency and productivity as in other sectors, but
also civilian security and peacebuilding, as well as those to support
weapon use, and sometimes weapons themselves [16]. Increasingly,
national security focuses on military preparedness, including ad-
vanced weapon AS [17]. The consequences of automated system
use in DAS may therefore include destruction of property and other
devastating impacts on human life- and even death. Much of DAS
work is time-critical, such that AS may need to be deployed without
delay, without the user pausing to think “do I trust this to work?” or
wondering “what will I do if it doesn’t work?” The social conditions
of trust, understanding what may determine the trustworthiness
of an automated system, and how this may be broken and then
repaired are critical issues of the sector., impacting on the effective-
ness of decision-making and even preventing further violence and
conflict.

However, ‘trust’ and ‘trustworthiness’ are challenging and com-
plex concepts, with multiple definitions and theoretical explana-
tions. For some, the concepts are ultimately incoherent and inde-
finable, while for others pinning down their essential components
is a key scientific task. The concepts have expanded in meaning
and application with the development and rapid implementation of
new digital technologies, particularly AS where machine decision
making is to be trusted to replace human decision-making. The
shift towards AS is underpinned by promises of enhanced perfor-
mance benefits, in terms of speed and accuracy of data analysis and
higher levels of safety. However, sociologically, different levels of
stakeholder knowledge, understanding, experience and imagina-
tion of AS, and different amounts of agency in terms of technical
ability and responsibility, lead to different levels of trust towards
the deployment of new systems, and therefore, ultimately their
use. On the one hand, distrust may result in under-utilisation of
the system, while, on the other, high levels of trust might lead to
inappropriate or misjudged over-reliance on the system: in other
words mistrust. Further, trust is an unstable concept, easily lost but
not so easily regained, and rarely ‘fixable’. Levels of trust are also
highly contingent, differing across time and space, depending on
social, political, economic and psychological factors.
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The sociological understandings of trust as uncertain and dy-
namic stand in some tension with the demand for stable, formal
verification methods that require a clear-cut specification of ‘desir-
able properties’ to ensure compliance with defined specifications,
such as demanded within DAS..

This paper adopts a sociotechnical approach to develop a frame-
work of understanding to the social and technical factors involved
in building and developing trust in AS within the Defence and Secu-
rity Sector. While much in-house research is being done on issues of
trust and trustworthiness, an academic ‘outsider’ perspective was
welcomed to enhance and support knowledge and understanding.
This research drills into the nature of trust in DAS: the elements
involved if AS are to be trusted to replace humans for crucial tasks
in the future.

It was with this objective that we designed our mixed methods,
interdisciplinary research. Working in partnership with a key DAS
stakeholder, the research objectives were to investigate:

(1) Stakeholders’ understandings and definitions of trust.
(2) Stakeholders’ understandings of trust in operational context.
(3) Existing levels of trust in AS.
(4) Levels of understanding of technical solutions that safeguard

trustworthiness.
(5) Impact of knowledge of technical solutions on trust levels.
(6) Perceived challenges for trustworthiness of AS and their

adoption.
The paper is structured as follows: Section 2 discusses the state

of the art and the motivations for our study. Section 3 presents
the study specifications. The sociological analysis is provided in
Section 4, followed by the technical analysis in Section 5. The dis-
cussion, including limitations and recommendations, is presented
in Section 6. Finally, Section 7 concludes the paper.

2 RELATEDWORK AND MOTIVATION
The concept of trust is complex and multifaceted, non-material
and abstract, and subject to multiple definitions and disciplinary
understandings. Sociologically, trust is variously conceptualised
to foster co-operation [12], reduce social complexity [25] and alle-
viate uncertainty and vulnerability [26]. Trust is often perceived
as involving an almost faith-like quality regarding other people’s
actions and intentions [37], which involves accepting the risks in-
herent in a given relationship [35], and a willingness to become
vulnerable to another person or actor [33]. More critically, trust
can also be seen as an outcome of ignorance or uncertainly with
respect to the unknown or unknowable actions of others: we may
have little option other than to trust in certain contexts where we
have limited knowledge or skills, such as surgery or plumbing or,
indeed, automated systems, AI and robotics.

The sociological approach sees trust as an ongoing cooperative
process or practice to be sustained between interdependent agents
through social action and relations. This understanding competes
with more stable and deterministic interpretations of trust as a
psychological state, or ‘attitude’ [15]; or as a behaviour, based on a
rational decision to accept vulnerability [3, 24]. In contrast, social
constructionist approaches stress the undetermined and contingent
nature of trust and trustworthiness: trust and the evaluation that
someone or thing is trustworthy ‘may rest on particular reasons

but is not explained by them’ [37]. In a similar vein, social tech-
nical studies’ (STS) approaches acknowledge the complexities of
factors which need to be considered in trust relations between peo-
ple and technologies such as AS. These include, at the very least,
social identities, culture, power, politics, ethical and legal issues,
organisational contexts, work roles and career aspirations [7, 34].
The uncertain nature of the human/non-human relationship across
these realms means there is no predictable (trust) outcome which
will result from any given exchange or activity involving technol-
ogy [5, 19]. Through interactions in specific spaces and over time,
we either build confidence in a person, object or system, leading
to higher levels of trust or, if someone/thing does not prove they
are worthy of trust, trust dwindles [13]. Trust is thus temporal in
nature: an ongoing, dynamic process [27], ‘located in the present
continuous, something that goes on being made and renewed’ [3].
This approach to trust therefore holds that trust in AS is not signif-
icantly different from trust in other people: both are unstable and
dynamic, and built through ongoing interactions and use.

How can we capture this complexity when it comes to trustworthy
autonomous systems in DAS? This paper takes a socio-technical
approach to answer this question in three parts.

First, we approach the question sociologically, looking partic-
ularly at the first three of our research questions to show that it
is useful to identify the different discourses of trust as used by the
stakeholders themselves, within specific contexts. In this paper
we use the term discourse in two ways: first in the more straight-
forward sense of ’language at text level‘ [8] - spoken or written
language in use. The second, and primary use of discourse here is
as a form of social/ideological practice [10]. Discourses are forms
of knowledge or powerful sets of assumptions, expectations and
explanations, governing mainstream social and cultural practices.
They are systematically ways of making sense of the world’ [6]. In
Section 4 of the paper, we unpick the different discourses used by
our respondents, all stakeholders working in different operational
contexts to describe trust, and the trustworthiness of the AS they
use.

Second, we look more specifically at the fourth and fifth of our
research questions, concerning the technical solutions. Technical
approaches to meet trust and safety concerns are widely inves-
tigated yet under-used in the context of measuring users’ trust
in autonomous AI systems. Interdisciplinary socio-technical ap-
proaches, grounded in social science (trust) and computer science
(safety), are less considered in AS investigations.

Finally, we bring our findings together to discuss the perceived
challenges for the trustworthiness of AS. We conclude by arguing
that interdisciplinary socio-technical approaches, grounded in so-
cial science (trust) and computer science (safety), offer important
and valuable insights to understanding the complexities of trust
and trustworthiness.

3 THE STUDY
The paper is drawn on research conducted within two related re-
search projects funded by UKRI’s TAS from 2021 to 2024. The
broader aims of VESTAS (Verifiably Safe and Trusted Human AI
Systems) and HANA-HAIP (Harnessing Trust and Acceptance in
Human-AI Partnerships) are to provide a research roadmap that
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present the challenges and technical solutions for the design and
development of safe and trusted Autonomous Systems. Working
collaboratively with our industrial partner, an organization with ex-
pertise in defence and security systems, which we give the pseudo-
nym DSAS, our interdisciplinary approach combines social science
conceptualisations of trust with computer science approaches to
safety. The inclusive stakeholder contributions expand the domains
of application and the diversity of perspectives, to inform the devel-
opment of trust techniques and interventions for subsequent trial,
and policy recommendations for regulators. Given the national
security issues involved in the research, our access to DSAS was
an unusual privilege. We were aware that there would be areas
which employees would not be able to discuss, but we were keen to
use semi-structured interviews to enable in-depth understanding
of everyday work practices and conceptualisations of trust and
trustworthiness [30]. Recruiting to the interviews took time and
patience, aided by a research director within the organisation. Over
a period of a year, we have conducted a total of ten hour-long
interviews online, with a sample carefully recruited to meet our
diversity requirements of:

• Domains (Air Force, Army, Navy)
• Roles (regulation, software dependability, AV design, flying,
training)

• Rank/status (Majors, reservists)
• Experience (20+yrs of military service; front line personnel
12+yrs; reservist for 6yrs)

• Engagement with AS (designers, operators, trainers, “vague
understanding” (P2)

The data collection and analysis were conducted iteratively.To
date,our respondents include: :

• P1: (m1) 23yrs in Air Force, frontline, Chinook; software
engineering, test engineer; MOD research community, safety
and software dependability; regulator

• P2: (m) Major, Army, 12yrs service. Military advisor, combat
role, Special Ops. Afghanistan

• P3: (m) Major, Army Air Corps. Helicopter pilot, instructor,
supporting Special Ops

• P4: (f) Army reservist, Air Corps. 6yrs at DSTL. Human
factors. Apache helicopters

• P5: (m) 13yrs at DSAS, PhD in autonomous submarine vehi-
cle design

• P6: (m) Human Factors Engineer
• P7: (f) Principal Analyst, Researcher in Human-Autonomy
Teaming

• P8: (f) Principal Analyst, Human Autonomy Teaming Project
Technical Authority

• P9: (m) Project Technical Authority, Global Force Projection
(AW), Principal Advisor, Gun Systems

• P10: (m) Head of Innovation, Counter Terrorism Policing
To answer our research questions, we first coded our data ac-

cording to our five research questions:
• RQ1: Definitions of trust : how is trust understood generally,
in social contexts?

1f: female, m: male

• RQ2: Trust in Autonomous Systems (AS), in an operational
context.

• RQ3: Existing levels of trust in AS.
• RQ4: Levels of understanding of technical solutions that
safeguard trustworthiness.

• RQ5: Impact of knowledge of technical solutions on trust
levels.

• RQ6: Perceived challenges for the trustworthiness of AS.
We now turn to discuss these more fully, turning first in Section 4,

to sociological issues of trust in AS and in operational context. We
then address technical issues, in Section 5, before summarising the
perceived challenges for the trustworthiness of AS in Section 6.

4 SOCIOLOGICAL ANALYSIS
For this section of the analysis, while our participants demonstrated
diversity in the range of the discourses they used to discuss these
questions, our initial reading of the transcripts suggested some
broad systematic patterns and positions in the responses. A vision
of a typology started to emerge, inspired by the theoretical literature
on trust and enriched as the data set grew [28]. We then coded
the data for questions 1-3in greater depth, looking for themes in
participants’ accounts of how, when and where they would trust in
general social contexts, in terms of AS, and in terms of using AS in
operational context. This affirmed three overarching discourses of
trust were actively constructing and mediating experiences of AS.
As self-reflexive researchers, we are aware that these are discursive
constructs that we choose to categorise and foreground in this
study, rather than arguing that these are universally self-evident in
positivist terms [6]. The three discourses can also be conceptualised
as relating to each other in the form of ‘levels of trust’, as follows:

• Level 1: Absolute Trust : complete and unquestioned trust
in person or AS

• Level 2: Interactional Trust : conditional, dynamic trust gained
through interaction with person or AS

• Level 3: Self-based Trust : trust gained through personal
agency and control over person or AS

This initial typology provided a valuable ‘conceptual-empirical’
tool by which to analyse the respondents’ positions and what these
meant in practice in the specific context of DSAS. The typology is
intended to be illustrative, not exhaustive: an overarching frame
to represent the diversity of positions in combination with the
theoretical knowledge [28]. As well as being a valuable ‘descriptive
tool’ [4], the typology might also be useful as a thinking tool for
DSAS’ own strategic planning.

Lessons Learned:
Analysing the data according to the three discursive levels re-

vealed how there were intersections between roles, domain and
approaches to trustworthiness, with those located in similar con-
texts and at similar levels in organisational hierarchies sharing
broad positions. While most demonstrated consistency in their po-
sitioning, there were occasional shifts in position from the same
participant, articulating a mix of the levels of trust. From our in-
terviews across the domains, we found that those in less senior
positions tended towards more ‘absolute’ discourses of trust. These
tended to be based in the land-based domain, trained to accept and
act on orders from more senior officers without question. Those
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with more personal agency for their work, trained to make and
take decisions according to their own judgements, tended towards
discourses of ‘self-based’ trust. These participants tended to be
located in the Air Force, very much ‘at the sharp end’ such as pilots,
who needed to know that ultimately they had control over the AS
and could determine how and when it is used and what to do if it
fails. In other words, the AS was subsumed to trust in their own
personal skills and capabilities. There was also a ‘middle ground’ ,
occupied by those in technical positions, security and intelligence
who were keen to suspend judgment on how much to trust the AS,
preferring to work with and constantly evaluate the AS. We now
turn to discuss these findings in more detail.

4.1 RQ1: Definition of trust
Our discussions in the opening sections of the interviews penetrated
our participants’ understandings of trust and trustworthiness more
generally, in social contexts, as they responded to the question:
what does trust mean to you? How would you define it? This was
the topic of most consensus, with most agreeing that trust could
be defined through concepts such as ‘reliability’ and ‘confidence’.
Some drew a distinction between ‘trust’ and ‘trustworthiness’, with
P8 noting:

“Trust is what a person feels about a person or system,
you can say you don’t trust something, but you could
acknowledge it is trustworthy.” (P8)

As we dug further into the interview transcripts, the data re-
vealed three broad positions, which corresponded to the three
discursive levels of trust which we identified above. Within the
first level, Absolute Trust, participants revealed that trust is gained
through being able to completely ‘hand over’ agency and control
to another person or thing:

“Trust is the ability to be hands off.” (P5)
Being able to rely on someone to do the task that’s
been assigned to them and in the allocated timeframe.”
(P2)
“Your reliance on something. When you expect some-
one or something to act in a certain way and they do.
How you think something or someone will behave.”
(P4)

Themes of reliability and confidence underpinned this level of
trust, where, once established, Absolute Trust is demonstrated by
a relinquishing of personal agency. However, for others trust is
built through ongoing interaction, always conditional and dynamic.
Within this discourse, the second-level discourse of Interactional
Trust, personal agency hovers in suspension, like a ‘hand on the
gearstick’ , the participant is ready to take it back if trust is lost:

“There’s an initial base level and then it can be either
built up or taken away depending on your interaction
with a given individual or group.”(P3)
“Optimal trust would look like a well-working human-
human team. You know you can rely on them. If they
fail, it’s because I’ve asked them to do something
beyond their ability. You don’t lose trust in them: you
flex and work alongside those fallible elements.” (P1)

The fact that we were talking to people who constantly work
in challenging contexts was clear. This is a world where trust is
hard-earned, as P2 reveals:

”Trust can only be engendered through hardship or
significant amounts of training and investment of
time into personal relationship stuff.” (P2)

Some participants were clearly more reluctant to ever hand over
control unquestioningly to another person or thing. This third level
of Self-based Trust was founded on ongoing personal agency, and
never quite losing a sense of control:

“It’s me knowing. . . the system works.” (P2)
“You want to be able to check and understand the
constraints where they exist and be able to map those
through. And that then results in a trustworthy sys-
tem, one that you can understand and understand
where it’s failed and where it hasn’t done what you
might have expected to do, which is inevitable be-
cause that’s the way systems work”. (P10)

P10 notes that there is a powerful underlying assumption that
systems ‘should be able to be taken at face value’, that is, that they
can be trusted absolutely, but he feels that this assumption ‘can
often be quite wrong’. For P10, the most valuable skill is personal
understanding and ‘informed decision-making’ rather than trust,
an observation which underscores the importance of the self in
decisions about the trustworthiness of AS. Inevitably therefore,
discussions of definitions of trust melted into discussions of trust
in AS in operational context, to which we now turn.

4.2 RQ2: Trust in AS in operational context
Discussions of trust in AS were clearly central to our participants’
everyday working concerns. This is an issue of critical importance
to DAS, where people work in extreme contexts where a moment’s
hesitation may lead to fatalities. Aware that this may mean that
trust in AS will be hard-earned and potentially fragile, the sector it-
self spends significant amounts of time and funds investigating this
issue. Many of our participants were involved in activities aimed at
understanding and improving the components of trustworthy AS.
Nevertheless, differences in positions taken towards the trustwor-
thiness of AS were revealed in the data, with participants located
at all three levels of trust.

The hierarchical chain of command for which the DAS sector is
renowned underpinned those demonstrating high levels of Absolute
Trust.

“There is trust through a chain of command. I trust
something because I’m told to.” (P1)

The AS in use in DAS are predominantly high-cost, highly spe-
cific tools with high levels of secure data. The consequences of
losing these to the wrong hands was bound up with the need for
absolute trust not only in the system itself but for its safe return,
as P5 reveals:

“The confidence that the kit will come back, whether
or not the mission is completed.” (P5)

The critical nature of some of our participants’ working lives
resonated through their justifications of the need for this form of
trust. For them, the bottom line is stark:
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“Trust equals less death. It’s as simple as that.” (P2)
One of our respondents whose work directly involves research-

ing the complexities of what makes a system trustworthy, noted
that people’s relationship with other technologies can spillover into
AS, perhaps creating Absolute Distrust:

“There’s always someone that has some story about
a satnav! It’s like, well, I don’t trust my satnav. There-
fore, I won’t trust this!”. (P8)

Others were less able to hand over to the AS with such complete-
ness. Continuous interaction and reinforcement are required to
prevent a loss of confidence, and as such, the level of Interactional
Trust clearly dominated some of the responses. The contingent
nature of the AS to the task at hand was clearly revealed in our
interview with P4, underpinning the importance of continuous
human-system interaction

“If I tell a drone to turn right, it turns right and it com-
municates that back to you, gives you that feedback.”
(P4)

The importance of the testing, the accessibility and explainability
of the design, and the confidence built up through multiple previ-
ous interactions are the foundations of trustworthiness for those
deploying AS in critical contexts:

“The system’s gone through multiple verification and
validation stages, and has explainable feedback or
transparency, with the option to override it.” (P4)
“If things go wrong, the consequences could literally
be fatal. If something’s told you something and you’ve
dropped a weapon somewhere and it would, the infor-
mation wasn’t accurate. I think you would find it very
hard to trust, you know, if it said, oh, there’s a load of
bad guys in that bus and it was actually a school bus.
You would then find it very hard to rebuild because
the consequences are huge (P8).

The sharpness of the context means that others always felt that
they needed to be able to rely on themselves first, as well as their
fellow teammates, rather than the system. From this perspective,
the AS is never more than a tool for human use, rather than an
equal or more powerful member of the team:

”If my fellow commander fails to rendezvous repeat-
edly, I won’t trust him anymore. I’ll make contingency
plans. If an AV lets me down, it’s easier to discard tech
as an option.” (P2)

Further, DAS attracts people who want to develop, use and rely
on their own high-level skills, not just operate a system, and hand
over trust to that. Being personally involved in the task is critical
to their sense of identity at work, as P8 notes:

”There are lots of them particularly aircrew, they want
to fly the planes, they want to be doing, you know,
dropping the bombs or whatever. They don’t want
all these systems to do it for them, because why then
they could be in industry, earn loads of money. (P8)

The dynamic nature of trust revealed at this level underscores
the conceptualisation of trust as temporal in nature: an ongoing,
dynamic process that goes on being made and renewed [3]. With

this in mind, what are the existing levels of trust in AS? It is to this
we now turn.

4.3 RQ3: Existing levels of trust in AS
Our interviews revealed significant variance in the levels of trust,
with skills in technical knowledge being critical to determining
participants’ positions. Those locating themselves at the level of
Absolute Trust were in the minority, but for some, if a list of criteria
was met, then trust would follow, as P1 explains:

”It’s about dependability and the characteristics of
system : safe, available, secure, performant” (P1)
“To trust the capabilities of an AS, it needs to be able
to duplicate given behaviours for standardised inputs.”
(P1)
“When I’m working with my vehicles, I build up trust
when it has repetitive behaviour, so when I tell it to do
a certain thing in the same kind of environment and
it’s worked in before and it does that thing exactly the
same, then my trust starts to build up. It’s when you
get even the slight variations in its behaviour that my
trust degrades in the vehicle.” (P7)

P7 works with underwater vehicles and while he is highly skilled,
he admits that he has a foundation of Absolute Trust in a system
which he acknowledges may be misplaced:

“I think my issue is even over the many years I’ve
worked with them, I still treat them like if they were a
dog, so I expect the dog to have some basic intuition,
which obviously vehicles don’t, and as a software en-
gineer I should know this because I know how they’re
programmed, but you’ve always got this. . . when you
put the vehicle in the water there’s some kind of in-
stinct that takes over, like you’re treating it like some
kind of sheepdog, I think. So, yeah, I have to keep
tripping myself up.” (P7)

Most were quite sceptical of new technology, especially that
which is to be used in high-risk scenarios. For a system to be judged
as trustworthy requires lengthy and rigorous training, underscoring
the importance of continuous interaction and evaluation. As such,
levels of Interactional Trust were clearly demonstrated:

“The tech takes a long time to understand how to
operate it. It’s hard-won experience. Then you have
to go out into the field and do big training exercises
to really understand its limitations” (P2)

While it was appreciated that any new technology must go
through early iterations to become reliable: “Any new tech has lots
of bugs and errors.” (P3), the uncertainty as to whether a system
would fail suddenly, either through degrading sharply or gradually
declining in performance, was ever present. The fear of sub-optimal
performance or, at worst, complete failure, was pervasive. Many
realised they might have to cope with unexpected outputs, which
would mean relying on their own skills. As such, levels of Self-based
Trust were high:

“Do I fully understand what it’s capable of, do I know
where those gaps in my understanding are? How is
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failure communicated? How does it degrade? Is it a
sort of gradual decline?” (P3)

The reliance on the self, and one’s own skills, means that if these
are lacking, the resulting anxiety and confusion will degrade trust
in the AS:

“I lack trust in AS when something unexpected hap-
pens, and I can’t work out why. It just degrades trust.
I don’t know if that’s going to happen again. And I
don’t know what caused it in the first place.” (P3)

Our participants demonstrated that they tolerate a degree of
iteration with the development of trustworthy AS and most are
very keen to become subject matter experts. However, what might
be tolerated with software is not fully transferred to AS in DAS,
particularly for senior officers, who take responsibility for the con-
sequences of failure. Possessing knowledge of technical solutions
is often felt to be essential, and it is to these we now turn.

5 TECHNICAL ANALYSIS
Aiming to ensure trust without a clear understanding of the techni-
cal aspects may result in infeasible expectations from stakeholders.
While much of the research in the AS domain focuses on specific
technical problems to achieve safety [1], verifiability is crucial for
trustworthy AS due to challenges that arise in the dynamic and
uncertain human-AS relationships [20]. We consider verification
to be the process of obtaining evidence that a system of interest
meets a specified property or properties. In this section, we turn
to explore the technical challenges that our participants identified,
and the properties needed to solve these challenges.

Our discussions within the ‘technical’ section of the interviews
supported the integral interrelation of social and technical factors ,
and their respective roles in shaping the conditions conducive to
trustworthy system performance. As we noted above, we learned
that earning stakeholders’ trust in AS necessitates adopting a socio-
technical perspective: simply verifying the technical reliability of a
system is inadequate for ensuring trust in the AS.

5.1 RQ4: Levels of understanding of technical
solutions that safeguard trustworthiness &
RQ5: Impact of knowledge of technical
solutions on trust levels :
Unravelling complexity by explainability

The technical discussion proved the necessity of implementing
technical solutions to enhance stakeholders’ understanding of the
dynamics between safety and trust. . Our research highlighted how
different levels of technical background and understanding, can
impact trust in AS, and how important it is for our participants that
they can not only understand the AS but ‘step in’ if necessary:

"Someone with technical background, they would un-
derstand what and why the system is doing and then
they’ll know when to intervene and when not to in-
tervene." (P6)
"In operational context, do I fully understand what
the system capable of? If I don’t, do I know where
those gaps in my understanding are?" (P3)

"Providing many different scenarios to try and under-
stand how the systems operate and how they work,
what their likely behaviours are in response to differ-
ent situations." (P3)

Insights from interviews reflect the complex interplay between
technical solutions and trust in military operations, highlighting
the need for adequate training, resources, and understanding to
build reliable AS. In terms of the levels of trust, therefore, these
quotes demonstrate Self-based Trust- the importance of being able
to rely on one’s own skills if things go wrong. Two aspects emerged
as key here: Complexity in Autonomy and Explainability.

Complexity in Autonomy: Alongside Self-based Trust, our
interviews also revealed how Interactional Trust is of critical impor-
tance to technical solutions. The technical discussion revealed that
trust in AS is influenced by various types of complexity:

"There are different kinds of complexity that can influ-
ence trust: complexity in the human interaction with
the system, complexity in the environment where
the system operates, and complexity in the tasks the
system is designed to perform." (P9)

The three key types of complexity identified by P9 were demon-
strated elsewhere in our interviews. They can be elaborated as
follows:

• Human Interaction Complexity: How the system interacts
with humans can affect trust. If the interactions are too com-
plex or not well understood, trust may be diminished.

• Environmental Complexity: The environment in which the
AS operates can impact trust. If a system performs well in a
controlled environment but fails in a more challenging one,
users may lose trust.

• Task Complexity: The complexity of the tasks the system is
designed to perform can influence trust. Simple tasks may
inspire more trust compared to complex ones where the
system’s decision-making is less transparent.

The complexity of interactions, environment, and tasks, can sig-
nificantly influence trust in AS. To address this, our data shows that
understanding and mitigating these complexities through better
explanations can enhance user confidence and trust.

Explainability: Our interviews also revealed that trust can be
enhanced through a better understanding of the technical solutions
behind AS. This understanding can be developed from:

• Confidence Through Knowledge: : detailed explanations of
how the system works and knowledge of mathematical veri-
fication can boost user confidence.
"The more you know how a system works, the more
confidence and trust you’ll have in it and into yourself
to to utilise it." (P9)
"Trust would be integrated with good situation aware-
ness of what the system (algorithms) is doing, and
why it’s doing it?" (P6)
"A lot of feedback is about explainability and the trans-
parency of a system." (P8)

• Experience and Exposure: Practical examples highlighted
that training, play a crucial role in building trust. Users need
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to understand not only how a system works but also its
limitations:
"We put automation into the system to help the user,
but then we didn’t give them sufficient training." (P9)

When providing a technical explanation and training, our find-
ings show it is important to consider the audience’s understanding.
Our respondents argued that the main focus should be on clarifying
what the system aims to achieve and why it might have fallen short
or encountered limitations in its process. It is necessary to break
down the system’s goals and constraints in a way that is easy for
them to grasp:

"You would want an explanation the users can under-
stand. And I think the key thing is explaining in their
language, kind of what the system is trying to do and
how it may have failed or what the constraints are in
the way that it’s processed it." (P10)

Lessons Learned:
From our analysis of the data in our study, we would propose

to use Public Engagement (PE) techniques as a potential solution
to bridge the gap between complex AS system behaviours and
end users’ understanding. By engaging the DAS community and
involving them in the AI development and deployment processes,
PE techniques can elucidate these behaviours and enhance user
trust and transparency [32]. These techniques will include:

• Enhancing Transparency through Public Engagement: Public
engagement involves a spectrum of activities from informing
the team about decisions and policies to actively involving
them in decision-making processes. By employing PE tech-
niques, we can demystify complex AI behaviours for end
users, fostering greater transparency and trust. This par-
ticipatory approach helps in building a community that is
well-informed and engaged with AS technologies [2].

• Effectiveness of Visualisation Techniques: Utilising visuali-
sation techniques in public engagement is a powerful tool to
make complex AS behaviours more comprehensible. Visuali-
sations can transform intricate data into accessible formats,
making it easier for end users with varying technical back-
grounds to understand and interact with the system. This
can significantly enhance trust and confidence in AS systems
as users feel more informed and empowered [22].

• Addressing the Needs of Non-Expert Stakeholders: Our find-
ings highlight the disparity between the desired properties
of non-expert stakeholders and their capacity to articulate
these needs precisely in a technical specification language.
For those members of the team unable or unwilling to de-
velop expert skills, effective communication and explainabil-
ity are crucial in bridging this gap. PE techniques, especially
those involving visual tools and synthetic imagery, can play
a pivotal role in making complex data accessible and under-
standable to non-experts [21].

• Building Trust through Meaningful Indicators: As one of
our interviewees emphasised, using visual tools to present
more meaningful indicators to operators can help in building
and maintaining trust in AS. Operators often struggle with
understanding probabilities, graphs, and numerical values.
Providing them with intuitive visualisations helps them to

grasp the system’s behaviours better, thereby enhancing
their trust and confidence in the system’s reliability [9].
"What we’re looking to build upon is moremeaningful
indicators to operators through visualizations." (P1)
"Now this is the challenge in that a lot of operators
don’t understand probabilities. They don’t understand
graphs. They don’t understand kind of numerical val-
ues. And so what we have seen and what we’re look-
ing to build upon is more meaningful indicators to
operators through visualisations." (P1)

• Fostering Informed Participation: PE techniques that include
visualisations understandable to different stakeholders can
foster informed participation across diverse domains. By
presenting AS behaviours in a visually engaging and easily
digestible manner, we can ensure that all stakeholders, re-
gardless of their technical background, can contribute mean-
ingfully to the decision-making process [11].

Overall, our lessons learned underscore the importance of us-
ing public engagement and visualization techniques to enhance
transparency, trust, and effective communication in AS systems.
These approaches can bridge the gap between complex technical
solutions and the diverse expectations of stakeholders, leading to
more robust and user-centered AI systems.

5.2 RQ6: Perceived challenges for the
trustworthiness of AS :
Exploring non-linearity, unpredictability,
and instability

Our findings have shown how human characteristics of technical
knowledge and experience, made up from a combination of familiar-
ity, technical background, and generational differences, significantly
impact trust in AI systems. Consistent with the arguments of this
paper, trust in these systems is a complex and multifaceted issue,
influenced by a variety of factors that often extend beyond the cri-
teria established by designers and engineers. Determining whether
a system is trusted depends on how stakeholders make everyday
judgements about trust. These judgements may align with, but
also notably diverge from, the technical assessments of trustworthi-
ness. Trust in technical solutions is inherently context-dependent,
varying according to specific circumstances and occasions.

In DAS, stakeholders frequently utilise AS, and their levels of
trust, and assessments of trustworthiness are deeply rooted in their
personal experiences. These interactions with the technology can
lead stakeholders to question its reliability. However, even when
acknowledging its shortcomings, they may still find the system suf-
ficiently trustworthy to consider it useful. This dynamic highlights
the non-linearity, unpredictability, and instability inherent in trust
within the realm of AS.

The need for users to shift from expecting predictable system
behaviour to trusting that the systemwill achieve desired outcomes,
acknowledging that AS and AS might not always behave as antici-
pated:

"What we need to do is we need to get users away
from the concept of being able to predict exactly how
something will behave all the time, into trusting its
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outcome will be achieved and where that has not been
achieved, understanding why it’s not been achieved."
(P1)

The following quote expresses a preference for simpler systems
that consistently work well over more complex systems that may
be prone to slowdowns or inefficiencies at critical moments:

"Part of me wants a simple system that works bet-
ter, more than a complicated system that was less
effective." (P6)

There is also a recognition of the unpredictability in user be-
haviour, particularly in high-stress or critical situations where hu-
man judgement may override algorithmic recommendations:

"When you’re really tired and you’re overloaded. It’s
just quite nice to go with it, but then also there are
certain grey areas where you’re like, oh, maybe it’s
not perfect." (P6)
"The technical understanding of soldiers regarding
new AS is generally minimal. They can operate the
systems but often don’t understand the underlying
mechanisms, which can affect trust in these systems."
(P2)
"Unlike human failures, technological failures can be
harder to understand and predict, making it easier
to discard technology than to discard a human for
repeated failures. This unpredictability makes soldiers
more cautious about relying solely on AS without
thorough testing and integration into their routines."
(P2)

The understanding and interaction with the system evolve over
time and with exposure, and this influences how trust is built,
maintained, or lost.

If a verification result is not promptly provided, a stakeholder
may lose trust in a system, highlighting the necessity for an efficient
trust verification procedure.

Ensuring safety at the present moment does not guarantee sus-
tained trust from stakeholders in all future moments. This under-
scores the potential relevance of employing temporal logics [32]
and sequential decision-making setting to analyse how system as-
sertions evolve over time.

Lessons Learned:
Throughout our exploration of non-linearity, unpredictability,

and instability in trust within Autonomous Systems (AS), we have
gathered several key insights. These lessons highlight the impor-
tance of understanding and addressing the human factors that
influence trust in AS systems. By integrating these lessons into the
design and development processes, we can create more reliable and
user-centered AS.

• Recognizing Human Behavior Variability: In contrast to the
linear, structured logic, or syntactic precision typically as-
sociated with formal verification methods, we discovered
that human behaviours within AI systems can exhibit non-
linearity, unpredictability, and inherent instability. These
behaviours often do not follow predictable patterns or ad-
here to straightforward logical frameworks. Instead, they
can vary widely based on individual experiences, contextual

factors, and situational variables, making them difficult to
anticipate and model accurately [38].

• Implications for Trust Preconditions: This unpredictability
and non-linearity in human behaviours have significant im-
plications for the development and trust preconditions of AS
systems. During system development phases, establishing
trust preconditions typically involves defining clear, objec-
tive criteria that the system must meet. However, the in-
herent instability in human behaviours means that these
criteria might need to be flexible and adaptive to accommo-
date the diverse ways users interact with and perceive the
system [18].

• Performance in Real-World Settings: A system designed with
a specific set of trustmetricsmight performwell in controlled
environments but fail to inspire the same level of trust in
real-world settings where human behaviors and interactions
are more complex and less predictable [23]. This necessitates
a more holistic approach to system design and verification,
one that considers not just technical performance but also
the nuanced, often subjective experiences of end-users [31].

• Holistic Approach to Design and Verification: By acknowl-
edging and addressing the non-linearity and unpredictability
of human behaviours, developers can create AS systems that
are more robust, adaptable, and ultimately, more trusted by
their users. This approach involves understanding the psy-
chological and contextual factors that influence trust and de-
signing systems that can accommodate these variations [36].

• Adaptive Trust Criteria: Given the variability in human
behaviour, trust criteria need to be adaptive and context-
sensitive. This means that systems must be designed to learn
from user interactions and adjust their behaviour accord-
ingly to maintain and enhance trust over time [18].

• User-Centred Design: The importance of a user-centred de-
sign approach is paramount. This involves actively engaging
users throughout the development process to understand
their needs, expectations, and experiences. Such engagement
ensures that the system is not only technically sound but
also aligns with the users’ mental models and trust expecta-
tions [29].

6 DISCUSSION
The findings from our technical solution discussions (Section 5)
predominantly align with "Level 2: Interactional Trust" (Section 4).
This level of trust is characterised by its conditional and dynamic
nature, established through ongoing interactions with a person
or an AS. Interactional trust evolves as users gain experience and
familiarity with the system’s behaviour in various contexts. Our
results indicate that trust in AS is significantly influenced by the
quality and consistency of these interactions, underscoring the
importance of designing systems that are responsive and reliable in
real-time user engagement scenarios. This dynamic trust is crucial
for ensuring that users feel confident in relying on AS for critical
tasks [18].

Implications of Explainability on Interactional Trust Explainabil-
ity plays a pivotal role in fostering interactional trust. When an AI
system can clearly articulate its processes and decisions, users are
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more likely to understand and trust its behaviour. This transparency
reduces uncertainty and scepticism, allowing users to interact with
the system more confidently. By demystifying the system’s inner
workings, explainability helps users form a mental model of how
the system operates, making interactions smoother and more pre-
dictable. Consequently, explainability enhances the user’s ability to
trust the AI system conditionally and dynamically as they become
more familiar with it.

Implications of Non-linearity, Unpredictability, and Instability on
Interactional Trust The non-linearity, unpredictability, and instabil-
ity of AS systems can significantly impact interactional trust. Users
may find it challenging to trust a system that exhibits erratic or un-
expected behaviour. To mitigate this, AS systems must be designed
to manage and communicate these complex behaviours effectively.
Implementing robust feedback mechanisms that inform users about
the reasons behind certain actions or unexpected outcomes can help
in maintaining trust. Additionally, ensuring consistent performance
across various conditions can reduce the perceived instability of
the system. By addressing these aspects, developers can create
AS systems that maintain interactional trust through reliable and
predictable interactions, even in the face of inherent complexities.

Limitations:
Despite the real-world context of our study in DAS, there are

limitations that must be acknowledged. The specific nature of these
environments may not fully capture the diverse range of user expe-
riences in other domains. Additionally, the high-stakes context of
DAS might introduce unique stressors and expectations that could
influence trust differently compared to more benign settings [32].

Recommendations:
Based on our findings, we recommend the following to enhance

interactional trust in AS systems:

• Prioritise Explainability: Developers should integrate ex-
plainability features that allow users to understand the decision-
making processes of AS systems. Clear and accessible expla-
nations can build user confidence and trust [21].

• Enhance Feedback Mechanisms: Implement feedback sys-
tems that provide users with real-time information about the
AI’s actions and reasoning. This can help mitigate the unpre-
dictability and perceived instability of AS behavior citePara-
suraman1997.

• Conduct User-Centered Design: Engage users throughout
the design and development process to ensure the AS sys-
tem meets their needs and expectations. Understanding user
perspectives can help tailor the system to build and maintain
trust [36].

• Test in Diverse Scenarios: Validate AS systems in a variety
of environments beyond the DAS context to ensure they
perform reliably and consistently. This can help identify and
address any issues that may arise in practical applications
across different domains [11].

By adopting these recommendations, developers can create more
robust, trustworthy AI systems that foster strong interactional trust
with users.

7 CONCLUSION
This paper presents findings from a study investigating trust and
trustworthiness of AS in the Defence and Security Sector. Our
analysis of our data to answer our research questions provides
significant and original contributions to knowledge of levels of
trust in AS in the distinctive, high-risk context, where dis/trust in
the AS can lead to critical consequences. The paper draws on an
innovative social-technical approach to offer both conceptual and
practical contributions and recommendations.

Conceptually, our identification of three discourses or levels of
trust: Level 1 Absolute Trust: complete and unquestioned trust in
person or AS; Level 2: Interactional Trust : conditional, dynamic
trust gained through interaction with person or AS ; Level 3: Self-
based Trust : trust gained through personal agency and control
over person or AS; helps to provide a framework by which to de-
construct the complexities involved in trust-building. This proved
to be productive when drilling in to stakeholders’ understandings
of trust in operational context where the critical importance of
context was revealed. Where a person is located in terms of domain
and organisational structure feeds into levels of trust. For example,
a team member of the armed forces who is trained to take orders
without question is more likely to demonstrate Absolute Trust in
AS if instructed to do so. A soloist flying an airplane in a warzone
needs to know that they can rely on their own skills and judgement
if the AS fails: for them, Self-based Trust is paramount. Investigat-
ing RQ3, existing levels of trust in AS, revealed how Interactional
Trust pervades across domains and structures: participants working
in critical, unpredictable contexts are constantly evaluating, crit-
ically assessing and making time-constrained judgements on the
trustworthiness of the AS. As such trust and distrust hang in a fine
and precarious balance. This was further demonstrated through our
findings to RQ4 which looked at levels of understanding of techni-
cal solutions that safeguard trustworthiness. Our research shows
how different levels of technical background and understanding
can significantly impact trust in AS, and how important it is for our
participants that they can not only understand the AS but also have
the skills and expertise to intersect if necessary. Self-based Trust
is therefore also important here. In terms of RQ5, the impact of
knowledge of technical solutions on trust levels. our research shows
how social characteristics of technical knowledge and experience,
a complex combination of familiarity, technical background, and
generational differences, significantly impact trust in AS systems.

Our paper demonstrates that trust in autonomous systems in
DAS is a complex and multifaceted issue, influenced by a variety
of factors that routinely extend beyond the criteria established by
designers and engineers. While this presents challenges for trust-
worthiness of AS and their adoption, our socio-technical analysis
helps to provide some guidelines and recommendations for build-
ing trust in this context. It is clear that striving for the level of
Absolute Trust is not only unworkable but unviable. People in the
DAS sector are, in the main, highly trained and highly skilled em-
ployees in risky and dangerous environments. In such sharpened
contexts, they want and need to deploy their own assessments and
rely on their own skills. Working with these levels of Interactional
Trust and Self-based Trust is therefore an essential requirement for
establishing effective and trustworthy AS in DAS.
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