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Abstract – Individual Head-Related Transfer Functions (HRTFs) are necessary for the accurate rendering of
virtual scenes. However, their acquisition is challenging given the complex pinna shape. Numerical methods can
be leveraged to compute HRTFs on meshes originating from precise scans of a subject. Although photogramme-
try can be used for the scanning, its inaccuracy might affect the spatial cues of simulated HRTFs. This paper
aims to assess the significance of the photogrammetric error affecting a Neumann KU100 dummy head scan.
The geometrical differences between the photogrammetric scan and a laser scan are mainly located at the pinna
cavities. The computed photogrammetric HRTFs, compared to measured and simulated data using objective
and perceptually inspired metrics, show deviation in high frequency spectral features, stemming from the pho-
togrammetric scanning error. This spectral deviation hinders the modelled elevation perception with photogram-
metric HRTFs to levels comparable to renderings with nonindividual data. Extracting the photogrammetric
geometry at individual ear cavities and merging it to the laser mesh, an assessment of the influence of the inac-
curacy at different pinna structures is conducted. Correlation analysis between acoustic and geometrical metrics
computed on the results is used to identify the most relevant geometrical metrics in relation to the HRTFs.

Keywords: Head-Related Transfer Functions, Photogrammetry, Boundary Element Method, Binaural ren-
dering, Spatial sound localisation

1 Introduction

The auditory information carried by the sound signals
arriving at the eardrums of a subject contains the attributes
enabling spatial hearing. These are generated by the torso,
head and outer ears, operating as a linear filter whose trans-
fer function, the Head-Related Transfer Function (HRTF),
mainly depends on sound source position and individual
shape of the ears [1, 2]. Several phenomena affect the sound
impinging on the pinna, coding the sound-field characteris-
tics into spatial cues perceivable with one or both ears,
defined monaural and binaural cues, respectively. The first
are significant for elevation perception and front-back
discrimination [3], while the latter are important for locali-
sation in the lateral dimension and relate to Interaural
Time Differences (ITDs) and Interaural Level Differences
(ILDs) of the sound signals at the two ears [4]. Additional
cues are also employed in spatial hearing, i.e. dynamic cues
related to movement and nonacoustic factors such as visual
cues [5]. By virtually replicating the auditory cues in signals

presented to a subject, a reliable spatial sound experience
can be rendered. This is commonly done through HRTF fil-
tering and headphone presentation [4], for which generic
and individual HRTFs can be used; however, the first relate
to increased front-back confusion and localisation error in
static renderings without visual information [6]. Although
in Virtual Reality (VR) dynamic and visual cues are avail-
able, individual filters are necessary to obtain the most real-
istic spatial rendering [7].

Individual HRTFs are usually acquired through acous-
tic measurements in anechoic conditions [8]; however, this
tends to be a tedious procedure, affected by errors generat-
ing variations shown to cause differences in localisation
performance between repeated measurements [9]. Alterna-
tively, numerical methods, e.g. the Boundary Element
Method (BEM), can be leveraged to calculate HRTFs on
individual ears, head and torso geometries [10]. In this
approach a precise 3D scan is required, which is challenging
to acquire due to the complex pinna shape and the high res-
olution needed to obtain perceptually valid HRTFs [11].
Several techniques have been tested to scan the outer ear,
e.g. Computed Tomography (CT), Magnetic Resonance*Corresponding author: fabio.digiusto@kuleuven.be

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Acta Acustica 2023, 7, 53

Available online at:

�The Author(s), Published by EDP Sciences, 2023

https://acta-acustica.edpsciences.org

https://doi.org/10.1051/aacus/2023049

Topical Issue - Audio for Virtual and Augmented Reality

SCIENTIFIC ARTICLE

https://orcid.org/0000-0002-8758-9289
https://orcid.org/0000-0002-8758-9289
https://orcid.org/0000-0002-8758-9289
https://creativecommons.org/licenses/by/4.0/
https://www.edpsciences.org/
https://actacustica.edpsciences.org
https://actacustica.edpsciences.org
https://doi.org/10.1051/aacus/2023049


Imaging (MRI), laser scanning and structured-light
scanning [12–15]. The first two, being volumetric scanning
techniques, are not sensitive to the complexity of the pinna
surface generating self-occlusion; however, they entail
exposure to radiation or magnetic fields and expensive
equipment. The last two are surface scanning techniques
based on line-of-sight propagation; hence, inherently hin-
dered by the occluded pinna geometry. Nonetheless, previ-
ous studies have shown that laser scanning is capable of
creating suitable geometries for HRTF computation
[16, 17]. The most precise scanners typically require spe-
cialised equipment and long scanning time, making their
use impractical outside of a scientific framework [14]. An
alternative scanning technique is photogrammetry, based
on obtaining information on the surface of an asset using
overlapping pictures of it [18]. Recent commercial applica-
tions of photogrammetry have been released, aiming at
rapidly synthesising individual HRTFs from images of a
subject [8]. The advantage of this method lies in the afford-
ability of the scanning equipment and the short scanning
time, though the drawback is a generally lower precision.
The pinna shape, plotted in Figure 1, presenting several
cavities, i.e. the cavum conchae (concha), cymba conchae
(cymba), fossa triangularis (fossa) and scapha, creates a
lack of visibility which particularly hinders the photogram-
metric reconstruction algorithm. Given the low accuracy
at these ear locations, relating to noise and incompleteness
in the scans, manual corrections are required, making
the application of photogrammetry challenging. However,
the widespread availability of camera sensors suited for
this scanning technique, e.g. smartphone cameras, makes
this method one of the most appealing for a large-scale
application [14, 16].

The photogrammetric scanning of the outer ears of
3 subjects has shown an average accuracy of 1.7 mm and
completeness of 81%, defined as the maximum distance
between CT and photogrammetric scans for 95% of the
acquired vertices, and the percentage of points in the scan
within 1 mm from the reference CT scan, respectively.
Therefore, this scanning technique is indicated to be poten-
tially applicable for numerical HRTF computation [14].
Comparisons of scans of a dummy head, obtained through
various techniques including photogrammetry, to a refer-
ence structured-light scan have been carried out, showing
maximum differences of 5 mm at the ear between the pho-
togrammetric and reference geometry [15]. Objective and
perceptually inspired metrics evaluated on HRTFs com-
puted on the photogrammetric and reference meshes show
differences in interaural features and modelled localisation
performance, which are thought to relate to perceptual dis-
crepancies between the HRTFs [15]. However, the reference
HRTFs are not validated against measured data on the
same dummy head. Another study has reported a typical
deviation of 1 mm between photogrammetric and reference
scans, and higher values in locations difficult to scan but
acoustically non-significant, e.g. the back of the ear. The
spectral features of horizontal plane HRTFs simulated on
the scans show a good match below 10 kHz; however, no
comparison is given at higher frequencies [19]. Furthermore,

no perceptual assessment is conducted on the photogram-
metric HRTFs.

The various anatomical pinna structures are thought to
have a different influence on the HRTFs. Several studies
have tried to define the effect of ear morphology using data-
bases of matching HRTFs and anthropometric measure-
ments, e.g. the CIPIC database [20]. Correlation analyses
carried out on this data between selected ear measures and
horizontal plane HRTFs have found 4 pinna dimensions
having strong correlation, relating to concha and overall
pinna dimensions [21]. Analyses of numerically obtained
pressure distributions on 4 MRI scanned human heads over
the full audible range have revealed that the outer ear
cavities are responsible for creating the HRTFs spectral
peaks and notches [22]. The latter tend to shift in frequency
depending on sound source elevation; therefore, they are
indicated as perceptual cues in the median plane. They are
generated by resonances in various pinna cavities, e.g. the
cymba and fossa, changing in location and frequency
depending on source position and interfering with the
impinging sound, creating a node at the entrance of the
ear canal. However, no clarification on the relationship
between pinna geometry and spectral features is provided,
given the complexity of the pinna shape; thus, the use of a
simplified pinna model is suggested. Analyses of numerical
HRTFs computed on a simplified ear, head and torso model
up to 8 kHz have been conducted [23], in which 6 head and
6 pinna parameters are separately modified within ranges
derived from anthropometric measures of adults and
children, and spectral deviation, ITD and ILD variations
are evaluated. The results show that concha dimensions
and pinna rotations greatly affect the HRTFs. A similar
study, using a schematic head and torso geometry and a
realistic parametric pinna model, has analysed the effect of
modifying 8 selected CIPIC parameters within 2 standard
deviations from the mean evaluated on measured data
[24]. Various spectral distance metrics are used up to
16 kHz, and the outcome has emphasised the importance
of the concha and fossa dimensions, while showing a lower
effect of other parameters such as the pinna width, which
was conversely indicated as influential in [21]. It is suggested
that this disagreement could stem from the different ear
shapes under consideration, which can possibly reduce the
effect of some parameters, making it challenging to obtain
coherent results. However, no in-depth analysis is provided

Figure 1. Anatomical pinna structures.
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to assess this hypothesis. Another study has used a paramet-
ric pinna model modified through control points related to
anthropometric ear measures, varying them separately in
ranges extracted from a database, while trying to maintain
all others at their spatial average [25]. Objective and percep-
tual metrics are employed to assess the results up to 12 kHz,
showing that parameters changing the concha and fossa
dimensions have the strongest influence, along with those
controlling the depth of some pinna structures. In general,
apart for concha dimensions, disagreement is observed
between the reported significant parameters, indicating a
non-trivial link between HRTFs and anthropometry.

This paper aims at assessing the effect of the scanning
error inherent to photogrammetry on HRTFs acquired on
a Neumann KU100 dummy head. Although standard
dummy head HRTFs tend to lead to a lower localisation
accuracy in comparison to selected human subject HRTFs
[26], the KU100 is used given the availability of several mea-
surements [27]. Furthermore, the possibility of directly
acquiring its shape with accurate scanners makes it easier
to obtain a reference geometry for comparison with the pho-
togrammetric results. MRI scans of this dummy head have
been carried out [28]; however, some problems are reported
in the scan, mainly relating to the resolution of the scanner
being comparable to the pinna thickness, and requiring
manual post-processing and mirroring of the left part of
the geometry to the right, on the assumption of symmetry
of the dummy head. HRTFs simulated on this geometry
show similar patterns to measured results, but significant
shifts in spectral features above 5 kHz. Laser scanning is
used in the current study to approximate the reference
geometry of the dummy head. The investigation focuses
on evaluating the photogrammetric scan by comparing it
to the laser scan using several geometrical metrics, and
assessing the validity of the numerical HRTFs computed
on it. Given that by modifying the depth of the pinna
cavities by a small amount significant shifts in the centre
frequency of the HRTFs peaks and notches are observed
[29], the level of deviation of photogrammetric scans is
expected to alter the high frequency spectral characteristics
of simulated HRTFs. This is assumed to have a detrimental
impact on their perceptual attributes, especially on the
median plane where the spectral features are considered
to be important localisation cues. Based on results of previ-
ous studies, it is expected that scanning errors in the prox-
imity of the concha and fossa have a strong effect on the
HRTFs. However, these studies have focused on deforma-
tions of pinna morphology within ranges extracted from
inter-subject variability analyses. The photogrammetric
error is assumed to generate different discrepancies, poten-
tially having a different impact on the HRTFs. These errors
might stem from the scanning noise inherent to photogram-
metry, which tends to mostly appear “outside” the scanned
surface [30], e.g. creating shallower cavities, and holes due
to occlusion, which could be tackled by interpolation from
the surrounding points [18], potentially generating high
deviation. Limited in-depth studies have been carried out
regarding the influence of the photogrammetric error on
HRTFs numerically computed on the acquired geometries,

and the perceptual similarity of these HRTFs to reference
data. To assess and quantify this effect, objective and per-
ceptually inspired metrics are employed for comparing
numerical HRTFs to reference measured and simulated
data. Given the variability observed in repeated measure-
ments, attention should be given in selecting the reference
HRTFs for comparison. For this purpose, a method com-
bining previously defined metrics and comparison proce-
dures is proposed to evaluate the perceptual similarity
between measured and simulated data, and identify refer-
ence HRTFs which can be used to assess the results
obtained on the photogrammetric scan. Furthermore, the
influence of the scanning error at different pinna structures
is evaluated by merging the photogrammetric geometry at
different anatomical regions to the laser mesh and assessing
the numerical HRTFs. The goal of this analysis is to iden-
tify at which locations the photogrammetric scanning error
produces the most critical effect on the HRTFs, and further
discuss the applicability of photogrammetry for scanning
related to individual HRTFs computation. Correlation
analysis is carried out between the geometrical and acoustic
metrics evaluated on the scanned results and the related
HRTFs, to identify the most relevant geometrical metrics
evaluated between a target and a reference scan in terms
of similarity of the HRTFs computed on them. Although
the geometrical metrics are assumed to show high correla-
tion between them, given that they are generally calculated
on the distance between target and reference geometry, it is
yet unclear which of these better relate to the objective and
perceptual HRTF comparison metrics.

This paper is structured as follows. In Section 2 the
scanning procedure is described, the geometrical evaluation
metrics are introduced, and the achieved results are dis-
cussed. Section 3 addresses the numerical HRTFs acquisi-
tion, presents the metrics used for their analysis and the
outcome of their assessment. Section 4 studies the influence
of the inaccuracy at different scanned ear parts, explaining
its evaluation and reporting the obtained results. A general
discussion is carried out in Section 5, followed by the con-
clusion in Section 6.

2 Geometry acquisition and assessment
2.1 Scanning and processing methods

The KU100 dummy head is scanned using a Nikon
LC60Dx line laser scanner mounted on a Coord3 MC16
coordinate measuring machine. The head is scanned
entirely, while a separate scan is carried out on the
dismounted ear elements to achieve a higher precision.
A similar procedure using laser scanning to obtain accurate
pinna geometries has been employed in [17]. Given the sub
mm accuracy of this scanner1, the obtained geometry is used
as an approximation of the reference dummy head shape.
The ear canals of are closed at their entrances by the mea-
surement microphones; therefore, the scan presents blocked
1 Specifications available from https://www.nikon.com/products/
industrial-metrology/support/download/brochures/pdf/lc60dx_
en.pdf [Accessed on March 2, 2021].
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ear canals. Laser scanning is chosen for the scan given the
unavailability of volumetric scanning techniques, and the
fact that it has already been used to acquire accurate meshes
for numerical HRTF computation [17]. Nonetheless, HRTFs
computed on this scan are compared and validated against
experimental data.

The photogrammetric scan is carried out on images of
the dummy head extracted from videos taken with the
12.2 MP camera sensor of a smartphone (Google Pixel 4a
5g) using the maximum resolution (Full HD 1080 P). To
achieve a high reconstruction quality, non-reflective white
spray is applied on the dummy head to create a complex
surface pattern, given that the uniform dark coloured tex-
ture of the dummy head hinders the photogrammetric
reconstruction algorithm. Although this tends to increase
the scanning accuracy compared to an untreated scenario,
application of a complex pattern prior to scanning has been
previously used on dummy heads and human subjects, e.g.
employing matte makeup powder, black water paint or
markers [14, 19]. Nevertheless, results of ear scans without
optical treatment are presented for comparison. Videos of
the head and ear elements are captured separately in a
room mainly lit by artificial light; camera parameters are
maintained constant during the acquisition. The video
shooting light is turned on for the full duration of the scan.
Although its usage is not recommended, given the noncon-
sistent lighting between images captured from different
angles [31], this is activated since it relates to a more com-
plete reconstruction in some parts of the ear which are chal-
lenging to scan, e.g. the cymba. The video of the entire head
is acquired by manually holding the smartphone camera at
a distance of roughly 0.5 m, pointing at the dummy head
and ensuring that the full object fits in the camera frame,
while moving the camera parallel to the horizontal plane
at different elevations from bottom to top; hence, capturing
the object from several angles. Videos of each ear are simi-
larly taken, but at a closer distance of roughly 0.2 m and on
a hemisphere frontal to the ear. Each of the acquired videos
has a duration of 120 s. One frame per second is extracted
from each video to obtain a uniform sampling of the object
among all the recorded directions; images in which the
dummy head is out of focus or not centred in the camera
frame are discarded. Thus, between 90 and 100 images
are extracted from each video and used for the reconstruc-
tion through a structure-from-motion photogrammetry
algorithm [32, 33]. The choice of the number of images is
based on a study of outer ear photogrammetric scans deriv-
ing from a set of 30, 60 and 90 pictures taken with a smart-
phone camera [18]. The results have been analysed in terms
of completeness and accuracy, evaluated as the percentage
of scanned points within 2 mm from a reference, i.e. a struc-
tured-light scan, and the Root Mean Square (RMS) value of
the distance between points in the reference and pho-
togrammetric scan, respectively. Reconstructions with the
highest number of images relate to slightly better results
than with fewer pictures; however, the differences between
them are reported not to be statistically significant.

The procedure from laser and photogrammetric scanned
point clouds to meshes is summarised in Figure 2. Prior to

merging the head and ear point clouds, manual interven-
tions are required to remove unnecessary scanned points,
e.g. supports needed for the scan and background objects.
The alignment between head and ear scans is done in
MeshLab with the “Point Based Gluing” tool, in which at
least 4 homologous points are manually selected in the scans
to perform an initial alignment, which is then optimised
running the Iterative Closest Point (ICP) algorithm [34].
The method selected to create a watertight triangle mesh
from the merged point cloud is Screened Poisson Surface
Reconstruction (resolution depth: 9, screening weight: 2,
samples-per-node: 10) [35]. While the laser mesh is directly
uniformly remeshed to an average edge length of 0.6 mm,
an additional step is needed on the photogrammetric mesh
prior to the remeshing, to remove inaccuracies due to the
higher scanning error of this technique, e.g. foldovers in
the mesh. This is carried out employing the OpenFlipper
“Mesh Repair” tool [36], using an automated procedure to
detect foldovers, by selecting edges having an angle differ-
ence bigger than 30�, deleting them and algorithmically fill-
ing the holes [37]. The photogrammetric geometry is
reconstructed up to an arbitrary scale; thus, a scaling factor
estimated on measurements taken on the real and scanned
geometry is applied. The uniform meshes are aligned to the
coordinate system using a procedure in which 4 points in
the mesh are manually selected, corresponding to the left
and right closed ear canal centres and the inferior margin
of the left and right orbits. These points are used to trans-
late and rotate the mesh such that the origin corresponds to
the interaural centre, the y-axis passes through the ear
canal centres and the x-axis is parallel to the Frankfurt
plane [11]. Thus, the meshes are aligned to the measure-
ment positions on which the HRTFs are computed. These
are defined by the distance (r), the azimuth angle (h) and
the elevation angle (/), given in the interaural-polar coordi-
nate system having h 2 [�90�, 90�] and / 2 [�90�, 270�),
with positive h and / 2 (0�, 180�) relating to left and above
horizontal plane positions, respectively. Given that this
alignment procedure requires manual input, its outcome
can vary, and this could have an impact on the computed
HRTFs. To assess this effect an analysis is carried out by
repeating the alignment of the laser mesh with the axes,
using the ICP algorithm to minimise the distance between
the meshes related to the repeated alignment attempts
and a reference one, for which the distance from its left-
right mirrored version is minimised. The maximum dis-
placement and rotation errors of the repeated alignments

Figure 2. Block-diagram of the steps used to obtain a graded
mesh from the laser and photogrammetric scan results. MeshLab
and OpenFlipper are used to carry out the processing steps
[34, 36].
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are estimated and used to analyse the effect of misalignment
on the numerical HRTFs. Furthermore, the ICP algorithm
is employed to minimise the distance between the reference
aligned laser mesh and the photogrammetric mesh by opti-
mising the alignment and scaling of the latter, to focus the
analyses on the effect of photogrammetric scanning errors
rather than misalignment and incorrect scaling [14].
Nonetheless, HRTFs computed on the photogrammetric
mesh with the original manual alignment are compared to
the results after the ICP algorithm application, to further
evaluate the effect of alignment and scaling errors. The
scanned meshes are further processed to make them suitable
for numerical computations. A grading algorithm is applied
to obtain meshes with an edge length (l�) ranging between a
minimum (lmin) and maximum (lmax) value, set to 1 mm
and 15 mm, respectively. The graded edge length is calcu-
lated as l� = lmin + (lmax � lmin)l(d�), with the grading func-
tion l(d�) = 1 � cos2(pd�/2), and d� being the relative
distance from the mid-point of a selected element at the
centre of an ear canal and an edge, divided by the maxi-
mum distance between this midpoint and the farthest edge
in the mesh [38]. This procedure decreases the number of
elements from more than 1 000 000 to around 18 000,
achieving a great reduction in computational cost while
maintaining adequately accurate results. HRTFs calculated
on the audible frequency range on similarly graded meshes
are shown to be comparable to high resolution uniform
meshes results in terms of numerical accuracy and predicted
sound localisation performance [38]. Thus, one graded mesh
per ear is generated, on which the HRTFs are computed.

2.2 Geometrical error analysis

Several metrics have been defined to assess the geomet-
rical error affecting scanned point clouds and meshes. These
metrics are generally evaluated on the Euclidean distance
(d(x; y)) between each point (x) of a reference geometry
(X) and the points (y) of a target geometry (Y). If X is
orientable a signed distance can be defined, where a positive
sign indicates that y is outside the surface of X [39]. Accu-
racy (Acc) and completeness (Cmp) are two metrics
defined in [14] to evaluate different techniques for scanning
the outer ear, and are used in the following analyses since
they allow a direct comparison of the results.Acc is defined
as the 95th percentile of the absolute distance from each y to
the closest x, while Cmp is defined as the percentage of
x 2 X at a distance smaller than 1 mm from the closest y.
Hence, while the first evaluates the maximum distance from
the reference for 95% of the scanned points, the latter focuses
on incomplete parts in the scans, e.g. holes. Mean (Avg) and
maximum (Max) absolute distance between y and the clos-
est x are also commonly employed metrics [15]. Further-
more, another metric is introduced, namely the Chamfer
Distance (CD), which is typically used for measuring simi-
larity between point sets [40]. The CD is defined as:

CD X ; Yð Þ ¼
P
x2X

min
y2Y

dðx; yÞ2

jX j þ

P
y2Y

min
x2X

dðy; xÞ2

jY j ; ð1Þ

with |X| and |Y| denoting the cardinality of X and Y,
respectively. This metric is considered to be relevant since
it takes into account both the distance from y to x and
from x to y; thus, it is sensitive to both inaccuracy and
incompleteness of the scanned geometry.

2.3 Results

The right ear photogrammetric point cloud obtained on
the sprayed pinna is presented in Figure 3, alongside the
signed distance of each point from the laser mesh. Noise
and incompleteness can be noticed at the concave ear struc-
tures, e.g. the concha and cymba, owing to a low visibility.
The most convex parts, e.g. the helix, tend to be surrounded
by erroneous points with a generally positive distance,
probably arising from artefacts in the images due to the
non-optimal lighting conditions.

An attempt has been made to scan the left ear in an
untreated scenario, i.e. without using the scanning spray.
The comparison between these results and those obtained
on the optically treated scans are presented in Table 1,
using the laser mesh as the reference for evaluating the geo-
metrical metrics. Acc and Cmp evaluated on the optically
treated and untreated scans are better than the outcome
reported in [14] for the average scan of the full ear of real
subjects, i.e. 1.70 mm and 80.9%, respectively, for a scan
in which black water colour has been sprayed on the ears,
and 2.07 mm 69.8% in the untreated case. This might be
related to the use of a dummy head, since the translucency
of the skin and involuntary movements of human subjects
are considered as factors capable of hindering the scanning
procedure. However, photogrammetric scans of a plaster ear
using a professional camera setup show Acc and Cmp of
0.36 mm and 97.3%, respectively [14]. The poorer results
obtained on this KU100 scan might be related to the use
of a smartphone camera with lower resolution and the
dark and uniform texture of the dummy head, which can
hinder the photogrammetric reconstruction algorithm.
The scanning outcome related to the two sprayed ears
shows comparable results. The results obtained on the ear

Figure 3. KU100 right ear point cloud obtained through
photogrammetry scanning of the optically treated dummy head.
The colours show the signed distance from the laser mesh,
cropped at ±2.5 mm. (a) Front side and (b) back side.
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without optical treatment are worse in all the analysed
metrics, with Avg and Max values almost twice as high,
while the CD is the most impacted metric, likely relating
to the low completeness of the untreated scan.

Figure 4 presents the uniform right ear meshes, prior to
applying the grading algorithm, obtained through laser
and photogrammetry scanning on the optically treated
dummy head. Figure 4a displays the laser mesh on which
the signed distance from the photogrammetric mesh is
plotted, while in Figure 4b the photogrammetric mesh is
shown alongside the signed distance from the laser mesh.
It is noticeable that the largest differences between the
two meshes are found in the concave ear structures, where
the photogrammetric point clouds show noise and incom-
pleteness. The sign of the distance, negative on the laser
mesh and positive on the photogrammetric mesh, implies
that the photogrammetric geometry tends to lie outside
the surface of the laser mesh; hence, reducing the depth of
the concave pinna structures. This is attributed to the lack
of points and high noise observed in the scanned data and
the subsequent application of the meshing and hole filling
algorithms, which interpolate the shape based on the sur-
rounding points [35, 37], and are expected to only partially
decrease the difference between the meshes at these
locations.

The geometrical metrics evaluated on the left and right
ear meshes deriving from the photogrammetric scans with
spray, and the left ear mesh from the untreated scenario,
are reported in Table 2. This analysis is limited to the front
of the ear since the back is considered to be acoustically
non-significant [19]. These metrics differ from the point
cloud results since the meshing procedure interpolates the
scanned points; moreover, the analysis is limited to the fron-
tal part of the pinnae. The meshes deriving from the
sprayed scans show a better outcome in all the considered
metrics. Low differences are seen between the sprayed left
and right ear results. Comparison to previous studies can
be done on the maximum deviation reported in [15] for
the photogrammetric scan of another dummy head, in
which a difference of 5 mm from a reference scan is reported
at the concha. An overall mean deviation of 1.98 mm is
indicated on the full head scan, which compares to a consid-
erably smaller Avg of 0.21 mm in the current head scan
with scanning spray. This can be attributed to differences
in the scanning procedure, since in [15] no optical treatment
is employed and a low number of images is used for the
reconstruction, i.e. 16 on the full head plus 10 on each
ear. Given the overall worse results displayed in the
untreated left ear mesh, and to focus on the minimal
deviation achievable with photogrammetry, the following

analyses are conducted only on the photogrammetric scans
with scanning spray.

The alignment of the laser mesh with the axes is repeated
three times using the algorithm described in Section 2.1; the
deviation from these meshes to the reference aligned mesh is
calculated in terms of translation and rotation error. A max-
imum translation error of 2.7 mm is found on the x-axis,
while for the y and z-axis this is below 1.5 mm. Maximum
values of rotation error of 2.4� are observed for the y-axis,
while this value is below 1� for x and z-axis rotations.
For the photogrammetric case two meshes are assessed,
the first manually aligned to the axes with the described
procedure and the second after using the ICP algorithm to
minimise the alignment and scaling error of this mesh to
the reference aligned laser mesh. The maximum translation
and rotation error in this case reach maximum values of
3 mm for the x-axis and 2.8� for the y-axis, respectively.
The estimated optimal scaling factor between the two
meshes is 1.01, indicating that the manually scaled pho-
togrammetric mesh is slightly smaller than the laser
geometry.

The right ear graded head mesh deriving from the laser
scan is presented in Figure 5, in which the dimension of each
element, calculated as the average between its edges, is
highlighted. It can be seen that elements at the right ear
have dimensions below 3 mm and their size increases
gradually in function of the distance from the right ear
canal. On the left side the overall edge size is above 7 mm
and it is possible to notice that the left ear geometry is lost,
which relates to a low element count in the graded mesh.

Table 1. Geometrical error metrics of optically treated and untreated photogrammetric KU100 ear point clouds. The KU100 laser ear
meshes are used as reference.

Point cloud ID Acc [mm] Cmp [%] Avg [mm] Max [mm] CD [mm2]

Untreated left ear 1.13 78.5 0.31 6.01 1.26
Sprayed left ear 0.71 95.8 0.18 3.21 0.26
Sprayed right ear 0.53 91.6 0.14 3.70 0.43

Figure 4. KU100 right ear uniform mesh obtained through
laser (a) and photogrammetry (b) scanning. The colours show
the signed distance from the laser to the photogrammetric mesh
(a) and vice-versa (b), cropped at ±2.5 mm. (a) Laser mesh and
(b) photogrammetric mesh.
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3 HRTF acquisition and assessment
3.1 Numerical HRTF computation

The BEM is applied for the numerical computation of
the laser and photogrammetric HRTFs using the reciproc-
ity principle; hence, applying an excitation at the ear and
computing the results in a surrounding grid [41]. The
excitation is defined as a constant normal velocity of one
element with edge length of around 1 mm at the centre of
the closed ear canal. This choice is shown to result in the
computation of HRTFs comparable to acoustically mea-
sured ones [11]. Sound hard boundary conditions are
imposed, since they relate to the best match between mea-
sured and simulated KU100 HRTFs below 7 kHz, in com-
parison to cases in which the measured impedance of the
dummy head material is assigned to the full model or the
pinnae elements alone [42]. The medium used in the simu-
lations is air at a temperature of 20 �C, given that no tem-
perature information is available for the measured data.
This corresponds to a density (q0) of 1.2041 kg m�3 and a
speed of sound (c) of 343.21 ms�1. Numerical simulations
are carried out for frequencies ranging from 0.1 kHz to
22 kHz in steps of 0.1 kHz; the results are evaluated on a
full spherical grid of 5042 points with centre corresponding
to the interaural centre, r = 1.2 m, h and / resolution of
2.5� and 5�, respectively. The results of the simulation are
post-processed to obtain HRTFs [4]. The inverse Fourier
transform is applied to the complex spectra, converting
them in Head-Related Impulse Responses (HRIRs) of

441 samples at a sampling rate of 44.1 kHz. The results
are further converted into Directional Transfer Functions
(DTFs), dividing each of the HRTFs spectra by its mini-
mum phase Common Transfer Function (CTF), calculated
as the spatially weighted average magnitude at each fre-
quency bin over all directions [43]. Hence, the DTFs isolate
the directional dependent HRTFs components, while the
CTF contains the common spectral features among all
measurement positions [44].

To further reduce the deviation between simulated
and measured DTFs, potentially arising from a mismatch
in q0 and c, a frequency scaling factor (a) is estimated to
optimise the match between the data, and applied to the
numerical results by resampling the HRIRs according to
the computed a [13]. Furthermore, additional simulations
are performed on the laser mesh with displaced measure-
ment grids to assess the effect of misalignment. This is done
by computing the laser mesh HRTFs on spherical grids to
which a rotation of ±2.5� on each axis is separately
applied, resulting in six additional HRTFs computed at dis-
placed locations. These displaced positions are then rede-
fined as the ones from the original unmodified grid; hence,
resulting in a rotation of the head rather than the measure-
ment grid. The value of 2.5� is chosen since it is slightly
higher than the maximum rotation error observed in the
repeated alignments of the laser mesh. The translation error
is not taken into account since its effect is assumed to be
lower than that of rotation error, given that a rotation of
2.5� at r = 1.2 m corresponds to a displacement of the mea-
surement grid of more than 50 mm; hence, considerably
higher than the maximum observed translation error, below
3 mm. The HRTFs are also computed on the initially
manually aligned photogrammetric mesh, prior to using
the ICP algorithm to optimise its alignment to the reference
aligned laser mesh.

3.2 HRTF dataset creation

The numerical results are assessed by comparing them
to acoustically measured HRTFs taken from a database
of repeated KU100 measurements [45]. A subset of 8
HRTFs is extracted, maintaining only data with a common
set of / 2 [�30�, 70�] [ [110�, 210�] and a resolution of 10�,
to avoid potential interpolation errors in the following anal-
yses. An overview of the dataset ðDÞ of KU100 HRTFs used
in this study is presented in Table 3 (associations of data-
base HRTFs to the current study are reported), including
the numerical data obtained on the scans [46]. To match
the processing carried out on the acoustic measurements,
the numerical results are low-pass filtered at 18 kHz.

Figure 5. KU100 mesh obtained through laser scanning after
application of the grading algorithm for the right ear. The
colours show the average edge size of each element. (a) Right
side and (b) left side.

Table 2. Geometrical error metrics of optically treated and untreated photogrammetric KU100 ear meshes. The KU100 laser ear
meshes are used as reference.

Mesh ID Acc [mm] Cmp [%] Avg [mm] Max [mm] CD [mm2]

Untreated left ear 1.46 83.6 0.40 3.39 1.16
Sprayed left ear 1.04 90.4 0.23 3.18 0.65
Sprayed right ear 0.87 90.5 0.19 2.28 0.50
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Measured HRTFs are also converted to DTFs and CTFs.
The spatial grid for calculating the CTFs is selected to be
in common to all the data in D; hence, entailing the
common set of / and h 2 [�90�, 90�] with a resolution of
10�. The weights for the CTFs evaluation are calculated
as the area of spherical rectangular segments with dimen-
sions of 10� in h and /, centred around each measurement
point [43].

3.3 Interaural features analysis

Horizontal plane interaural features are computed on
the HRTFs in D and compared. The ITDs are evaluated
on the HRIRs by leading-edge detection:

ITDðhÞ ¼ sR;gðh; / ¼ 0�Þ � sL;gðh; / ¼ 0�Þ; ð2Þ
where sR and sL represent the instants at which the
10 times upsampled right and left ear impulse responses
first reach a certain percentage (g) of their maximum peak
amplitude [4]. A threshold value of �10 dB is selected in
equation (2), i.e. g � 32%. No additional low-pass filtering
or post-processing is applied to the HRIRs. The ILDs are
evaluated at each frequency bin as:

ILDðh; f Þ ¼ 20 log10
HRðh; / ¼ 0�; f Þ
HLðh; / ¼ 0�; f Þ
����

����; ð3Þ

where HR and HL represent right and left ear HRTFs,
respectively, and f indicates frequency [4]. Broadband
ILDs are obtained taking the mean of equation. (3) over
the frequency range from 0.5 kHz to 18 kHz, in linear steps
of 0.1 kHz. This limited frequency range is also used in the
following comparison metrics. The higher limit matches
the filtering applied to the experimental data, while the
lower limit is used to avoid low frequencies where the mea-
sured HRTFs shows a steep increase in deviation, as fur-
ther discussed in Section 3.7. Although using a linear
frequency axis for computing mean ILD values might
emphasise high frequency details, this approach is found
to be in line with metrics used in previous studies, calcu-
lating the ILDs as broadband RMS level differences
between left and right ear HRIRs [15].

3.4 Symmetry analysis

Symmetric properties of the HRTFs are assessed using a
right-left symmetry coefficient (q) [27], defined as:

qðh; /; fkÞ ¼
P

f
~Hk

Rðh; /; f Þ ~Hk
Lðh; /; f ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

f
~Hk

Rðh; /; f Þ2
P

f
~Hk

Lðh; /; f Þ2
q ; ð4Þ

where ~H indicates the single-sided amplitude spectrum of
gammatone filtered HRTFs using a spacing of the kth
auditory filter-band, with centre frequency fk, correspond-
ing to 1 Equivalent Rectangular Bandwidth (ERB).
Equation (4) is used to evaluate the symmetry coefficient
on the median plane (qM) and the horizontal plane (qH).
For the latter, the left ear HRTFs at each h are mirrored
to the right. The mean value is taken across the auditory
filters.

3.5 Sagittal localisation analysis

Perceptual attributes, not measurable with objective
metrics alone, have a strong influence on spatial hearing.
These are estimated using a sagittal plane localisation
model [3], implemented in the Auditory Modelling Toolbox
version 0.10.0 [47]. The elevation perception in sagittal
planes is predicted by a comparison process between an
incoming sound filtered with an arbitrary set of “target” fil-
ters, and an internal “template” set representing a subject’s
own auditory filters. The outcome of this comparison is an
estimation of the localisation error in terms of Quadrant
Error (QE) and Polar Error (PE). The first quantifies the
percentage of predicted responses falling in a different quad-
rant than the true position of the target sound source, the
second relates to the angular accuracy of the localisation
within ±90� from the target position. A listener specific sen-
sitivity parameter (S) is employed to take into account non-
acoustic factors necessary to model high inter-individual
differences observed in real sound localisation experiments
[48]. It should be mentioned that this model estimates
results of static localisation experiments by approximating
the perceptual factors related to spatial hearing, and its
results seem to transfer well to sound perception in VR
scenes [7]. Nevertheless, the outcome should not be taken
as a precise perceptual assessment of the spatial cues in
the data, rather as a perceptually inspired analysis provid-
ing additional insight.

Given the variability reported in the experimental data,
making it challenging to identify a valid reference, an anal-
ysis is carried out by computing and comparing the sagittal
localisation performance obtained with each pair of DTFs in
D, to assess their perceptual similarity. Median plane DTFs,
resampled at 48 kHz, are extracted for the largest set of com-
mon /, i.e. / 2 [�30�, 70�] [ [110�, 210�] in steps of 10�;
QE and PE are evaluated on this range using each of the
DTFs as template and target. A value of S= 0.21 is selected,
corresponding to the lowest S used in [3] to match the model
predictions to the outcome of real localisation experiments,
and representing a “good localiser”. Gammatone filtering
with 1 ERB is applied in the model. Similarly to [9], the

Table 3. Dataset of analysed KU100 HRTFs.

ID Database ID / range [�]

aco1 ClubFritz1 �45:5:225
aco2 ClubFritz2 �35:5:215
aco3 ClubFritz3 �40:10:70 [ 110:10:220
aco4 ClubFritz4 �40:10:70 [ 110:10:220
aco5 ClubFritz8 �40:10:220
aco6 ClubFritz9 �50:5:230
aco7 ClubFritz10 �80:10:260
aco8 ClubFritz12 �30:10:80 [ 100:10:210
lasa hrir_ku100_las_sph �90:5:270
phob hrir_ku100_pho_sph �90:5:270
a HRTFs computed on the laser scanned mesh.
b HRTFs computed on the photogrammetry scanned mesh.
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results are stored in two all-against-all matrices, i.e. the QE
and PE Matrices (QEM, PEM), defined as:

QEMi;j ¼ QEðHr
i ;H

t
j; SÞ 8i; j 2 D; ð5Þ

with i and j corresponding to indices of the DTFs inD used
as template (r) and target (t). The PEM is similarly
obtained. Therefore, the rows and columns of these matri-
ces have a common set of DTFs used as template and
target, respectively. The diagonal elements represent the
localisation errors obtained with the same DTFs as both
template and target, i.e. the baseline condition, corre-
sponding to a listener localising sound processed with indi-
vidual auditory filters [48]. Small deviations between the
spectral characteristics of the various DTFs create differ-
ences in their baseline performance, which can bias the
comparison. Therefore, the results of equation (5) are nor-
malised by subtracting the baseline error of each template
from the errors obtained with the same template but dif-
ferent target DTFs, obtaining the DQEM defined as:

�QEMi;j ¼ QEMi;j �QEMi;i: ð6Þ

Applying equation (6) to the PEM, the DPEM is obtained.
The entries of these matrices can be seen as a perceptual
distance between the tested DTFs; therefore, employing
hierarchical clustering with average linkage function on
the rows of DQEM and DPEM, dendrograms are created
and used to identify clusters of template DTFs charac-
terised by a similar localisation accuracy. Application of
hierarchical clustering to assess the similarity between
HRTFs has been proposed in [49]; however, in that study
the employed distance metric is the correlation coefficient
of HRTFs ratings between subjects, and the rating is given
by a perceptual evaluation of the binaural rendering of
sound trajectories on the horizontal and median plane,
using individual and non-individual HRTFs. The choice
of using the outcome of the sagittal plane localisation model
in the current study is driven by the fact that this can be
used as a perceptually inspired distance metric between
HRTFs pairs, even for the case in which the subject of
the study is a dummy head. To define a threshold for cluster
formation, measured DTFs of 4 different human subjects
are included in the analysis, corresponding to subjects
nh2, nh5, nh8, nh10 of the Acoustic Research Institute
(ARI) database [50], and the lowest QE and PE distance
between these DTFs is used to cut the dendrograms. These
levels are chosen to approximately represent the distance
between non-individual data. It is expected that the major-
ity of the KU100 DTFs will form a cluster since they orig-
inate from the same dummy head; however, noise and
errors could influence their localisation performance and
decrease their similarity. The photogrammetric scanning
error observed in Section 2.3 is expected to affect the spec-
tral features of the related DTFs, and decrease their
modelled perceptual similarity to the other KU100 DTFs.

To better assess the perceptual accuracy of the numeri-
cal photogrammetric results, their localisation error is com-
pared to that of the measured and laser DTFs. Based on the
outcome of the previous analysis, one of the DTFs is

selected as the reference and used as template; the other
KU100 and ARI DTFs are grouped depending on their
similarity to this reference. The expected QE and PE using
the various groups of DTFs as the target are compared to
the localisation error of the photogrammetric DTFs.

3.6 Spectral difference analysis

The results of the employed sagittal localisation model
are generally strongly correlated with objective metrics such
as the Mean Spectral Distortion (MSD) [25]. The latter is
also highly correlated with the Inter-Subject Spectral Dif-
ference (ISSD) [24]. Therefore, it is assumed that DTFs
pairs showing a similar localisation performance share
similar spectral characteristics. This is tested by computing
the MSD and the ISSD on the DTFs in D and assessing
their correlation with QE and PE. The MSD between DTFs
i and j is calculated as:

MSDi;j ¼
P

W

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Nf

P
f 20 log10

jHiðh;/;f Þj
jHj ðh;/;f Þj

� �� �2
r

NW
; ð7Þ

taking the mean between the Nf frequency bins, the two
ears and the number NW of incidence anglesW correspond-
ing to the limited / range selected in Section 3.2. The
ISSD is defined as:

ISSDi;j ¼
P

WVarfk Ĥ i h; /; fkð Þ � Ĥ jðh; /; fkÞ
� �

NW
; ð8Þ

with Varfk indicating variance averaged over fk of Ĥ rep-
resenting the dB amplitude of gammatone filtered DTFs.
The results are also averaged between the two ears and
the considered incidence angles.

3.7 Results

Prior to all the analyses, frequency scaling is applied to
the numerical HRTFs with the average a computed
between the numerical laser and all the measured DTFs
in D; the chosen optimisation metric is the ISSD. The
resulting average a has a value of 0.99, corresponding to a
mean decrease in ISSD of 0.08 dB2. The reported a relates
to a small shift of the numerical DTFs spectral features to
higher frequencies, to obtain a better match with the
measured data. An a close to 1 is also reported in [13];
similarly to that study, this is attributed to the value of c
in the simulations being mismatched and, in this case, lower
than the average during the measurements. This mismatch
probably arises from the temperature value used in the
simulations, likely lower than the actual value during the
measurements.

The acoustically measured, referred to as acoustic, and
numerically simulated, referred to as numerical, KU100
DTFs and CTFs in D are initially visually compared.
Figure 6 shows the acoustic and numerical right ear DTFs
magnitude for a representative frontal direction, and CTFs.
The acoustic data is plotted as an envelope representing the
25th and 75th percentile of the DTFs and CTFs magnitude
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distributions, the 50th percentile is also highlighted, while
the numerical results are displayed individually. Large dis-
crepancies are observed between the numerical and acoustic
CTFs, making a direct comparison challenging. This is
attributed to the fact that the experimental HRTFs do
not present a common level between the various measure-
ments, and no gain normalisation is applied in the current
analysis. Furthermore, some of the measured data still con-
tains the responses of the KU100 mics [27]. High variance is
also noticed within the acoustic results, which can stem
from several factors related to the measurement procedure,
e.g. a different alignment of the dummy head or non-linear-
ity of the acquisition setup [27]; their in-depth analysis is
out of the scope of the current manuscript. A good match
in all DTFs is observed for frequencies below 7 kHz; at
higher frequencies the laser results show similarities to the
acoustic data, while the photogrammetric curve presents
large discrepancies. Although the photogrammetric DTFs
seem to fit the acoustic data between 11 kHz and 15 kHz
in the displayed direction, this match is not consistent for
all the tested angles. In the acoustics DTFs, an increase
in deviation is observed for frequencies below 0.5 kHz, with
a median value tending towards a level lower than 0 dB,
which is attributed to errors affecting some of the experi-
mental measurements, showing a steep decrease in magni-
tude towards low frequencies, also noticeable in [27];
therefore, this lower limit is chosen for the following analy-
ses. The match between the curves from 0.5 kHz to 8 kHz
relates to the weak effect of the pinna due to its small
dimension in comparison to the wavelength. Differences
between laser and acoustic DTFs could be explained by
mismatch between measurement and simulations, e.g. inac-
curacies in the scan or the choice of rigid boundary condi-
tions which differs from the real case; however, the latter
is a common choice in numerical HRTFs computation
and it is indicated to relate to only small perceptual differ-
ence in localisation performance from experimentally mea-
sured data [16]. Previous results comparing simulated
HRTFs on a KU100 MRI scan and a reference measure-
ment show a relatively good match at low frequencies but
a dilation above 5 kHz, potentially attributed to the

mismatch between real and virtual microphone positions
[28]; this is not noticed in the current results. The discrep-
ancy observed in the photogrammetric data, showing a sig-
nificant upward shift of more than 1 kHz in the centre
frequency of the first pinna notch (N1) [22], appearing at
around 8 kHz in the laser and median of the acoustic DTFs
for the displayed direction, cannot be attributed to differ-
ences in microphone position, given that the deviation at
the closed ear canal between laser and photogrammetric
meshes is below 1 mm. Comparing the centre frequency of
N1 in the full median plane for the laser and photogram-
metric HRTFs, this appears to be shifted upwards in the
latter by an average of 1.4 kHz on all the tested elevation
angles. The difference between photogrammetric and laser
meshes reported in Section 2.3, showing maximum values
exceeding 2 mm, is assumed to be capable of creating this
mismatch, based on results indicating that modifying the
pinnae by moving all data points inward or outward by
1 mm caused a shift of at least 500 Hz in the HRTFs spec-
tral peaks and notches above 7 kHz [12]. The laser and pho-
togrammetric CTFs show agreement at the first peak
around 4.5 kHz, while at higher frequencies the photogram-
metric peaks tend to be shifted upward by as much as
1 kHz. A similar behaviour is observed in [25] when decreas-
ing the depth of some control points in the parametric
pinna model. The first peak in the HRTFs (P1) is due to
an overall resonance developing in the pinna, while the sec-
ond and third peaks (P2, P3) relate to resonance modes
developing separately in the concha, cymba and fossa.
The N1 is reported to be generated by resonances mainly
appearing at the cymba and fossa, changing in amplitude
and frequency depending on the elevation angle. No addi-
tional information is given for higher frequency peaks and
notches [22]. Given that the main deviation between pho-
togrammetric and laser DTFs relates to N1, P2 and P3,
associated to resonances in the cymba and fossa, this is
attributed to the photogrammetric scanning error, highly
affecting these pinna structures.

It should be mentioned that the frequency scaling
approach has also been tested on the photogrammetric
DTFs, by finding an optimal factor reducing the deviation
between these and the measured DTFs, and the results indi-
cate an average a of 1.08. This value, relating to a high com-
pression of the spectral features, is not considered to be
caused by a mismatch in c, but rather by the algorithm
trying to minimise the deviation between photogrammetric
and measured DTFs.

The comparison of ITDs and ILDs of the data in D is
plotted in Figure 7. The acoustic results are presented as
an envelope representing the 25th and 75th percentile of
the estimated ITDs and ILDs distribution, the 50th per-
centile is also highlighted, and compared to the interaural
features of the numerical results. A slightly different coordi-
nate system is used in this and the following plots taking
into account the horizontal plane, having h 2 (�180�,
180�] for ease of visualisation. Although broadband ILDs
tend to vary with distance from the sound source [51], their
analysis is nonetheless presented given that the measured
data is acquired at comparable distances between 0.9 m

Figure 6. Magnitude of acoustic (aco), numerical laser (las)
and photogrammetric (pho) KU100 right ear DTFs for frontal
source, and CTFs. The aco results are shown as an envelope
representing the 25th and 75th percentile of the measured DTFs
and CTFs magnitude, the 50th percentile is also displayed.
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and 2.0 m [27], while the numerical HRTFs are computed
at a common distance of 1.2 m. Higher deviation in the
acoustic ITDs and ILDs tends to appear for lateral direc-
tions, i.e. h = ±90�. An increase in ITD variations propor-
tionally to the distance from the median plane is also
observed in [27], and can be attributed to positional
misalignment. The maximum ITD and ILD deviation
between the acoustic data shows values of 500 ls and
8.4 dB, respectively. The high deviation in ITDs for some
of the considered h close to lateral directions can stem from
measurement error, which seems to affect the low frequency
components of some experimentally acquired HRTFs.
Although the same algorithm for ITD calculation is used,
horizontal plane ITD analysis on the full database from
which the measured HRTFs are extracted reports a maxi-
mum ITD deviation of 235 ls [27]. The differences between
these and the current results are difficult to determine and
might relate to different post-processing of the data.
Application of alternative methods for estimating the ITDs,
e.g. low-pass filtering the HRIRs at 3 kHz prior to applying
threshold detection, which is identified as the most percep-
tually relevant procedure for ITD estimation [52], results in
increased deviation in the ITDs. Nonetheless, the estimated
median acoustic ITDs do not seem to be impacted by the
deviation observed in the data distribution; therefore, the
median is used to assess the difference between acoustic
and numerical ITDs. Differences between the computed
interaural features exceed the anechoic Just Noticeable Dif-
ference (JND) values for ITDs and ILDs of around 20 ls
and 1.0 dB, respectively [53]. Interaural features of the
numerical results lie within 44 ls and 3.3 dB from the
acoustic median ITDs and ILDs, respectively. In compar-
ison, differences between the ITDs measured and simulated
on anMRI scan of the same dummy head reach a maximum
value of 100 ls, attributed to deviation between the real
and virtual microphone position [28]. The numerical ITDs
and ILDs tend to generally lie within the plotted distribu-
tions of the acoustic interaural features, although for some
lateral directions the numerical ILDs appear to be outside
this interval. This could be due to a slightly different

alignment of the dummy head between measurement
and simulations or the choice of using rigid boundary con-
ditions in the latter, deviating from the measurement case.
Comparing the interaural features of the laser and pho-
togrammetric results, deviation up to 6 ls and 3.7 dB are
observed. ITD and ILD of a reference and a photogrammet-
ric scan of a different dummy head show maximum devia-
tions of 300 ls and 4 dB for lateral directions [15]. The
worse results reported in that study could be related to
the low number of images used for the photogrammetric
reconstruction, as mentioned in Section 2.3.

The outcome of the symmetry analysis on the median
and horizontal plane is shown in Figure 8, where the acous-
tic results are presented as an envelope representing the
25th and 75th percentile of the estimated coefficients distri-
butions, the 50th percentile is also highlighted. Further-
more, on the median plane only the symmetry coefficients
of the numerical data span the full range of /, while the
acoustic results are plotted on the common set of / across
the measurements. Median plane results show that
qM tends to be generally high for frontal directions, i.e.
/ 2 [�30�, 70�], and to decrease towards the rear of the
head, i.e. / > 110�. Similar results are reported in [27].
The laser data shows a lower symmetry than the acoustic
median qM for frontal directions, close to the lower limit
of the acoustic distribution interval, while the photogram-
metric results show higher asymmetry, probably related
to the scanning error differently affecting the two ears.
On the back of the head this pattern seems to be inverted,
with the photogrammetric results showing a higher symme-
try than the laser data, close to the median value of the
acoustic results. The reasons for this behaviour are difficult
to determine and might be related to the scanning and
alignment procedure. The qH shows similar trends to the
frontal median plane results on the ipsilateral side, i.e.
h < 0�, while on the opposite side the acoustic results show
a lower value, reaching a minimum around 90�; similarly to
[27], this is attributed to the lower signal-to-noise ratio of
contralateral HRTF measurements due to head shadowing.
The numerical results, not affected by this problem, show
a higher symmetry at these locations. Although not
displayed, analysis of qM and qH for each fk are carried
out, to directly compare the current results to the same

Figure 7. Horizontal plane ITDs and ILDs of acoustic (aco),
numerical laser (las) and photogrammetric (pho) KU100
HRTFs. The aco results are shown as an envelope representing
the 25th and 75th percentile of the measured data ITDs and
ILDs, the 50th percentile is also displayed.

Figure 8. Median and horizontal plane right-left symmetry
coefficients of the acoustic (aco), numerical laser (las) and
photogrammetric (pho) KU100 HRTFs. The aco results are
shown as an envelope representing the 25th and 75th percentile
of the measured data symmetry coefficients, the 50th percentile
is also displayed.
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analyses conducted in [27] on the full measured HRTFs
database. In that study, the symmetry coefficient is pre-
sented as 1 � q, and maximum values of 0.4 are reported
for two analysed HRTFs. These maximal values appear
on the horizontal plane for contralateral positions at fre-
quencies around 9 kHz and 15 kHz, and on the media plane
for rear positions and frequencies above 7 kHz. Similar pat-
terns are observed in the two numerical HRTFs symmetry
coefficients, indicating high symmetry below 7 kHz and
decreasing for higher frequencies. Comparable maximal
coefficients of 0.44 are observed for 1 � qM of the numerical
data at frequencies of 15 kHz and elevations below the
horizontal plane. For 1 � qH, values reaching 0.49 are seen
on the laser results at the contralateral side and at a fre-
quency of 15 kHz, and 0.54 on the photogrammetric data
at similar angles and frequencies. As suggested in [27],
causes of the observed asymmetry could relate to inherent
asymmetric properties of the dummy head or repositioning
variations of its removable pinna elements. Furthermore,
the increased asymmetry observed in the numerical results
could stem from random errors during the scan which could
differently impact the left and right ear acquisition.

The dendrograms obtained on the DQEM and DPEM
matrices are shown in Figure 9. Different clusters are
observed, indicating that the localisation performance tends
to be different between the data inD. The results of the QE
and PE metrics show similar trends; therefore, the following
observations apply to both results. Cutting the dendro-
grams at the chosen thresholds two clusters appear, the
first containing the numerical laser and several acoustic
KU100 DTFs, and the second containing only acoustic
data. The fact that the laser results are included in the first
group, relating to a low distance to various acoustics data,
indicates similarity of these numerical and acoustic DTFs.
The second cluster, showing a generally higher distance
between the data, is thought to contain DTFs affected by
a higher level of measurement noise, capable of hindering
their elevation perception. The link between these two clus-
ters, just above the defined threshold, indicates that these
DTFs are more similar between them than to the ARI
DTFs, which is expected given that the latter belong to dif-
ferent subjects. Although the photogrammetric results show
a link to the other tested KU100 DTFs, the distance
between them indicates that the geometrical error in this
scan has a detrimental effect on the HRTFs localisation
cues. On the assumption that a high distance in QE and
PE between the DTFs relates to discrepancies in their per-
ceptual attributes, the first cluster is defined to contain
DTFs creating an accurate perceptual experience, while
the second is thought to relate to inaccuracies in spatial
sound perception. This assumption should however be
tested through real perceptual experiments.

The low distance of the laser results to the acoustic
DTFs in the first cluster seems to validate this numerical
acquisition procedure. Therefore, the laser KU100 DTFs
are chosen as the reference and used as the template to com-
pute the expected QE and PE with different groups of
DTFs. The data in these groups is chosen to represent indi-
vidual accurate DTFs, i.e. the acoustics DTFs contained in

the same cluster as the laser data for both QE and PE, indi-
vidual inaccurate DTFs, i.e. the remaining KU100 measure-
ments, non-individual DTFs, i.e. the DTFs of the ARI
subjects included in the analysis, and the photogrammetric
DTFs. A summary of the data contained in these groups is
reported in Table 4. The outcome of the analysis is dis-
played in Figure 10. QE and PE of the laser DTFs in base-
line condition have a low value in line with experimental
results [3]. The expected errors using the DTFs in the
various groups as targets are presented as envelopes repre-
senting the 25th and 75th percentile of the error distribu-
tion in each group. The individual accurate DTFs show
small variations and median close to baseline conditions.
The maximum deviation in QE and PE between baseline
and errors obtained in group 1 is 1.8% and 1.8�, respec-
tively. This is found to be lower than QE and PE differences
from individual data used to select non-individual minimal
deviant DTFs in [7]. The perceptual VR experiment carried
out in that study shows that DTFs characterised by this
level of deviation have low differences in terms of localisabil-
ity and realism compared to individual filters. Group 2
shows higher median and variation than the previous
results, with maximum QE and PE deviations reaching
9.1% and 6.3� from the baseline. The difference between
these two groups is likely due to measurement noise and
repeatability issues capable of causing differences in locali-
sation performance. Large errors are observed when using
the non-individual data contained in group 3, with QE
and PE reaching differences as high as 20.5% and 15.0�
from the baseline, and approaching chance rate correspond-
ing to random guessing. This level of deviation is reported
to significantly hinder localisability, realism and externali-
sation of a rendered VR scene [7]. The photogrammetric
DTFs, showing QE and PE deviations from the baseline
of 16.4% and 12.0�, relate to a localisation performance sim-
ilar to non-individual data, even though they are computed
on the same underlying dummy head geometry. This is
attributed to the geometrical difference between pho-
togrammetric and laser meshes reported in Section 2.3,
especially at the ear cavities, which are critical for generat-
ing the spectral HRTF characteristics used in elevation per-
ception [22]. High increases in QE and PE up to 6% and 12�
are observed in [15] between DTFs computed on reference
and photogrammetric scans of a different dummy head.
While the increase in PE is found to be in line with the

Figure 9. Dendrograms of the hierarchical clustering of the
sagittal plane localisation error with different acoustics (aco),
numerical laser (las) and photogrammetric (pho) KU100 DTFs,
and ARI human subjects DTFs (nh).
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current outcome, the QE metric shows a smaller increase
in that study, which could be attributed to the use of a
different dummy head, potentially relating to a different
baseline QE.

The MSD and ISSD are evaluated with equations (7)
and (8) between the laser and the other DTFs presented
in Table 4. The MSD between the laser data and the DTFs
in group 1 shows a median value of 2.3 dB, while values of
4.0 dB, 5.1 dB and 4.4 dB are observed for group 2, 3 and 4,
respectively. Median ISSD values for group 1–4 are 0.9 dB2,
3.3 dB2, 9.8 dB2 and 4.5 dB2, respectively. Correlation
analysis is carried out between the resulting MSD, ISSD
and the sagittal localisation metrics. The outcome shows
a high Pearson’s correlation coefficient of around 0.82
between MSD and QE and 0.84 for MSD and PE. Lower
correlation values of around 0.75 are reported in [25]; this
discrepancy might arise due to the limited amount of com-
mon / selected in the current analysis. Higher correlation
values of 0.90 and 0.91 are seen between ISSD and QE,
and ISSD and PE, respectively, which might relate to the
use of gammatone filtering in the ISSD metric, which is also
applied in the sagittal localisation model but not in the
MSD calculation. MSD nd ISSD show a correlation coeffi-
cient of 0.88, while a value of 0.98 is observed between
QE and PE.

The same metrics employed in the previous analyses are
used to assess the effect of misalignment in the simulated
results. The outcome is reported in Table 5, where the
HRTFs computed on the laser mesh to which rotation in
each axis is applied (las misaligned) [46] are compared to
the HRTFs obtained on the reference laser mesh alignment.
Results of the comparison between the photogrammetric

HRTFs computed on the manual alignment (pho misa-
ligned) [46] and the reference alignment, obtained using
the ICP algorithm to minimise the distance from this mesh
to the reference laser mesh, are also displayed. Although
the deviation is generally low in all metrics, higher values
are seen in those relating to the horizontal plane, i.e. ITD,
ILD and qH. The maximum ITD and ILD deviations appear
for lateral directions, with both values being smaller than
those observed between repeated acoustic measurements.
However, these deviations are found to generally be above
the anechoic JND; therefore, they are assumed to cause per-
ceivable differences. While qM shows deviation below 1%
from the reference, qH reaches values above 5%. However,
this value appears at the contralateral side, where the sym-
metry coefficient is generally low, and the qH of repeated
acoustic measurements reaches a deviation up to 15.8 %.
The values of PE, QE, MSD and ISSD, being considerably
smaller than the deviation in these metrics between baseline
laser DTFs and data contained in the individual accurate
group, seem to indicate that the effect of misalignment has
a minimal influence on sagittal plane localisation perfor-
mance. Therefore, given the relation of QE and PE to sound
perception in VR scenes [7], it is assumed that potential
misalignment errors in the computed numerical HRTFs
have a negligible impact on elevation perception.

4 Analysis of pinna geometry influence
4.1 Mesh modification and HRTF assessment

Although the laser scan only approximates the dummy
head geometry, the results of Section 3.7 show that the
HRTFs computed on it are similar in spectral metrics
and modelled elevation perception to several acoustic
KU100 HRTFs. Therefore, this mesh and the related
HRTFs are used as a reference to further analyse the pho-
togrammetric data. The poor localisation performance
obtained with the photogrammetric results is attributed to
the geometrical difference between this and the laser scan.
However, it is unclear at which parts of the pinna this inac-
curacy has the strongest effect. Thus, an assessment is done
by modifying the laser mesh, including errors at individual
ear structures, and analysing the HRTFs computed on the
modified geometries. Parts of the laser (las) right ear mesh
are removed and substituted with geometries extracted from
the photogrammetric scan (pho) with optimal alignment to
the laser mesh. These photogrammetric mesh parts are
merged to the laser geometry and remeshing to a uniform
edge length of 0.6 mm is applied. The modified meshes are
created starting from the laser mesh, swapping the concha
(l-con), cymba (l-cym), fossa (l-fos) and scapha (l-sca), since
these ear structures present the largest differences and are
indicated as acoustically relevant anatomical parts for sound
localisation [16]. Moreover, since the largest geometrical
difference is observed at the cymba, an additional mesh is
createdmerging the laser right ear cymba to the photogram-
metric mesh (p-cym), to test if a different cymba geometry in
the photogrammetric mesh relates to numerical HRTFs
closer to the laser ones. The resulting meshes with swapped

Figure 10. Sagittal plane localisation error with template laser
KU100 DTFs for different target DTFs. The dots indicate
baseline error of the laser DTFs (las) and error obtained with
target photogrammetric DTFs (pho). The envelopes represent
the 25th and 75th percentile of the errors obtained with the
DTFs in the groups of Table 4 as targets. The black line
corresponds to chance rate, i.e. random guessing.

Table 4. Groups of DTFs defined in relation to their similarity
to the numerical laser KU100 DTFs.

Group ID Description ID

1 indiv. accurate {aco1, aco4, aco5, aco7}
2 indiv. inaccurate {aco2, aco3, aco6, aco8}
3 non-indiv. {nh2, nh5, nh8, nh10}
4 photogrammetric {pho}
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pinna structures are presented in Figure 11, alongside the
signed distance to the laser geometry.

The same processing steps as in Section 2.1 are applied
to the modified geometries, obtaining right ear graded
meshes on which the HRTFs are evaluated [46]. Frequency
scaling using the average a obtained in Section 3.7 between
laser and acoustic data is applied, and the HRTFs are low-
pass filtered and converted to DTFs and CTFs. Given that
the photogrammetric error shows similar trends but differ-
ent details between the two ears, the right ear HRTFs are
mirrored to the left to focus on the effect of the inaccuracy
rather than its asymmetry. Potential deviation between
HRTFs arising from this and the remeshing procedure is
further analysed in Section 4.2. The metrics presented in
Section 2 and 3 are evaluated on the modified geometries
and related HRTFs.

4.2 Results

The geometrical metrics computed on the front of the
right ear, using the laser mesh as the reference, are pre-
sented in Table 6. The results of the photogrammetric mesh
are also included for comparison. Between the swapped
meshes, p-cym shows the worst results in the majority of
the metrics, which is due to the fact that the base geometry
of this ear is the photogrammetric scan, and only the cymba
is modified to reduce its distance from the laser mesh.
Between the meshes in which the laser geometry is used
as the base, the worst results are generally observed for
l-cym, which is attributed to the incompleteness and high

noise in the photogrammetric scan of this ear part. The only
exception is for Acc and Avg, showing similar or worse
results for l-con, which could be due to the fact that the
concha has a bigger size than the other swapped ear struc-
tures; hence, it has a higher impact onAvg andAcc, focus-
ing on the overall error distribution from scanned to
reference points. The fact that Max is the same for pho
and l-cym indicates that the maximum geometrical differ-
ence between pho and las is located at the cymba.

The difference between the metrics computed on the
modified meshes HRTFs and on the original laser results
is calculated; Table 7 presents the outcome of this analysis,
also reporting the results obtained on the pho data for com-
parison. Deviations in all metrics tend to be the highest for
the pho results. ITD deviations are below the JND for all
cases, suggesting that this interaural feature, mainly related
to low frequency components, is correctly captured in the
simulated photogrammetric HRTFs. Conversely, the ILD
deviation shows values above the JND. To better under-
stand the cause of the deviation, this is compared to the
effect of the remeshing and mirroring procedure, evaluated
by recomputing the right ear HRTFs on the unmodified
laser geometry, remeshed to a slightly different uniform
edge length, i.e. 0.7 mm, prior to applying the mesh grading
algorithm. The ITDs and ILDs evaluated on the mirrored
HRTFs computed on this geometry show a deviation of
10.4 ls and 1.7 dB from the reference results. Therefore,
the ILD deviation of pho, l-con and l-cym is considered to
be due to the inaccurate geometry, given its value higher
than the one stemming from remeshing and mirroring.

Table 5. Deviation from reference of objective and perceptual metrics of KU100 HRTFs, computed on six misaligned laser meshes
(las misaligned) and one misaligned photogrammetric mesh (pho misaligned). The reference HRTFs are computed on the optimally
aligned laser (for las misaligned) and photogrammetry (for pho misaligned) scanned KU100 meshes.

ID Max. deviation from reference

ITD [ls] ILD [dB] qM [%] qH [%] QE [%] PE [�] MSD [dB] ISSD [dB2]

las misaligned 25.0 4.2 0.6 5.8 0.8 0.5 1.1 0.2
pho misaligned 10.4 2.3 0.9 2.0 0.6 0.8 1.3 0.2

Figure 11. KU100 right ear meshes with swapped anatomical features between laser and photogrammetric meshes. Laser mesh with
swapped cavum conchae (a, l-con), cymba conchae (b, l-cym) fossa triangularis (c, l-fos) and scapha (d, l-sca), taken from the
photogrammetric mesh. Photogrammetric mesh with swapped cymba conchae (e, p-cym), taken from the laser mesh. The colours
show the signed distance from the laser mesh, cropped at ±2.5 mm.
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The proximity of the ILD deviations of the other HRTFs to
this value makes it unclear if the effect is due to the inaccu-
rate geometry or the remeshing and mirroring procedure.
The QE and PE metrics, evaluated using the laser DTFs
as template and the modified meshes DTFs as targets, show
the maximum deviations for pho. Within the modified laser
meshes results, the highest deviations are seen for l-cym,
followed by l-fos. Inaccuracies at the concha and scapha
seem to have a low influence; their localisation error devia-
tion is close to the one due to remeshing and mirroring,
relating to QE and PE values of 2.1% and 1.8�, respectively.
The results of p-cym show that the cymba geometry has a
large impact on the modelled localisation performance,
since a reduction in QE and PE deviations from the baseline
condition by around 9% and 8� from pho to p-cym are
observed. The MSD and ISSD show results similar to the
localisation error analysis. The highest values are obtained
between pho and the reference data. A great influence of the
error at the cymba is also observed, while all the other mod-
ifications of the reference mesh yield similar results, found
to be close to the value of 2.0 dB in MSD and 1.5 dB2 in
ISSD due to remeshing and mirroring. Furthermore,
decreases of around 1.4 dB and 2.6 dB2 from pho to
p-cym are observed in MSD and ISSD, respectively.

The influence of the geometrical error at the various
pinna structures on the localisation performance is also dis-
played in Figure 12. In this plot, the localisation error
obtained with the modified meshes DTFs used as targets
is compared to the localisation performance in baseline
conditions of the laser DTFs, and with the expected errors
evaluated on the groups defined in Table 4. The results
summarise the previous findings, showing that localisa-
tion errors with the photogrammetric concha and scapha
geometries tend to be slightly higher than baseline values,
with a deviation similar to that of individual accurate

DTFs. Given the low deviation, it is unclear if this is due
to scanning errors or to the effect of remeshing and mirror-
ing. Differences in fossa geometry tend to have a stronger
influence, showing a higher localisation error. Modifications
of the cymba lead to QE and PE tending to values relating
to modelled localisation performance with non-individual
filters. The p-cym results are seen to be in line with the
localisation error of individual inaccurate DTFs.

Two studies on parametric pinna models have identified
several parameters as the most influential for the HRTFs.
Specifically, in [24] d3 and d4 (concha width and fossa height)
are indicated as the most influential parameters, while d2
(cymba height) is reported to have minor importance. In
comparison to the current study, the swapped area in
l-cym relates to d2 and d3, while l-fos relates to d4. The out-
come of the current study agrees with the significance of d3
since, although relating to the concha, this parameter can
modify the geometry of the upper wall of the cymba, in prox-
imity of the area where the geometrical error in l-cym
appears. The fact that errors in l-fos are found to impact
some of the perceptual metrics also matches with the identi-
fication of d4 as a relevant parameter. However, the low
influence of d2, directly linked to the cymba dimensions,
seems to disagree with the current results. The most influen-
tial control points found in [25] are, in order of importance,
CPd1, CPd4, CP3 and CP13 (root of helix relief, antihelix
relief, crus of antihelix and upper antihelix). CPd1 and
CPd4 relate to the depth of concha (along with cymba)
and fossa, respectively, while CP3 and CP13 relate to the
upper wall of the cymba. These results are also considered
to be in agreement with the current outcome since the
reported control points relate to locations where errors in
l-cym and l-fos appear. However, CP2 (crus of helix), which
is related to d2 and l-cym, is reported to have a low influence.
The disagreement between the previous and current results

Table 6. Geometrical error metrics of KU100 right ear meshes with modified ear structures, relating to the geometries shown in
Figure 11. Analysis limited to the ear front. The KU100 laser right ear mesh is used as reference.

ID Acc [mm] Cmp [%] Avg [mm] Max [mm] CD [mm2]

pho 0.87 90.5 0.19 2.28 0.50
l-con 0.26 98.8 0.05 1.82 0.07
l-cym 0.15 96.1 0.05 2.28 0.19
l-fos 0.02 98.3 0.02 1.83 0.09
l-sca 0.07 98.0 0.02 1.64 0.08
p-cym 0.47 94.5 0.13 1.83 0.28

Table 7. Deviation from reference of objective and perceptual metrics of KU100 HRTFs computed on meshes with modified ear
structures, relating to the geometries shown in Figure 11. The reference HRTFs are computed on the laser scanned KU100 mesh.

ID Max. deviation from reference

ITD [ls] ILD [dB] QE [%] PE [�] MSD [dB] ISSD [dB2]

pho 6.3 3.7 16.3 12.0 4.4 4.5
l-con 8.3 2.5 2.0 1.7 2.5 1.5
l-cym 10.4 3.1 13.1 9.1 3.9 3.2
l-fos 10.4 1.5 4.9 3.2 2.7 1.6
l-sca 10.4 1.7 2.1 2.0 2.3 1.5
p-cym 8.3 1.6 6.9 3.7 3.0 1.9
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on d2 and CP2 could be related to the high modifications of
the cymba due to differences between the photogrammetric
and lasers scans, reaching maximum values above 2 mm and
affecting the entire surface of the cymba, while d2 and CP2
are modified by around 2 mm from their mean values,
i.e. around 6 mm. Conversely, CPd1 is modified by maxi-
mum 6 mm from its mean value, which could relate to the
high sensitivity indicated for this control point [25], espe-
cially when compared to the maximal deviation seen in
l-fos in the current study, below 2 mm.

To better assess the effect of modifying the cymba
geometry, DTFs at a representative elevation angle on the
median plane, and CTFs obtained on l-cym and p-cym,
are plotted against the las and pho results in Figure 13.
The acoustic DTFs and CTFs distributions are also dis-
played for comparison. Similarity is noticed between the
las and p-cym DTFs, with their spectral features showing
relatively low discrepancies in centre frequency and magni-
tude. A similar observation can be made for pho and
l-cym. Furthermore, this trend is also noticed in the CTFs,
although above 12 kHz the divergence tends to increase. It
is worth mentioning that the data within these two pairs
originates from different base meshes, i.e. laser and pho-
togrammetric scans, but share a common cymba geometry.
By tracking the N1 centre frequency of l-cym and p-cym on
the median plane, and comparing it to that of las, an average
shift towards higher frequencies of 1.3 kHz is observed for
the first, while the latter shows a downward shift of
0.1 kHz. This effect is attributed to the large geometrical dif-
ferences between photogrammetric and laser meshes, mainly
located at the cymba and fossa. Their important role in the
creation of the HRTFs spectral features, mainly N1, P2 and
P3, results in a high effect of the error at these concave ear
structures. The match in the cymba geometry of p-cym and
las relates to a better agreement in their spectral features,
most notably in N1, leading to a decrease in modelled per-
ceptual deviation between them. In relation to the acoustic
DTFs, the las results tend to show the best match, while
larger discrepancies are observed for the numerical DTFs
of the modified meshes. The acoustic CTFs show high

divergence from the numerical ones; potential reasons for
this are discussed in Section 3.7.

These analyses indicates that, on the tested ear meshes,
the effect of geometrical errors at the cymba tend to have
the greatest impact on the computed HRTFs. This could
be related to the large photogrammetric scanning error in
relation to the small dimensions of this ear structure.
Nonetheless, by including the laser cymba geometry in
the photogrammetric scan, the modelled perceptual devia-
tion between the HRTFs computed on this mesh and the
laser results tends to decrease to levels observed with indi-
vidual inaccurate data. Therefore, for the acquisition of per-
ceptually accurate DTFs on scanned geometries, high
precision is needed at the ear cavities, especially at the
cymba, which tends to be the location where the scan is
the most challenging due to occlusion.

Correlation analysis is carried out between the geomet-
rical metrics evaluated on the meshes with swapped ear
structures, and the objective and perceptual metrics evalu-
ated on their DTFs, specifically QE, PE, MSD and ISSD.
This is done in order to identify the most relevant geomet-
rical metrics in terms of similarity of numerical HRTFs
computed on the evaluated meshes to reference data. All
the geometrical metrics show high correlation coefficients
above 0.92 between them, with the exception ofMax, relat-
ing to coefficients below 0.67 with the others. Most notably,
high correlation is observed between Acc and Avg, show-
ing a value of 0.98, and Cmp and CD, with a value of
�0.99 and the negative coefficient deriving from Cmp,
for which higher values relate to better results. CD shows
the highest correlation with the HRTFs assessment metrics,
with coefficients ranging from 0.85 to 0.88, while compara-
ble but negative values ranging from �0.84 to �0.88 are
seen for Cmp. Acc and Avg show slightly lower correla-
tion coefficients with the acoustic metrics, spanning the
range from 0.70 to 0.77, while Max shows values ranging
from 0.64 to 0.81. This analysis identifies CD and Cmp
as the best predictors of deviation between HRTFs
computed on target and reference scans. However, these

Figure 12. Sagittal plane localisation error with template laser
KU100 DTFs for different target DTFs. The dots indicate
baseline error of the laser DTFs (las), error obtained with
photogrammetric DTFs (pho) and modified meshes DTFs as
target, relating to the geometries shown in Figure 11. The
envelopes represent the 25th and 75th percentile of the errors
obtained with the DTFs in the groups of Table 4 as targets. The
black line corresponds to chance rate, i.e. random guessing.

Figure 13. Magnitude of acoustic (aco), numerical laser (las),
photogrammetric (pho), laser with swapped cymba conchae
(l-cym) and photogrammetric with swapped cymba conchae
(p-cym) KU100 right ear DTFs for frontal source, and CTFs.
The aco results are shown as an envelope representing the 25th
and 75th percentile of the measured DTFs and CTFs magnitude,
the 50th percentile is also displayed. The modified ear DTFs and
CTFs relate to the geometries shown in Figure 11.
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results are limited by the low number of seven observations
employed in this analysis, deriving from the photogrammet-
ric mesh, the five swapped meshes and the remeshed and
mirrored laser mesh HRTFs.

5 Discussion

The results of the geometrical deviation analysis
presented in Section 2.3 indicate that, with the employed
photogrammetric scanning procedure, the best results are
obtained on the optically treated dummy head. The largest
difference between photogrammetric and laser scans is
noticed at the concave pinna structures, where noise and
holes are present due to the complex pinna geometry gener-
ating occlusion. The outcome is found to generally be in line
or better than the results reported for photogrammetric
scans of other dummy heads [15, 19] or human subjects
[14], also adopting optical treatment of the scanned
surfaces. Discrepancies between the current and previous
results could stem from differences in the acquisition and
processing of the geometry, e.g. the number of pictures used
for the reconstruction, or the post-processing steps used to
convert point clouds in meshes. While in [18] it is reported
that the photogrammetric scanning outcome is statisti-
cally independent from the tested number of pictures
used for the reconstruction, i.e. 30, 60 and 90, the metrics
used in that study are targeted to outer ear scanning for
prostheses fabrication, and tend to be less strict than those
related to scans for HRTF computation [14]. A similar anal-
ysis using geometrical metrics more relevant to HRTFs
could be used to select the optimal number of pictures
and sampling directions for the scans to possibly maximise
the accuracy of the outcome or minimise the process-
ing time, given that using fewer pictures relates to faster
reconstructions [18].

The results of Section 3.7 indicate that the experimen-
tally measured HRTFs present high variability in interaural
features, also between repeated measurements on the same
dummy head, reaching values above the anechoic JND for
both ITDs and ILDs, as reported in previous studies
[27, 28]. The numerical laser and photogrammetric ITDs
and ILDs are close to each other and show small deviations
from the median results of the measured data, although also
above the JND; hence, likely perceivable in an anechoic
case. This discrepancy could stem from differences between
the simulated and real scenario, e.g. a different alignment of
the dummy head, or the choice of using rigid boundary con-
ditions in the computations, which ignores potential damp-
ing effects of the dummy head material [42]. It should also
be mentioned that the ILD results are averaged on a linear
frequency scale; hence, emphasising high frequency spectral
components, at which deviation is more likely to occur
between measurements and simulations, given the higher
effect of mismatch in geometry or other simulation param-
eters due to the small wavelength. These mismatches could
also have an influence on the symmetry coefficients of the
numerical HRTFs, which are seen to be generally lower
than those related to the measured data.

The perceptually inspired analysis carried out on the full
HRTFs dataset seems to indicate that the modelled locali-
sation error with the numerical laser DTFs is close to the
one obtained with some of the measured results, while the
photogrammetric DTFs lead to a modelled localisation
error only slightly lower than the one obtained with non-
individual data. This outcome is also noticeable in the
MSD and ISSD metrics, given the high correlation between
them and the QE and PE results. The hindering effect in
modelled localisation performance with the photogrammet-
ric DTFs is attributed to the differences between pho-
togrammetric and laser geometries, mainly located at the
pinna cavities and generating discrepancies in HRTFs spec-
tral features above 8 kHz, e.g. in the centre frequency of N1.
It should however be stressed that the current outcome is
based on the clustering and threshold value applied on
the sagittal localisation model results. This model is only
an approximation of the complex perceptual factors related
to spatial hearing [3]. Although its outcome is reported to
transfer well to sound perception in VR scenes [7], addi-
tional analyses entailing perceptual experiments on human
subjects are needed to validate the assumptions and results
of the current study.

To focus on the effect of the photogrammetric error, the
scan is optimally aligned and scaled to reduce its deviation
from the laser mesh, similarly to previous studies focusing
on photogrammetric head and ears scanning [14, 15, 19].
Although this can lead to improved results compared to a
manual alignment and scaling approach, in the current
study the misalignment and scaling errors observed in
repeated mesh alignments seem to have a negligible effect
on sagittal plane localisation. However, they relate to ITD
and ILD deviations above the anechoic JND; hence, poten-
tially perceivable. Therefore, as discussed in [14], scaling
and alignment of the scanned geometry should be correctly
addressed given that they can bias the results. However,
this is not trivial in an application scenario where no refer-
ence mesh is available. Methods to optimise the scaling and
rotation of HRTFs to match reference data have been
developed [13]. A potential alignment approach, applicable
when no reference is available, is to compute ITDs and
ILDs, and align their minimal values to the median plane
assuming symmetry of the HRTFs. Nevertheless, in the
case of asymmetric behaviour, this procedure cannot correct
the misalignment [8].

The study of the scanning error influence at various ear
cavities, presented in Section 4.2, shows that the geometrical
deviation at the cymba is the most significant for the anal-
ysed photogrammetric HRTFs. These results generally
agree with the outcome of previous studies indicating that
parameters relating to the concha, especially those in the
proximity of the cymba and fossa, are the most significant
[24, 25]. Some discrepancies are also found, i.e. in parameters
directly relating to the cymba height. This could be attribu-
ted to the different ranges in which morphological features
are modified, based on the inter-subject variability observed
on a population in the parametric pinna models [24, 25], and
on the estimated photogrammetric error in the current
study. As particular ear shapes might emphasise the
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influence of different pinna structures [24], additional analy-
ses on different dummy heads and real pinnae would be of
added value, but are out of scope of the current manuscript.
It should be mentioned that the reference geometry, derived
from the laser scanned data, is considered to be the best
approximation of the dummy head shape available in
the current study. Although a good match is seen between
the numerical laser HRTFs and several acoustic ones in
different metrics, the use of a more precise reference,
e.g. obtained through an accurate volumetric scan, should
be preferred since it would increase the reliability of the
analyses.

While several metrics have been defined to compare the
outcome of a scan to a reference geometry, their correlation
with objective and perceptually inspired HRTFs metrics
shows variable results. The highest positive and negative
correlation coefficients are seen for CD and Cmp, respec-
tively. Notably, these are the only two geometrical metrics
in which the distance from reference to target scan is consid-
ered, while the other metrics focus only on the distance from
target to reference. Nonetheless, it can be seen that
although the geometrical metrics computed on p-cym show
worse results compared to l-cym, the opposite is observed in
the HRTFs metrics related to these two geometries. This is
attributed to the fact that some locations on the ear are
more sensitive to error, and the geometrical metrics do
not take this into account. Applying a weighting function
dependent on the location on the pinna in which the error
occurs and its significance on the HRTFs could improve
the correlation between geometrical and acoustic metrics.

The deviation between laser and photogrammetric
geometries is attributed to the scanning error observed in
the raw point clouds obtained with the latter method,
requiring extensive processing for the creation of meshes
suitable for numerical computation. Applying photogram-
metry on a real subject also entails additional sources of
error which can further decrease the scanning accuracy.
Results obtained in [14] show average values of 80%
Cmp on the scan of real subjects with ears treated with
black water colour, and lower values reaching maximum
70% in an untreated scenario. Although no HRTFs have
been computed on these scans, based on the outcome of
the current analysis, it is assumed that these meshes would
relate to HRTFs showing deviation in high frequency
spectral features from the reference, which could hinder
the elevation perception. In [19], photogrammetry is used
to scan a real subject, and this geometry is used as the
reference and to 3D print a plastic head replica which is res-
canned to create a target mesh for evaluation. The analyses
conducted on this scan and the related HRTFs show a typ-
ical error of 1 mm and similar patterns of horizontal plane
HRTFs with good agreement below 7 kHz. Further inspec-
tion reveals geometric differences exceeding 3 mm on parts
of the concha and cymba, and deviation exceeding 10 dB in
HRTFs magnitude for frontal directions. Moreover, the
use of photogrammetry for the reference scan in that study
is questionable, given the low accuracy of this method.
Similarly to the current study, the reported error at the

pinna cavities is assumed to lead to discrepancies in median
plane HRTFs spectral features which might hinder the
elevation perception when using the computed HRTFs for
localisation tasks. Therefore, numerical computations of
HRTFs on head and ear meshes directly originating from
photogrammetric scans are not thought to relate to percep-
tually accurate individual results, even in the tested optimal
case of optically treated dummy head ear scans. Additional
post-processing or alternative techniques to replace or com-
plement photogrammetry are required.

A scanned geometry close to the reference can lead to a
good match between the HRTFs; this could be achieved for
example by denoising photogrammetric scans using algo-
rithms targeted to image-based 3D reconstruction [30] or
deep-learning approaches trained for point cloud denoising
[40]. Initial attempts in this direction have been recently
made by the authors, showing that deep-learning methods
used for denoising of photogrammetric pinna scans could
partially reduce the geometrical difference between these
and reference scans, relating to an improved similarity of
the computed HRTFs to reference data [54]. However, the
improvement is only marginal, likely due to the deviation
of the photogrammetric error from random noise on which
the algorithm is originally trained [40]. Thus, additional
analyses are needed to assess if the outcome relates to
perceptually accurate HRTFs. Alternative techniques could
also be employed for the 3D scanning, e.g. affordable depth
sensors, as tested in [15]. Although depth sensor scans show
a better outcome than the photogrammetric results pre-
sented in that study, the maximum difference from the
reference reaches values of 2.5 mm at the antihelix, in the
proximity of the cymba; therefore, the outcome is thought
to relate to similar problems as those faced in the current
analysis. Recent studies have proposed to morph a high
accuracy parametric pinna mesh to a target ear geometry
[16]. The employed target mesh is a high accuracy scan,
which is not available in an application scenario. Using a
photogrammetric scan as the target could result in an
improvement over a direct meshing of the noisy scan.
Nevertheless, the observed photogrammetric error might
hinder this approach. Morphing a parametric pinna model
to an individual pinna geometry by using a limited set of
measured morphological parameters could be a promising
approach to create reliable individual pinna geometries;
however, additional studies are needed to determine if this
technique is capable of producing meshes relating to percep-
tually accurate individual HRTFs [25].

6 Conclusion

A KU100 dummy head mesh, obtained through pho-
togrammetry on the dummy head treated with scanning
spray, is compared to a laser scan. The geometrical differ-
ences between them, mainly located at the pinna cavities,
reach maximum values around 3 mm.

The BEM is used to numerically compute HRTFs on
the scanned meshes. The photogrammetric HRTFs are
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compared to reference acoustic data, extracted from a data-
base of KU100 measurements, and numerical data obtained
on the laser scan; both objective and perceptually inspired
metrics are used for the assessment. Given the variability
observed in the measured data, making it difficult to define
a valid reference, the photogrammetric results are compared
to the entire dataset of measured and simulated HRTFs.

Interaural differences computed on numerical laser and
photogrammetric HRTFs, although showing deviation
above the anechoic JND, present less variability than in
repeated acoustic measurements. The symmetry coefficients
of the simulated HRTFs tend to be generally lower than
those computed on the measured data, except on the con-
tralateral side. An analysis employing a sagittal plane eleva-
tion perception model shows that the laser and several
measured HRTFs relate to a similar localisation perfor-
mance, while the photogrammetric results show a localisa-
tion error comparable to non-individual data, extracted
from a database. The MSD and ISSD computed between
the HRTFs present high correlation to the outcome of the
perceptual model. These analyses validate the results com-
puted on the laser scan and expose the limitations related to
the photogrammetric acquisition of ear shapes for individ-
ual HRTFs computation, which are thought to stem from
the differences between this and the laser scanned ear geom-
etry, capable of significantly altering the HRTFs spectra
above 8 kHz. Analyses on HRTFs computed on misaligned
meshes in ranges extracted from repeated alignment
attempts indicate that, within the tested range, discrepan-
cies slightly above the JND can be seen in horizontal plane
interaural features, while negligible effects are seen on
metrics related to elevation perception. Therefore, the dis-
crepancies observed between laser and photogrammetric
HRTFs are attributed to geometrical differences between
the scanned results rather than misalignment.

By including the photogrammetric geometry of different
pinna cavities in the lasermesh, the influence of the scanning
error at individual anatomical ear structures on the simu-
lated HRTFs is assessed. The results show that inaccuracies
at the cymba conchae relate to the highest deviation in the
majority of the analysed metrics. Furthermore, including
the laser scanned cymba concha in the photogrammetric
mesh, the deviation of these HRTFs to the original laser
data is decreased, especially in terms of metrics relating to
the modelled elevation perception.

Correlation analysis between the geometrical and acous-
tic related metrics identifies Chamfer Distance and com-
pleteness as the most relevant metric for evaluating a
scan in terms of similarity of HRTFs to those computed
on a reference mesh.

The results emphasise the importance of an accurate
pinna geometry for the correct acquisition of numerical
HRTFs. However, the analyses focus on a particular pinna
geometry and should be further extended to different artifi-
cial and human ears for generality purposes. Furthermore,
perceptual experiments with real subjects are needed to
assess the validity of the findings, which are currently based
on a model that only approximates the perceptual factors
related to sound localisation.
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