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iv

Authoring Interactive Digital Narratives (IDN) is challenging since past a certain size,
it becomes hard to keep track of the user’s experience along all the different storylines.
Natural Language Processing (NLP) provides us with the opportunity to generate
such intelligent feedback that can help authors keep better track of the story space.
This is what this PhD addresses. In the first phase a systematic review of IDN
literature is performed and list of User experience (UX) dimensions that could form
the basis of feedback to authors is compiled. The second phase then maps these onto
related areas of NLP research to see where these could be estimated automatically.
This reveals 47 dimensions of UX covering 8 categories—23 of these map to 12 areas of
NLP research, leading on to 5 specific examples of how they might help IDN authors:
plotting emotional arcs, visualising emotion type and intensity, revealing the
predictability of events, debugging internal story logic, and branch-wise
summarization. One of these NLP areas (Automatic Text Summarisation) is chosen for
deeper investigation in Phase 3. A dataset is generated by simulating playthroughs of
eight episodes from two narrative games - Before the Storm and Wolf Among Us using
fan-created transcripts online. Annotations for extractive summarisation were created
automatically by aligning extracts with fan-made abstractive summaries available
online. The dataset is released as open source for future researchers to train and test
their approaches for IDN text. On applying common baseline extractive text
summarization approaches to this dataset, several shortcomings in standard
approaches are revealed when applied to narrative and interactive narrative datasets.
The last phase of this work experiments with using rationale-based learning with
word-level and sentence-level rationales indicating the proximity of words and
sentences to choice points. The results indicate that rationale-based learning can
improve the ability of attention-based text summarisation models to create higher
quality summaries that encode key narrative information better suggesting a
promising new direction for narrative-based text summarisation models. In this way,
this thesis takes a step toward generating authoring feedback to assist IDN authors as

well as understanding the complexities and unique challenges posed by the domain.
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Chapter 1

Introduction

1.1 Motivation

A large amount of work in Al for creative projects has focused on Generative Al that
tries to replicate human creativity. Instead, this research joins a rapidly growing
interest in exploring ways in which Al can be used in an assistive or collaborative
capacity to augment the creative process. It looks specifically at the area of Interactive
Narrative Authoring where Al has the potential to help creators keep track of and

manage complex state spaces during the design process.

Interactive Digital Narratives (IDNs) are a medium of storytelling that allows the
audience to actively participate in the narrative by interacting with it. Through their
interactions, they can often influence the course and the outcome of the narrative.
IDNs take various forms including story-rich video games, digital
choose-your-own-adventure style games, and hypertext fiction. Unlike traditional
linear narratives like novels and movies, IDNs often involve additional elements of
complexity like branching plot lines arising from decision-making by the audience.
This could result in nonlinear structures of varying levels of complexity (an example
of this is illustrated in Figure 1.1). This makes the process of creating IDNs
challenging for authors as they have to keep track of multiple storylines and envision
how the audience will experience their work along all those different storylines.

Authors often need to conduct iterative playtesting to understand how the audience
will experience their work, but this can be time-consuming and resource-intensive.
Giving the author automatically generated feedback on the potential experiences
possible within their work (referred to as Narrative Analytics in [156] and Intelligent
Narrative Feedback in [217]), has been proposed as a way to overcome this issue.
Artificial Intelligence (AI) and Natural Language Processing (NLP) open up many
opportunities for generating intelligent narrative feedback; for example, sentiment
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X wakes upina
dungeon.

Path 3 Path 1
X does not X finds a knife.
find a knife.
Path 2

Xsneekspast | | Xfights NPC1
NPC1

i X kills NPC 1

]

X meets NPC 2 |

The node (or lexia) that
the author is currently
writing.

FIGURE 1.1: Lines in different colours show different story paths that lead up to the
same piece of text (or lexia). Feedback based on automatic analysis along all the paths
can be shown to the author in real time while they’re writing that particular lexia to
help them keep context. For example, here, the author needs to account for the fact
that at this stage, NPC 1 may be dead or alive depending on the path they have taken.

networks depicting the evolution of relationships between characters[132] and
emotional arcs [182] can be used to generate different perspectives of the narrative and
can potentially serve as useful feedback to the authors. By simulating playthroughs
through an interactive narrative and providing insights into the potential reader

experiences, Al can assist authors in creating more complex and engaging narratives.

While NLP research has been done on many narrative domains including novels and
movie scripts, NLP approaches for interactive narratives are relatively
under-explored. Applying general NLP approaches to the IDN domain is non-trivial
since IDN has distinct features such as interactivity and non-linearity. Hence, existing
approaches need to be tested and adapted for this domain. With interactive media
becoming more and more prevalent, this poses an important yet under-explored
domain for NLP research.

1.2 Summary

This work investigates NLP techniques for generating feedback to enhance the IDN

authoring process. To achieve this, the research will first determine which aspects of
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the reader’s/player’s experience are most important to IDN authors. It then
investigates if and how NLP techniques can be applied to simulated playthroughs of
interactive narratives to give insight into these aspects of player experience. The
practical challenges and effectiveness of one of these approaches (Automatic Text
Summarization), are then investigated more deeply. A new dataset to study IDN
summarisation is created and standard summarisation approaches are applied to this
dataset to determine the extent to which they work on IDN text. Finally, a
modification of an existing summarisation approach to better suit the IDN domain is
proposed and evaluated. Through this process, this research hopes to pave the way
for future research in Human-AlI collaborative creation, NLP techniques for interactive
narratives and improving the IDN authoring process by utilizing the power of
Al-generated feedback.

1.3 Research Questions

The overarching research objective motivated in the previous section is summarised
and broken down below:

Research Objective: How can NLP be used to generate intelligent narrative feedback
to assist authoring of IDN?

While previous work that proposed intelligent narrative feedback [217] and Narrative
Analytics [156] provide some examples of automatically generated feedback, they do
not systematically study what types of feedback would be useful to IDN authors and
what is feasible to generate using advanced NLP techniques. This leads to the first
Research Question:

RQ1: What type of feedback has the potential to be both useful to IDN authors and
feasible to generate using NLP techniques?

1. What concrete aspects of the reader/player’s experience interest IDN authors?
(impact)

2. How can NLP techniques be applied to generate feedback that can give insight
into these aspects of player experience? (feasibility)

One form of feedback is then picked for deeper investigation. The analysis described
in Chapters 3 and 4 answers RQ1 and suggests that feedback in the form of
automatically generated summarisation has the potential to be both impactful and
feasible. This leads to RQ2:

RQ2: How can IDN text be summarised automatically?



4 Chapter 1. Introduction

1. Can standard summarisation approaches be applied to this domain (IDN text)?

2. Can they be adapted to better suit this domain (IDN text)?

In this way, this research approaches the research objective through different levels of
increasing depth - first answering it in terms of opportunities revealed at the literature
search level, then in terms of the practicalities of applying standard approaches to
exploit one of these opportunities and finally by investigating one way to adapt these

standard approaches to better suit the domain.

1.4 Research Framework

The research is broken down into four phases, each of which builds on the findings
from previous experiments to take the investigation a step deeper. The experiments,
their outcomes and how the outcomes of each experiment inform the next are

summarised in figure 1.2 and explained below:

The first phase (carried out in 2020) investigates which aspects of user experience (UX)
would be useful to IDN authors if estimated automatically. Through a systematic
analysis of IDN literature and thematic coding of UX dimensions discussed in them, it
was found that there were 47 codes spanning 8 categories that represent aspects of UX
that could be useful to IDN authors if made available as automatically generated
teedback.

The second phase (carried out in late 2020 and early 2021) examines which of the UX
dimensions identified in Phase 1 are feasible to estimate using NLP techniques.
Through an exploratory review of NLP literature and mapping NLP problems to UX
dimensions, it was found that 24 UX dimensions have some associated NLP research
that could be applied to automatically generate feedback that could give insight into
them. The keywords used for the exploratory review were informed by the UX
dimensions from Phase 1. 5 types of feedback items related to some of these UX
dimensions were identified that could potentially be implemented using existing NLP

techniques.

Out of the 5 types of feedback identified in Phase 2, feedback in the form of
automatically generated extractive summaries was selected for further investigation
in Phase 3, since it gives the author insight into several important UX dimensions at
once and is well-studied within the NLP community. Summaries can also a more
intuitive form of feedback than metrics or graphs for the author. Extractive summaries
(summaries consisting of the most important extracts from the original text similar to
recaps of previous episodes in TV shows) were chosen over abstractive summaries

(summaries where new text that synthesises and condenses the original text is
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generated) since the latter is prone to hallucination and harder to trace back to the
original text.

The third phase (carried out over 2021 and 2022) investigates how well standard
summarization approaches work on IDN data. To do this, a dataset for IDN
summarisation was compiled using resources available online and computationally
simulating different paths through two popular narrative games. Out of the standard
extractive summarisation models tested, an RNN-based model, SummaRuNNer [169],
gave the best performance. This exercise revealed four challenges regarding the
applicability of standard approaches to narrative and interactive narrative
summarisation suggesting directions of research to improve IDN summarisation. One
of these is that existing approaches do not place any special emphasis on the regions
of text that correspond to interaction (for example points in the IDN where the player
can make choices) when summarising, but doing so could help with some of the
challenges. This was chosen as the direction for further research since interactions are

an important aspect of IDN.

The last phase investigates focusing on choices and decision points when
summarizing IDN. Specifically, it examines whether choice-based explanations
improve IDN summarization by comparing the performance of modified versions of
the classic SummaRuNNer model trained with different choice-based explanations
and without. The dataset from phase 3 was used to train these models. Models trained
with sentence-level choice-based explanations outperformed all other models
showing that annotations indicating the proximity of sentences to choice points are
effective explanations for IDN summarisation. The work for this phase was done
primarily in 2022, with some experiments using Google Flan T5 conducted in 2023
due to the increasing success and attention devoted to Large Language Models in the

NLP research community since December 2022.

1.5 Contribution and Novelty

The four main contributions made by this PhD research are listed below:

1. The Codebook shown in Tables 3.2, 3.3 and 3.4 showing 47 concrete aspects of
UX that are likely to be of interest to IDN authors

Through a systematic literature review, Phase 1 brings together and untangles
different interpretations of User Experience (UX) in the interactive digital
narratives (IDN) literature, resulting in a list of 47 concrete aspects of UX that
could be useful to authors if provided as feedback. It also provides insight into
the relative interest and usefulness of modelling different dimensions of UX in

the IDN community and offers a starting point for generating automated
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Phase 1
Research Question: What concrete aspects of the reader/player's experience interest IDN authors?
Method: Systematic Analysis of IDN literature and thematic coding of UX dimensions discussed in them.
Result: 47 codes spanning 8 categories
Conclusion: The 47 codes represent aspects of UX that would be useful and the frequency of their
appearance indicate relative importance.

i

The keywords used for literature search in Phase 2 are informed by the 47 codes.

l

Phase 2
Research Question: How can NLP technigues be applied to generate feedback that can give insight into
aspects of player experience identified above?
Method: Exploratory review of NLP literature and mapping NLP problems to UX dimensions if it can be
used to generate feedback related to any of them.
Result: 24 mappings and 5 concrete examples of feedback items that could be implemented using
existing NLP techniques.
Conclusion: 24 UX dimensions have some associated NLP research and 5 types of feedback items related
to some of these UX dimensions could potentially be implemented using existing NLP techniques

!

Out of the 5 types of feedback, automatically generated extractive summaries was selected for further
investigation since it helps the author picture several UX dimensions at once and there it is well studied
within the NLP community.

Phase 3
Research Question: How well do standard summarisation approaches work on IDN data?

Method: Dataset creation from online sources and evaluating standard summarisation methods to this

dataset.
Result: ROUGE score of best model (Summarunner) was 0.42. However, qualitative analysis showed issues
not reflected in these scores. 4 main challenges were identified.
Conclusion: Applying standard methods to this dataset revealed several challenges and open questions
that suggest future directions of research and improvements to IDN Sumarisation.

l Focusing training on text around choices and consequences
IDN-Sum ( Interactive Narrative could help with some of the challenges. Model based on
Summarisation ) dataset SummaRuNNer performed best out of the models tested so this
l was chosen as the base model for experiments in Phase 4.
Phase 4

Research Question: How can existing approached be modified to work well for IDN - Can choice based
explanations improve IDN summarisation?
Method: Comparison of performance of models based on the classic SummaRuNNer model trained with
different choice based explanations and without.
Results: Models trained with sentence level choice based explanations outperformed all other models.
Conclusion: Choice based annotations are effective explanations for IDN summarisation.

FIGURE 1.2: Research Framework
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feedback for IDN authors to assist in authoring interactive narratives. The
research also gives a broader and more complete understanding of UX for IDN.
This research is published as part of ICIDs proceedings [184].

Tables 4.1 and 4.2 showing how UX Dimensions in IDN map to problems
being investigated by the NLP research community

Phase 2 bridges the Natural Language Processing (NLP) and IDN research
communities by mapping theoretical problems that are of interest to both
communities. It shows the untapped potential of applying NLP to generate
automatic feedback to assist planning and authoring of IDN and gives concrete
examples of possible feedback items that can be generated using NLP methods.
It also highlights the value of adapting NLP techniques to fit the IDN domain
and this use case. Additionally, it identifies new directions of research for the
NLP community in terms of modelling and estimating concepts like Dissonance
from the text for which no associated NLP research exists. This research is under

review for publication in IEEE Multimedia.

IDN-Sum Dataset - The first dataset for interactive narrative summarisation
and evaluation of standard summarisation approaches on this dataset

Phase 3 led to the creation of the IDN-Sum dataset, the first dataset for
interactive digital narrative (IDN) which captures many different paths through
interactive narratives. The dataset has a high amount of overlapping text
between data points, making it unique compared to other summarisation
datasets. The dataset can be used to investigate summarization approaches for
interactive narratives and study new NLP problems such as comparative plot
summarization. The dataset includes 10000 playthroughs split equally over 8
episodes of 2 IDN games, made available online. This experiment also applied
some standard summarization approaches to linear playthroughs of the IDN
and analyzed the performance of these approaches quantitatively and
qualitatively. This research was published in the proceedings of Automatic
Summarisation of Creative Writing Workshop at COLING2022 [185].

. A novel approach for interactive narrative summarisation that leverages

rationale-based learning with self-supervised rationales

Experiments in Phase 4 is the first to apply rationale-based learning to interactive
narrative summarization. The results showed that using rationales in training
can improve performance both in terms of ROUGE scores and the variety of
sentences in the generated summary across playthroughs. The analysis of error
types in the model-generated summaries also provides insights into where the
model can improve. This research is published at LREC/COLING 2024[186].
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1.6 Thesis Outline

Background outlined in Chapter 2 situates this work in the context of related areas of
research - Interactive Digital Narratives, Natural Language Processing and Human-Al
Collaboration. Background reading suggests that while automatic feedback has been
proposed as a way to assist authoring and there are ways to generate such intelligent
feedback using NLP, this has not been investigated in much depth. From existing
work, it is unclear what exactly this feedback could be. This motivates Phases 1 and 2.
It also shows how very few resources could be found for the automatic summarisation
of interactive and game narratives. This motivates dataset creation in Phase 3. And
finally, it gives some background on attention mechanisms and rationale-based
learning, illustrating how this presents a unique opportunity to focus the training of
IDN summarisation models on regions of text surrounding the choice points and

consequences, motivating Phase 4.

Chapter 3 describes a systematic literature review of IDN literature that was
performed to get a better understanding of what feedback items would be useful to
authors. This is done by focusing on the most emphasised concern of authoring - the
user’s experience of the authored content. The review identifies 47 concrete aspects of
user experience that are of interest to IDN authors by looking at how user experience
has been talked about and evaluated in IDN literature.

Chapter 4 extends this work by mapping the identified UX dimensions to fields of
NLP research and discussing how they might be estimated automatically. The results
of this review indicate that automatically generated summaries are a promising form
of feedback in terms of usefulness to authors and feasibility of implementation since it
gives insight into several UX dimensions and is well studied within the NLP

community.

Chapter 5 describes the creation of the IDN-Sum dataset, which is generated from
fan-made transcripts of two narrative games and includes abstractive summaries for
the overall interactive narratives and automatically generated extractive summaries
for multiple interactive narrative playthroughs. The chapter also presents a baseline
evaluation of standard summarisation approaches on the IDN-Sum dataset and a
qualitative analysis of the summaries generated by these approaches.

Chapter 6 proposes a new method for extractive summarization that incorporates
information about the narrative structure of the text by using self-supervised
annotations regarding the proximity of words and sentences to choice points. The
method is based on rationale-based learning where choice-based rationales are used to
guide the learning process of the model. Results comparing models trained with and
without explanations suggest that incorporating the choice-based rationale improves

the extractive summarization of interactive narratives.
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Chapter 7 summarises the key findings, and discusses the impact, limitations, and
future directions for this research.
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Chapter 2
Background

This chapter summarises the background literature that forms the context and
motivation for this work. It will do this work first from an IDN perspective, then from

an NLP perspective and finally from a Human-AI Collaboration perspective.

2.1 Interactive Digital Narratives

2.1.1 Definition of Terms

"Interactive digital narrative” is a general term encompassing a wide variety of digital
narrative experiences that allow active participation from the audience. A simple
example of interactive narratives are books such as the Choose Your Own Adventure
books where the reader is given choices at different points in the story and they're
prompted to turn to a different page depending on the choice they want to take. In
digital format, there is a lot more variety and interactive stories can be found in the
form of parser-based adventure games like Zork, hypertext fiction like Afternoon, A
Story, and story-rich video games like Life is Strange and Witcher 3. There have been
many attempts to pin down a definition for Interactive Digital Narratives since it
encompasses a wide variety of formats (What counts as in "interaction"? What is a
"narrative"?)[100]. Without going into the nuances of these terms, in this thesis, the
term is used somewhat generally. However, the approaches described in this work are
most relevant for narratives that have some level of non-linearity (caused by player
interactions or otherwise) that makes the story space more cumbersome to envision

during authoring.

In this thesis, story space refers to the set of all possible stories through an IDN. This
encompasses all possible trajectories that a player can take through the game. This is
also referred to as the Protostory[120]. Each trajectory is referred to as a branch or a
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playthrough. In Koenitz’s SPP model[121], the story space corresponds to the system
and the playthrough corresponds to the product.

The person or persons involved in the creation of the interactive narrative is referred
to as the author, creator, designer or writer and the person playing the interactive

narrative is referred to as the audience, player, reader or user.

This work proposes simulating different playthroughs through an IDN that is being
authored, and then using NLP to analyse the playthroughs to automatically generate
feedback for the author. This feedback is referred to as Authoring Feedback in this
thesis. Such feedback has also been referred to in IDN literature using terms like
Intelligent Narrative Feedback[217] and Narrative Analytics[156].

2.1.2 Types of Interactive Narratives

Interactive digital narratives encompass a wide variety of digital experiences. They
include many different mechanisms for enabling interactivity. In hypertext fiction, a
non-linear narrative is represented as web pages containing sections of the story that
are connected through hyperlinks[1]. Emergent Narratives consist of narratives that
emerge from agent interactions in a simulated world[201]. Some interactive narratives
have specialised narrative engines or experience managers that support the narrative
mechanics in the game and ensure that a coherent and interesting interactive narrative

is presented to the player[229].

IDNs have been categorised in many ways - for example, based on the medium of
delivery (text, video, VR, multimodal), the level of interactivity and narrativity [20] or
based on the design patterns used in them [157].

The study described in Chapter 3 covers a wide range of interactive narrative types
but is limited to interactive narratives that are non-linear and have a significant
narrative component. An IDN is considered predominantly narrative if it prioritises
narrative goals over other goals, following the framework described in [31]. Narrative
goals refer to the IDN’s goal of communicating a narrative to the user as opposed to
system goals, which refer to any other goal that the system may have. For example,
edutainment is an example of IDN applications that prioritize system goals (teaching

a skill or subject) over narrative goals.

Chapters 5 and 6 focus on text transcripts of two popular narrative games: Life is
Strange: Before the Storm by Square Enix and Wolf Among Us by TellTale Games. These
narrative games have a primarily gauntlet-like narrative structure. This design pattern
refers to interactive narratives that have a mostly linear plot line with some variations
and deviations[157]. This choice was driven by the availability of resources online.
While the general approach described in these chapters can be adapted to work on
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interactive narratives with different design patterns, the results of these experiments
have only been empirically evaluated on this type of interactive narrative. Therefore,
the results and discussion of these chapters should be interpreted as applying to IDNs
with similar design patterns with decreasing confidence in generalisability to more
different IDNs. While this research does not cover all the different types of IDNSs, it
takes a reasonable step forward in mapping out, making resources available and
starting the investigation of NLP techniques for this domain.

This thesis focuses on interactive narratives represented as text since it investigates
NLP techniques. These could apply to purely text-based interactive narratives or other
types of interactive narratives that are represented as text (for example, at the
planning stage of other types of interactive narrative where a lot of the narrative is

represented as text, or game logs or transcripts that capture player trajectories as text).

2.1.3 The Role of Player Choices in IDN

There are four ways in which interactive narratives progress the narrative - through
player choices (where a player makes a choice that drives the story forward), through
scripted scenes (where the narrative progresses without player input, Discovery
(where the player needs to locate some story content) and In-Game systems (like
combat or tasks that the player needs to complete to drive the story forward)[39]. Out
of these, player choices are the narrative mechanic that often leads to complex
non-linear structures that are hard to manage. They are also a commonly used
mechanic in interactive narratives, and are a unique affordance of the medium[243].

Choice points refer to points in the narrative where the player makes decisions that
influence either the fabula (the raw sequence of events) or the syuzhet (the way these
events are presented to the audience) [137]. The conception of a choice point can vary
depending on the level at which the choice is happening. For example, in Michael
Joyce’s Afternoon, a story, the text itself remains constant, but the order and implicit
relationships between narrative elements change based on the reader’s navigation,
affecting the syuzhet rather than the fabula. In contrast, the examples used in this work
mainly contain dialogue choices that directly impact the narrative events, thus
altering the fabula.

This motivates the experiments in Chapter 6 which experiments with adapting an
existing summarisation technique to place special emphasis on text around choice

points when generating summaries.
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2.1.4 Authoring Interactive Digital Narratives
2141 The Author

Murray[164] notes how the cyberbard or the IDN author is often not one person, but a
group of people. In practice, this may include several roles including writers,
narrative designers, game designers, narrative directors, creative directors and
graphic designers. Creating IDNs also often involves designing and developing
narrative engines which may include Al actors (as NPCs!, story sifters[126], Drama
Managers[229]). NLP-generated feedback discussed in this thesis mostly concerns the
roles acting as the architect of the interactive narrative — this could be the narrative
director, narrative designer and/or the writer. However, this could also benefit
directors or cross-disciplinary teams where an overview of the narrative or certain

aspects of it are desired.

2.1.4.2 The Author’s Goals

To understand how IDN authors could be supported in their creative process, we
must first look at what goals and concerns an IDN author might have during the
process of authoring. This could vary from author to author, but some such goals that

have been described in IDN literature are listed below:

1. Ensuring a good experience for the player or creating a certain effect in them is
commonly emphasised as the author’s primary goal [164]. The importance of
user experience is also reflected in how IDN creators often use user experience

evaluation as a measure of the IDN’s success [229].

2. Expression and communication of authorial intent - Authors are usually
intrinsically motivated by wanting to express an idea or vision that is specific
and wish to have enough control to mould their creation in some specific way or
express a specific authorial intent [217]. Successful communication of the
intended message has also been described as factors that determine the success
of an IDN[31].

3. Advancing IDN as a medium IDN is a medium that offers unique affordances.
Exploring and maximising the use of these affordances so that IDN matures as
an art form has also been described as an authoring goal [164].

Since user experience has been described as the primary concern for authors across the
literature [164], this work explores supporting IDN authors by using Al to help them

Thttps:/ /charisma.ai
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better understand how a player might experience their story. Authoring feedback in
the form of automatically generated summaries of possible playthroughs (which the
second part of this work focuses on), could also help the author keep better track of
the story space facilitating better expression and communication. It could also reveal
experience through story paths that are afforded by the narrative engine but the
author had not expected to be taken by the player. Armed with greater authorial
control and understanding of user experience, the hope is that, this also takes a step
towards empowering authors to explore and more fully take advantage of the unique
affordances of IDN.

2.1.4.3 The Authoring Process

IDN authoring goes beyond the act of writing and extends to designing the overall
experience including the rules of the story world and the interaction. For this reason,
they are often described as procedural authors [164] and experience designers [117].
"Bringing an Interactive Narrative into Existence” involves a number of steps and often, a
number of people[117]. Combining insights from several studies on the topic,
Kitromili et.al [117] proposes an iterative IDN authoring process model involving four
main stages - Ideation, pre-production, production and post-production. This model is
summarised below:

1. The ideation stage is when the concept of the IDN is developed. This includes
ideas on the narrative space, plot lines, and how the player will access it (types
of interactions). This stage may also involve any training the author might need
to take in order to create the IDN (for example, to familiarise themselves with
the authoring tools or software) as well as some initial planning such as
sketching possible plot lines and characters.

2. The pre-production stage involves the development of early prototypes. This
includes the development of the storylines as well as the interactions - how the
player will interact with and affect the story. This stage may also include
visually or graphically structuring the story using different views provided by
an authoring tool including how the narrative changes in response to
interaction, mapping out the relationships between characters or events or

dividing the experience into chapters or scenes.

3. The production stage involves the development of the complete product
including all the content and assets that the IDN requires (this may consist of
text, images, videos, 3D spaces, and so on depending on the type of IDN) as well
as editing and compiling to check that the IDN runs without errors.

4. The post-production stage includes additional testing (for example playtesting)
and debugging and finally, packaging and publishing the completed IDN.
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The IDN author often goes back and forth through these phases, repeating some of
these steps many times and in different orders. For example, in the pre-production
stage, when trying to plan out the interactions and storylines, the author may discover
that the idea is not feasible to implement and go back to the ideation stage.
Alternatively, errors or shortcomings can also be discovered in the post-production
stage during playtesting which might require going back to the production or
pre-production stage to plan out and restructure the intertwining storylines and
interactions more carefully. This can be costly, but the complex nature of IDN makes it
hard for the author to recognise these issues without playtesting. This is because IDN
authoring, which mainly consists of authoring the story space is somewhat
dissociated from the possible instantiations of that IDN that the players would
experience as a result of playing them. Koenitz’s SPP model[121] frames an IDN

system as the set of all possible stories, and one possible instantiation as a product.

Using automatically generated feedback has been proposed as a way to help the
author identify and address such issues earlier on and iterate on ideas

faster[218, 156, 217] and this is the line of inquiry in this research.

2.1.44 The Authoring Problem

Authoring interactive narratives is challenging for a number of reasons. In a
branching narrative, the author has to write exponentially more content as the story
gets longer. This is one of the main problems faced by IDN authors and is referred to
as combinatorial explosion[30] or the Authoring Wall [85]. Another challenge is that
each additional piece of content may make the IDN more complex and harder to
manage. The effort involved in adding a new piece of content is referred to as a high
Complexity Ceiling by Garbe [85].

The framework proposed by Garbe[85] also breaks down authoring challenges into

concerns that pertain to:

¢ the mechanics of writing - this includes the complexity of the format the author
would need to write in and the number of different components that the author

would have to manage to produce a single unit of content and,

¢ the conceptual art of writing (which includes clarity or the complexity of
state/system dynamics that the author would have to mentally track and
controllabililty or the ability to test how and when units of content get
presented to the player).

Other frameworks[209] categorise authoring issues as
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¢ arising because of story ideas that don’t align with the underlying engine’s
approach

arising because it is hard to deliberate the user’s experiences and,
. b tis hard to deliberate th ! d

¢ related to the authoring process being painful.

Recent advances in generative Al have inspired a large amount of research in
automatically generating creative content that can be applied to address the
Authoring Wall [82]. This PhD research addresses the problem of a high Complexity
Ceiling (due to low clarity and controllability) and the problem of deliberating user
experiences by using NLP to generate intelligent feedback giving insight into possible

player experiences through the IDN.

IDN authors take different approaches to tackle the authoring problem. Jones[107]
lists five categories that such strategies fall under - reducing and reusing content using
clever design patterns, decoupling units of narrative to avoid explosion, automatically
generating the content, for example, using NLP or simulations and finally, embracing

the complexity through employing more resources or better tools.

Strategies used to reduce, reuse and decouple narrative units tend to place constraints
on the type of interactive narratives that can be created while also raising the
complexity ceiling. For example, one common way to reduce content is to use design
patterns like the bottleneck where different narrative paths converge at an important
plot point. Like the example shown in Figure 1.1, this means that the player could
have arrived at a node through many different paths, making it hard for the author to

envision the player’s perspective.

Intelligent feedback generated for the author using NLP (for example, a question
answering (QA) interface that allows the author to ask questions about the different
paths through which the player could have arrived there) can allow the author to
maintain context easier. In the case of generated content, intelligent narrative feedback
can help the author ensure that the generated content is aligned with authorial intent.
By reducing many of the constraints created by high complexity ceilings, the hope is
that better authoring tools that provide intelligent narrative feedback will empower
IDN authors to both more efficiently implement these strategies to reduce, reuse,
decouple and generate content and also better embrace the complexities of IDN.

2.1.4.5 Authoring Tools

Generalized game design tools like Unity? and Unreal® do not offer many features to

manage narrative content. However, [166] notes that visual programming languages

thtps: / /unity.com
3https:/ /www.unrealengine.com
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like Unity’s Visual Scripting system and Unreal Engine’s Blueprints have similar
concerns as interactive narrative authoring systems and may eventually be able to

support narrative-oriented features.

There are also many IDN authoring tools ranging from research prototypes to
commercial applications[204] that share the goal of helping authors manage the
complexity of writing non-linear stories[166]. A review of IDN authoring tools by
Shibolet et. al[204] proposes categories and descriptors and classifies over 300 such
authoring tools. The most commonly used authoring tools and frameworks include
Twine, Bitsy and Ink [64].

Some authoring tools support visualization of the underlying structure[89] to help
authors manage the complexity of the interactive narrative. Some of them are also
specifically designed with the intention of helping the author have both high visibility
and generativity [85]. [166] gives an overview of how popular authoring tools support
authors in visualising and structuring the narrative space through their visual aids
and graphical interfaces. They refer to this process of structuring the narrative and
how they respond to interaction as "mapping" and find four ways in which these
authoring tools visualise the narrative space - spatial mapping, scene-driven mapping,
nodal mapping and traversal mapping. While these types of visual aids are vital to the
process of creating IDNs, they focus on illustrating the low-level structure of how
units of content (or lexia) make up the narrative space and how they transition and
respond to player interaction. Understanding and interpreting the semantics of the
content contained within each lexia - for example, the events, characters, the
relationships and dependencies between them as well as imagining how they translate
to player experience is still left to the author. As the size and complexity of the IDN
increases these visualisations become hard to fully comprehend and reason over in
this way[166].

Tools also often have a way of letting the author play through the narrative like a
player would[166]. While playing through the narrative helps the author gain some
insight into how a player might experience the narrative, they can only test a few

different playthroughs manually.

This work investigates the idea of simulating many different playthroughs through
the interactive narrative and then using NLP to analyse the playthroughs
automatically to get more of those insights about aspects of the player’s experience of
the narrative that the authors might check for when they manually play through it
themselves or playtest the games. A system like this involves many components - an
agent that simulates player traversals or playthroughs of the game, NLP techniques to
analyse the playthroughs and an authoring tool with an intuitive interface that has
these systems integrated to provide feedback to IDN authors. All three components

have their own challenges but this research focuses specifically on the second
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component - investigating how NLP techniques can be applied and adapted for this
domain and use case. We use random traversals of IDN games as playthroughs in this
study and leave integrating this into an authoring tool alongside more sophisticated
agents that can approximate player interaction[156] for future work. In this way, this
work takes a step towards increasing the visibility of the semantic aspects of narrative

space in a way that is player-centric and scales with complexity.

2.1.4.6 Authoring Feedback

Several papers [218, 156][217] draw attention to the issue of lack of visibility of the
story space and propose automatically generated feedback as a way to help with this.
They also give some high-level categories of feedback items with examples to
illustrate how such feedback can be useful. While these serve as good starting points,
feedback discussed in [217] is only in the context of emergent narratives and [156] is
more focused on detecting specific problems rather than increasing overall visibility.
Other work also discusses automatic structural analysis using graph theory[174] and
low-level computational metrics like frequency and diversity of choices[221]. The
interest in this thesis is instead in higher-level, more intelligent insights that are

generated from analysing the semantic aspects of the content.

Efforts to encode various semantic aspects of the narrative and player experience
rather than the structure include Story Intention Graphs [147] that present an
annotation schema to record underlying facts about the story and story world (or
tabula), Interactive Cinematic Experience (ICE) schemata [165] which was used to
align data containing player responses (such as video recordings and heart rate) to the
content of the game (such as feature locations and choice points) and Progression
Maps [40] which proposes and evaluates a framework for visualising the interaction
design. Using NLP techniques offers a variety of ways to automatically analyse
potential playthroughs of the interactive narrative and generate insights about
narrative and semantic aspects of the story space including emotional arcs[182] and

sentiment networks[132], but this has not been investigated to much depth.

The inability to easily visualize the user’s experience of written interactive work has
been identified as a problem that is faced by IDN authors. Using automatically
generated intelligent feedback has been proposed as a way around this, however,
there is a gap in existing literature here since UX is a very broad concept and it is not
clear what exactly this feedback needs to be. Chapter 3 addresses this through a
systematic review of IDN literature to identify what aspects of the user’s experience
would be useful to IDN authors if provided as automatically generated feedback.
Moreover, NLP techniques for generating intelligent, intuitive feedback over freely
written IDN text have not been implemented and experimented with. This is what
Chapter 4 addresses. By mapping the UX dimensions identified in Chapter 3 to NLP
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AI Role number of papers | References
Generating Content 6 [8,45,62,79,197, 63]
Game Playing Al 5 [112, 28,113, 69, 146]
Player Modelling 4 [239, 96, 134, 88]
Co-Creation 3 [142, 136, 125]
Experience Managers 3 [212, 160, 127]
Automated Game Design | 2 [205, 61]

Al Characters 2 [14, 108]
Narrative Planning 2 [196, 194]
Feedback Al 1 [78]

TABLE 2.1: Al Roles in IDN at AIIDE 2022

DEVELOPING IDN

Automated
Content
Generation

Automated
Game Design

Feedback from Analysis

ANALYSING IDN

Feedback
Generating Al

Game logs/
Transcripts

RUNNING IDN

Al Characters

Player

Modelling Al
IDN Artefact Narrative
Planners

Experience

Managers

PLAYING IDN

Game
Playing Al

FIGURE 2.1: Different stages of iterative IDN development and how Al can be applied
(Al roles) in each stage. The focus of this research is on Feedback Generating AL

tasks, types of authoring feedback that would be both impactful to IDN authors and
feasible to generate using NLP techniques are identified. Feedback in the form of

automatically generated summaries of playthroughs was selected for further

investigation in Chapters 5 and 6.

2.1.5 Alin Games and IDN

Al has been applied in Games and Interactive Narratives in a variety of roles from

creating and running them to playing them. Table 2.1 shows how papers involving Al

in different roles were distributed at AIIDE in 2022. A large body of work is focussed
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on Automated Content Creation for Games and Interactive Narratives[8]. There has
also been some work on Automated Game Design [61] and interactive narrative
generation[82]. Some papers also address aspects of human - Al interaction in
co-creation[125]. AI has been used in Narrative and Game Engines for Al-driven
elements in the story world (eg NPCs) and generating believable simulations as well
as Automated Experience Management where Al is used to direct and manipulate
game events to ensure an enjoyable and dramatic experience and Player Modelling
where Al is used to understand player intention and preferences to tailor the
experience for them. Several papers also address Game Playing Al either using games
as a test bed for reinforcement learning approaches or for automated playtesting [69].
Most similar to this work, a small body of work applies Al for Automated Analysis to
gain insight into the story space [78]. Such work can be applied to generate feedback
to support its creation. These approaches with Al in different roles complement each
other. Figure 2.1 shows an example how these roles might fit into an IDN
development lifecycle. Feedback-generating Al approaches such as those described in
this thesis may be applied in such a workflow with either Al agents or human actors

assuming the other roles where possible.

2.2 Natural Language Processing

Natural Language Processing involves computational processing of natural language -
or language commonly used for human communication (e.g. English, Hindi) as
opposed to machine languages (eg - Python, assembly code) or logical expressions (eg
- mathematical formulas and proofs). Some over-arching NLP problems include
Machine Translation (using computational methods for automatically translating from
one language to another), Text Classification (classification of text data into
pre-defined classes), Information Extraction (extracting structured information from
unstructured text data), Machine Reading Comprehension (getting the model to
"understand" language and then perform a variety of tasks like question answering
and inference) and Automatic Text Summarisation (or producing a shorter version of
the text that retains the most important information). Chapter 4 reviews NLP
literature and maps out ways in which different types of NLP problems can be applied
to generate authoring feedback that can help authors envision different aspects of
player experience. Chapters 5 and 6 then explore one of these types of NLP-generated
feedback further (Automatic Text Summarisation (ATS) of IDN). Section 4.5.3 in this
chapter gives an overview of ATS research.

Natural Language data covers a variety of domains like news, social media and
conversation text, media including narratives and fiction, legal, financial, medical and
academic documentation. While the recent large language models seem to show good

zero-shot performance across domains and use cases, the generalisability of NLP
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approaches across domains and tasks is not obvious since the patterns embedded in
the text vary across domains and different language-based tasks have varying levels
of complexity. NLP approaches for IDN text have not been explored in much depth
previously and this research takes steps in this direction. Section 2.2.1 gives an
overview of how NLP has been applied to traditional narratives (which is a closely
related domain) as well as how it has been used in the context of assisting in authoring

narratives.

Al approaches used for Natural Language Processing have evolved from rule-based
approaches rooted in theoretical knowledge derived from linguistics and domain
knowledge (eg- using regular expressions and context-free grammar) to more
powerful deep learning-based methods. Common deep learning methods used for
NLP have evolved from word embeddings and seq2seq models [216] to
attention-based models (2015)[15], transformers (2017)[235] to language
models(2018)[70] which have been scaled to larger and larger models with
increasingly impressive capabilities in the recent years demonstrating near-human
performance in many NLP tasks[33]. Section 2.2.3.2 gives a brief overview of NLP
approaches for text summarisation that are used in this research and section 2.2.4 gives
an overview of Rationale Based Learning - the technique this research adopts to adapt
a classic summarisation approach to the IDN domain by training the model to give

special attention to the text around the parts of the IDN that involve player interaction.

2.2.1 NLP and Narratives

NLP has been applied in many ways to narrative text including novels and movie
scripts. There has been some effort to define formal and computational models of
different aspects of narratives including suspense, pacing, causality and characters
[151, 231]. There have also been efforts to come up with a standard annotation scheme
for narratives[151, 179, 138]. Work on narrative information extraction tries to extract
structured information including automatically identifying characters[230],
relationships between them[132], their evolution[240] and summarisation and
visualization of stories[234]. Narrative understanding techniques attempt to reason
and answer questions about the story[26]. Automatic literary analysis includes a
variety of studies including plotting emotional arcs of narratives and validating
narrative theories[182]. An exploratory search for NLP techniques applied to narrative
text brings up work including emotion detection[182], sentiment networks[132], plot
summarization[49], tuning point identification[172] and identifying temporal
relationships[44]. NLP techniques are applied to different kinds of narratives
including Novels[49], short stories[244], personal narratives[208], common sense
stories[44] and movie scripts[172].
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The many different ways of applying NLP to narratives suggest many different forms
of authoring feedback that could be automatically generated. To understand which
forms of feedback would be most impactful if generated automatically, Chapter 4
reviews NLP literature and maps NLP tasks and applications to aspects of UX that
were identified as useful to IDN authors through the review in Chapter 3. Work
exploring NLP on narrative text suggests that such approaches would work similarly
on IDN as well but this has not been investigated and IDN has several differences
from traditional narratives caused by interactivity. In the context of interactive
narratives, NLP has previously been applied for the procedural generation of
interactive narratives using language models [214] extracting structured information
for automatic world-building for interactive fiction games using an NLP-driven

Question Answering (QA) system][6].

2.2.2 NLP-Assisted Authoring

NLP has previously been applied to assist IDN authoring. Mimisbrunner[211] is an
IDN authoring tool which uses Al to support authors with automatically generated
suggestions and allows them to author in restricted Natural Language. On the other

hand, this thesis investigates NLP techniques to better envision the story space.

Cardinal[152] assists the authoring of movie scripts by allowing writers to visualise
the script from different perspectives, including the interaction between characters
and 2d and 3d previews. LISA[195] is an authoring tool which tries to automatically
detect logical flaws in authored content. It also includes a QA system that allows the
author to interact with the story world as its being created allowing them to maintain
context. However, they use a knowledge-based approach that requires extensive
authoring of "rules" that the system will check against. Similar to these approaches,
this thesis attempts to investigate NLP approaches to help the author manage the

complexity of the authored artefact and better envision the end product, but for IDNs.

Many of these approaches also require that the authoring be done in specific ways (for
example the rules in LISA and restricted natural language in Mimisbrunner). This
thesis investigates NLP techniques for analysing the story space agnostic of how the
IDN was authored. The methods introduced in Chapters 5 and 6, however, do require
that the playthroughs for the IDN can be generated for analysis as text in the form of
transcripts or game logs and experiments in 6 require that the choice points are

marked as such in the transcripts.
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2.2.3 Automatic Text Summarisation

After identifying feasible and impactful forms of feedback in Chapters 3 and 4,
Chapters 5 and 6 investigate one of these forms of feedback - Automatically Generated
Summaries, more deeply. Automatic Summarisation was chosen for further
investigation since it mapped to many important UX dimensions and at the same
time, it is well-researched within the NLP community. This section gives an overview
of ATS, motivates experiments in Chapters 5 and 6 and contextualises the approaches
used.

2.2.3.1 Types of Summarisation

Many different classification frameworks have been used to talk about different types
of automatic text summarisation[248]. Some relevant categorisations are discussed in
this section.

Based on the framing of the problem and nature of the output, automatic text

summarisation approaches can be classified in the following ways:

1. Extractive or Abstractive Summarisation Extractive summarisation refers to
extracting sentences or "extracts" from the original text[74]. Abstractive
summarisation refers to generating a summary that succinctly captures
important information using paraphrased sentences. Either type of
summarisation may be used as authoring feedback[74]. However, in case of
abstractive summarisation, the information contained in the summaries may or
may not be reliable. In case of extractive summarisation, since extracts from the
text are directly used in the summaries, the reliability of information is less in
question. We focus on extractive summarisation in this study since it is more
transparent and is less likely to give a false sense of security to the authors even

if it performs poorly.

2. Generic or Query-based Summarisation Generic summarisation typically tries
to include salient content in the summary and minimise redundancies.
Query-based summarisation also considers relevance with respect to a query
when deciding whether to include the information in the final summary[101].
While query-based summaries could also be useful as authoring feedback, it is a
less mature field than generic summarisation. Therefore, this PhD focuses on
generic summarisation approaches as a first step in Chapter 5 and then explores
increasing emphasis on the text surrounding interaction points in Chapter 6.
Extending this work to query-focused summarisation for specific queries is left

for future work.
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Indicative or Informative Summarisation [248] classifies narrative summaries
as indicative or informative. Indicative summaries try to indicate what the
content is about without revealing all the important information in its content.
In the case of narratives, this could mean summaries without spoilers.
Informative summaries try to capture the most important content in the original
text. This categorisation is closely related to the intention and context in which
the summaries will be used. In the context of authoring feedback, ideally, we
want the summaries to act as a recap of the different ways in which a player can
traverse the story space, with an emphasis on player choices, consequences and
how player experience varies across playthroughs. This is not exactly the same
as either the indicative or informative summary and is instead a more nuanced

use case. Implications of this are discussed further in Chapter 6.

Domain Dependant and Domain-Independent Summarisation Domain
independent summarisation approaches place no intrinsic restrictions on the
type or domain of text it is summarising, whereas, domain dependant
approaches specialise the system for a domain by incorporating knowledge
about the domain into the summarisation approach[248]. Since IDN is a domain
that has not been explored before for summarisation, in Chapter 5, the
performance of domain-independent approaches is first evaluated to determine
baselines. In Chapter 6, domain-specific information is then introduced through

rationale-based learning to improve summarisation.

Based on the nature of the input, they can also be classified as follows:

1. Short and Long Document Summarisation The size of a document considered

"long" has varied across NLP history [123]. For example, previous work[43]
considered news dataset, CNN/DailyMail(CNN/DM) long, but in current
literature, these are considered short. As of 2021, long documents are commonly
considered to be 2000 tokens or higher [19, 123]. This is because state-of-the-art
summarisation models, for example, those based on transformer-based language
models, commonly have a token limit of 512 - 1024 tokens[260, 247]. However,
the interactive narrative dataset used in this thesis is much longer (approx 23K

tokens).

Single and Multidocument Summarisation Multidocument summarisation
refers to summarising multiple documents, for example, multiple accounts of
the event in news[9]. Different playthroughs of an interactive narrative can be
seen as multiple documents pertaining to the same IDN to be summarised.
Additionally, comparative summarisation[102] refers to summarising
similarities and differences between documents which would be especially

useful in the context of authoring feedback. However, most existing supervised
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approaches for multi-document summarisation require datasets with a number
of different document sets and summaries. Due to the lack of such resources for
IDN Summarisation, this thesis focuses on single-document summarisation as a
first step, considering each playthrough as a single document and leaving
multidocument summarisation for future work.

2.2.3.2 Standard Approaches for Extractive Summarisation

Methods: Early approaches used for text summarisation included methods like:

¢ Statistical methods where the importance of sentences was determined based on

statistic and linguistic features like frequency and positioning of words and

sentences[74].

¢ Topic-based methods where the main topics in the documents are identified and

then sentences are selected for inclusion in the summary based on relevance to
those topics[74].

Optimization-based methods where the summarisation problem is cast as an
optimisation problem (for example, through constraints such as reducing

redundancy and maximising coverage) [74].

Graph-based approaches where relationships between different parts of the text
are modelled as graphs before applying graph theory and heuristics to select

important sentences[74].

In recent years, supervised deep learning approaches are increasingly used for text

summarisation. Some common deep learning model architectures applied for

extractive summarisation include:

¢ Recurrent Neural Networks (RNNs): Many of the initial deep learning models

used were based on RNNs which are a type of neural network where
information from model states in previous time steps loops back into the
network, allowing it to model sequential data[202]. Variations of this
architecture like Long Short-Term Memory (LSTMs) [86] and Gated Recurrent
Units (GRUs)[54] were introduced for longer sequences. These are used to
generate internal representations of words, sentences or overall documents.
These representations can then be classified as to whether or not they belong in
the extractive summary[169, 262]. For example, SummaRuNNer used
word-level and sentence-level GRUs along with fully connected layers to capture

salience, position, nature of content and novelty of content to classify sentences.
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¢ Transformers and Pre-trained Language Models: Transformers are a type of
deep learning model architecture that has been influential in the field of
NLP[235]. They are built on the idea of "Attention". Attention mechanisms allow
the model to focus on some parts of the sequential input over others, similar to
how humans pay attention to some parts of the text more than others[15]. The
transformer uses a type of attention called "Self Attention" which allows the
model to compare each element of the input sequence to every other element in
the sequence, determining how much attention each word should receive when
creating a representation for the other. Pre-trained models are models (often
built using transformers) which are initially trained on large amounts of
data[70]. They can then be fine-tuned on specific tasks like text summarisation.
An example of this is BertSum [145] which fine-tunes a pre-trained language
model called BERT for text summarisation. Similar to RNN-based approaches,
these view extractive text summaristaion as a sequence classification task where
internal representations are computed using the transformer based language
model instead of the RNNs, allowing them to better capture relationships

between words and sentences[145, 19].

¢ Graph Neural Networks: In graph neural networks, extractive text
summarisation is cast as a node classification problem. The graph is constructed
based on concepts like semantic similarity[9] and discourse relationships [247].
GraphTP explores the use of GCNs for screenplay summaisation [135].

These models are often used in combination with other approaches including
formulating extractive summarisation as text matching[260] and reinforcement
learning[50].

SummaRulNNer (an RNN based method) and BertSum[145] and a variation of it
modified for longer sequences, LongFormer[19] (which are language model-based
approaches) are included in the baseline evaluation in Chapter 5. TextRank, which is a
graph-based unsupervised approach, is included also in the baseline evaluations.
Future work exploring evaluation of graph-based neural networks for IDN is
discussed in Chapter 7. Commonly used approaches for abstractive summarisation
include models based on BART[237] and PEGASUS[255]. Recent advancements in
abstractive summarization with large language models (LLMs) like GPT-4[33] and
Llama-3[73] have demonstrated impressive performance, especially in zero-shot
settings, often outperforming fine-tuned models[12]. However, challenges like
position bias, where models disproportionately focus on certain sections of input text,
persist [53]. Reinforcement learning techniques are being explored to improve
summary quality. Emerging approaches include using LLMs as reference models to

enhance smaller models and testing model robustness through paraphrasing.
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Evaluation Strategies: The standard evaluation metric used to compare model output
to reference summaries is the ROUGE score[140] which is based on keyword overlap
between the two. This metric has the limitation that it does not account for
paraphrasing. Other evaluation metrics like BertScore measure the semantic overlap
to some extent as well, however, these could be less intuitive to interpret[256]. Manual
evaluation involves using metrics like readability, coherence, conciseness, coverage,
clarity, grammaticality and non-redundancy to measure overall quality or performing
a task-based evaluation to judge the utility of the summaries to the given use case (eg
for information retrieval)[74]. However, both automatic and manual evaluation
strategies have several challenges ranging from the effectiveness of the automatic
metrics[76] to choosing gold standards to use as a reference since many valid
summaries can be created for the same text. In this research, quantitative evaluations
using the ROUGE metric are performed along with qualitative analyses to assess more
subjective aspects of summary quality. Further discussion regarding the challenges of
evaluation of text summarisation, recent research in this area and how they relate to

findings in this work is discussed in the Conclusion in Chapter 7.

Oracle Summaries: Most summarisation datasets consist of the original text and an
associated human-written abstractive summary. Therefore, extractive summarisation
approaches usually include a step where an extractive summary is first created from
the abstractive summary so that supervised training strategies for text classification
can be applied. This typically involves aligning parts of the original text to sentences
in the abstractive summary based on a similarity metric like the ROUGE score. For
example, the method introduced by Nallapathi et.al [169] involves greedily selecting
extracts from the original text until the ROUGE score between the abstractive
summary and the aligned extractive summary can not be improved anymore. The
extractive summaries generated this way are then used as labels for training. These
summaries are referred to as automatically aligned extractive summaries or oracle
summaries in this thesis. While alternatives to this way of generating better alignments
have been explored[133], commonly used extractive summarisation baselines like
SummaRuNNer and BertSum[145] use this method to create oracle extractive
summaries for training. Therefore, this research uses this greedy alignment approach

and leaves the exploration of alternative alignment methods for future work.

2.2.3.3 Narrativity and summarisation

Most text summarization work is targeted at news, academic papers and reviews.
However, there is some work on novel and movie summarization. This section gives
an overview of work in this space. Details related to relevant and available datasets
used in these papers and available from other sources online as of 2020 are
summarised in table 2.2.
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Name Content Size
Seri Movie scripts and 3 summaries
criptBase[87] 1276
each
CMU Movie Summary | movie plot summaries and 42 306
Corpus[17] metadata §
Film corpus 2.0 [141] movie scripts 1068
The Movie Corpus® movie scripts with imdb links 25,000
Novel Chapters[133] Novel chapters and summaries | 8088
g};issg[%(iop Novel chapters and summaries | 7231
Project Gutenberg® large corpus of ebooks 60000+
CMU Book Dataset[16] | plot summaries 16,559
The TV Corpus® TV episode scripts, IMDDb links | 75,000
WikiPlots” all types of plots 112,936
Telegraphic telegraphic summaries of short 200
summaries[150] stories
NarrativeQA [119] summaries, links to full stories 1572

TABLE 2.2: Datasets for Narrative Summarisation, gathered in August 2020

In the field of novel summarisation, [49] introduces a dataset for novel chapter
summarization. It includes the results of training some models on it, evaluated on
multiple choice abstractive summarization. Work focusing on summarisation
approaches for narratives include summarising novels based on topic modelling[246]
and extracting information from stories to generate character descriptions that form
the introductory section of plot summaries[257]. [133] proposes an alignment method
to get extractive summaries from reference abstractive summaries and finds that using
a weighted version of the ROUGE metric for alignment gave better results. There has
also been some investigation into the idea of extractive summaries that read like
telegraphs (using smaller units for extraction instead of full sentences) since in the
case of literary text, the relevant information is spread over many sentences[150].
Work on movie summarisation includes exploring summarisation techniques for
movie subtitles [10], applying rule based approaches to identify salient scenes for
movie summarization[228, 87], and incorporating information as to whether a scene is
a turning point(TP) or not into the summarisation model[173]. While there is some
existing work on screenplay summarisation[135, 87], these are applied at the scene
level in resulting summaries would be still pretty huge to use in the context of assisted

authoring.

Redundancy and topic diversity are constraints that are commonly used to generate
summaries across domains [246]. In [246], the only narrative-specific assumption used
was selecting content according to the ratio 20:60:20 for the beginning, middle and end
of the story. The narrative structure is made use of in [173] to identify turning points
in the story and let that influence scoring. Narrative-specific features that are assumed
to influence saliency according to these papers are, sentence position[173], presence of
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lead characters[228], sentiment intensity[87], whether a scene is a turning point and
similarity of scene embedding with TP sequence and global screenplay
embedding[173]. While [49] and [133] tests out deep learning-based architectures on
narrative datasets, only [173] and [135] propose model architectures that were
designed specifically for narratives, but both these work at a scene-level rather than at

sentence level.

2.2.3.4 Interactivity and summarisation

There has been some work on game log summarisation. In this domain, Bardic[18]
generates narrative query-based reports (as text, map and machinima) from game logs
for the online game, DOTA. They apply intention recognition and identify a fixed set
of narrative tropes from action sequences (eg - Chase flight, failure, etc). There has
also been work on extracting plan steps from custom game logs[52] where essential
events are extracted based on causal relationships to story goals. [193] tries to generate
summaries for sports games from commentary. However, the nature of text in all these
logs is significantly different from what you would typically expect from interactive
narratives since these logs do not contain much narrative. No papers talking about
summarization of IDN work could be found but several summaries and transcripts
are available online from sources like Fandom?®, IFDB’ and Wikipedia'®. They also
have associated APIs which can be used to automatically scrape some data. For
example, [101] introduces a way to collect query-specific summary dataset from
Fandom. The most closely related dataset that could be found was the Critical Role
Dataset[181] which contains transcripts of Critical Role episodes (this is a show where
people play a tabletop RPG, Dungeons and Dragons) which could be considered to be
a single playthrough of an interactive narrative.

2.2.4 Rationale Based Learning

Explainable Al deals with attempting to understand why Al models make certain
decisions or making Al models that are interpretable. Some models are interpretable
by design. However, in the case of neural networks, this involves getting the model to
produce explanations that show why the model made those decisions. Model agnostic
methods like SHAP[148] can be applied to generate explanations for predictions
indicating how different features contribute to the model prediction. Example-based
approaches use specific examples from the dataset to uncover insights about how the
model works. Model-specific approaches involve using aspects of the model like

8www.fandom.com
%ifdb.tads.org
Owww.wikipedia.org
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attention scores and gradient saliency maps to better understand the model
decisions[83].

Recently there has been a growing interest in rationale-based learning, where human
annotated explanations are collected and used for data augmentation. These are used
for better performance on a predictive task or to train models to produce explanations
for their outputs. Model-generated explanations can be evaluated against the
collected human annotated explanations[83]. These explanations are also known as
rationales leading to the term rationale-based learning. One way in which rationales are
incorporated into training is through Supervised Attention[109]. Attention
mechanisms were introduced into the field of deep learning in 2016[15]. Attention
mechanisms allow networks to learn weights that determine how much emphasis is
placed on different parts of the input sequence when producing the output. There has
been some debate on whether attention weights (indicating which parts of the input
the model paid the most attention to when producing the output) count as
explanations[22]. However, explicitly training the model to focus on parts of text
representing rationale using supervised attention (through minimising the loss
between model attention and human annotated rationales) has been shown to yield
positive results in text classification[109]. Chapter 6 extends this approach to
interactive narrative summarisation using automatically generated rule-based
annotations indicating the proximity of sentences and words to choice points in place

of human explanations.

2.2.5 Discussion

There are many NLP applications that can extract information from narratives that
could serve as potential feedback items. This motivates the work described in
chapters 3 and 4 to identify the IDN author’s requirements and opportunities afforded
by NLP. Through these literature reviews, feedback in the form of automatically
generated summaries is found to be a type of feedback that has the potential to be
both impactful and feasible. However, Automatic Summarisation approaches for IDN
have not been studied before and will be investigated as part of this PhD.

The most commonly used datasets to study and benchmark extractive summarisation
approach include news datasets like CNN/DM][103]. IDN Summarisation is different
from such domains in many ways, so experimentation is required to check if and how
the difference in domain affects performance of NLP approaches. There also is not
enough IDN data available for supervised learning, but some can be scraped for
evaluation from online sources like Fandom. Fandom provides both transcripts and
summaries of popular narrative games whose content structure resembles
screenplays. This motivates creation of the first dataset for IDN summarisation in
Chapter 5.
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The differences in IDN compared to other domains include the presence of narrative
and interactive elements, longer text, and higher overlap between data points. Some
of these differences like the presence of narrative elements and long document
summarisation have been studied in the context of traditional narratives like novels
and movie scripts. While many insights from these works are relevant to IDN
summarisation, there are no established benchmarks for which state-of-the-art can
easily be tracked and compared. Automatic Text Summarisation is also a fast-moving
tield where newer approaches are constantly being proposed and evaluated. As of
2020, MatchSum[260] has been considered state-of-the-art of extractive summarisation
[254], but the approach described in the paper involves using BertSum for an
intermediate step which has a token limit of 512 tokens. Trying to determine the best
combination of approaches for IDN summarisation would therefore require adapting,
testing and comparing different combinations of these approaches. Rather than doing
this, Chapter 5 experiments with a representative subset of standard or widely
adopted summarisation approaches that form the foundation of most of these

approaches.

After this, the suitability of a more specialised approach for interactivity through
player choices (which is a novel aspect of this domain) is further explored in Chapter 6
by exploring rationale-based learning to increase emphasis on the text surrounding
interaction points. The suitability of newer and more specialised approaches for other
aspects of summarisation (including alignment techniques for generating oracle
extractive summaries, better evaluation metrics and strategies, narrative-specific
modifications and newer training strategies and model architectures) are discussed as

part of future work in Chapter 7.

2.3 Human-AlI Collaboration

The focus and core work of this thesis is primarily rooted in advancing NLP for IDN
research. However, the NLP techniques are investigated in this thesis with the
primary intention of supporting IDN authoring, so the motivation of this research and
future directions has roots in themes from human - Al collaboration. While this thesis
does not delve into designing and developing an authoring tool (or the complete
Human-AlI System), the NLP techniques it investigates are for systems that would
involve Human-AlI Collaboration and co-creation. This section will contextualize this

work from this perspective.
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2.3.1 Themes and Perspectives

Several related terms and concepts, sometimes with overlapping meanings, have been
used to talk about systems involving both Human and Al input. This section will go
over themes and perspectives most relevant to this thesis.

2.3.1.1 Human-Centered Al

[38] reviews papers that use the term Human centered Al and find that the term has
been used to describe four types of "human-centeredness" - Humans teaming with Al,
using human centered approaches to design and evaluate Al, Explainable or
Interpretable Al and Ethical AL. Humans teaming with Al involved humans and Al
working together with varying degrees of control for the Al This is the type of
Human-Al interaction envisioned in this research. Using human-centered values in
design and evaluation approaches involved using principles from HCI to better
incorporate and align AI to human needs. Since this thesis does not directly deal with
designing an authoring tool, it does not delve into HCI approaches - this is, however,
part of future work for this research. Explainable or Interpretable Al involves using Al
techniques that give humans a better understanding of how and why the Al makes
certain decisions. Chapter 5 reports performance of NLP approaches with varying
degrees of transparency - TextRank, a highly transparent summarisation approach
works the second best of out all the approaches tested in terms of ROUGE scores.
Ethical Al involves research into concepts such as human-Al value alignment,
fairness, bias, transparency and trust. Research in HCAI finds that explainability and
transparency of Al approaches used impact trust. However, [38] notes that
transparency does not always mean more trust - particularly in case where the system
outputs are incorrect or the explanation is not in line with expectations. While these
concepts are not addressed directly by this work, the choice of extractive summaries
over abstractive summaries as the type of feedback for deeper investigation was
motivated by the fact that extractive summarisation is more transparent than
abstractive summaries[254]. The difference between these two types of summaries is
discussed in section 2.2.3.1.

2.3.1.2 Human-Al Teaming

Human-AI Teaming refers to Human and Al agents working together to accomplish a
task. This is a subset of Human Centered Al approaches discussed in the previous
section which is most in line with this work. The framework described in [38]
classifies approaches along a dimension of being Al-led to human-led. Generative Al
or Al simulating humans is more Al-led commonly used in creative Al because low
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stakes decisions and subjectivity. Human-in-the-loop approaches involves using
human feedback to improve the Al over time. This adds some human influence, but is
still, largely Al-led. Human-AlI teaming often involves greater human control and
tend to be human-led or collaborative. In line with human-AlI teaming, this PhD tries
to increase authorial control by increasing the visibility of the story space.

2.3.1.3 Augmented Intelligence

Augmented intelligence is another term used in this context that has some overlap
with Human Al teaming. [177] describes three perspectives towards the role of
Human and Artificial Intelligence - A techno-centric view which holds that AI will
eventually be superior to human intelligence and will replace humans, a
Human-centered view which holds that Al will always be lacking in some aspects and
should only be used as tool, deployed only with human involvement and a collective
intelligence perspective which hold that a hybrid intelligence is more powerful than
both and intelligence should be studied at the level of Human-AI teams and this can
be improved by improving interactions and workflows between them. In this
framework, this project takes a view that is human-centered to collective for
co-creation of IDN - it aims to give the IDN author more control and oversight -

allowing more efficient Human-AlI collaboration and communication.

2.3.1.4 Mixed-Initiative Approaches

Mixed initiative approaches[263] in Al involve systems that allow for both human and
machine input and decision-making. This can include methods that allow for human
oversight and intervention in autonomous decision-making, as well as systems that
allow for collaboration between humans and machines to achieve a common goal. The
goal of mixed-initiative approaches is to combine the strengths of both humans and
machines to improve overall performance and decision-making. This is a similar
concept to those described above, but the stress here is on the degree to which the
Human and Al "take initiative" in terms of progressing the task. NLP methods
discussed in this thesis can be used to generate feedback that takes the form of
suggestions for improvement or pointing out potential issues - which could be
interpreted as Al taking initiative. Feedback in the form of summaries, which was
picked for deeper investigation, does not, however, make these types of suggestions.
It simply serves as a recap for the author of the different ways in which the player
could have arrived at a lexia - It is fully left to the author to take any initiative on what
is to be done with the information.
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2.3.1.5 Distribution of Agency

Human - Al collaboration approaches assign varying degrees of agency to human and
Al actors[38]. A study of human-ai co-creation in a collaborative story writing setting
found that writers desired more control in cases where they prioritised emotional
values in implementing their ideas well more than productivity, and distrusted the Al
to accomplish challenging subtasks and match their writing strategies [24]. While
there has been some discussion on how the degree to which human control comes at
the cost of the degree to which processes can be automated and generativity can be
leveraged, there have also been some efforts towards decoupling these concepts and
achieving high control and generativity [85, 38]. This research is an effort in this
direction as well. Better visibility of the story space through authoring feedback can
facilitate the use of sophisticated narrative engines and non-linearity, maybe even

those that incorporate generative models without compromising on authorial control.

2.3.2 Creative AI and Co-Creation

In this thesis, the term creative Al is used in a broad sense - Al as used in creative
processes. In creative industries, Al is increasingly being used in many ways
including Content Creation (for example, generating images or animation), Content
Enhancement (eg. deblurring or denoising images) and Analysis (eg. analysing
sentiment of reviews, recommendation engines, assisting with research in the creative
process and intelligent assistants) [7]. This work is in line with the latter application
and explores Al tools for assisting in the creative process. There have been many
varieties of Creativity Support Tools (CSTs). [58] reviews and categories 111 such
tools. Al is used in different roles including Idea Generation, Curation, Execution
Assistance, Production, Understanding the current state of the creation and
Evaluating it. The majority of papers reviewed address idea generation or execution
assistance. This work, on the other hand, investigates NLP methods that can be used
for the last two cases (Understanding and Evaluating) for supporting IDN creation.
They also differentiate between tools that Implement parts of the creative artefact
from those that Influence the creator, which is the type of use case that this work
addresses. NLP for authoring feedback has no direct input in the creative artefact, it
just allows the author have more visibility and control. They are free to form and take
creative decisions based on these insights. Mixed inititative approaches have been
used in game development for challenge approximation [104] and automated
playtesting [46]. This PhD investigates NLP techniques for similar use cases, but for
narrative aspects of an IDN rather than the ludic aspects.
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2.3.3 Discussion

It is important to note that this research chooses to focus on adapting NLP techniques
for IDN creation rather than building an authoring tool with feedback generated using
existing techniques. Designing, developing and maintaining such tools comes with its
own challenges [249]. However, to enable the design and testing of such Al-powered
tools and the effect they might have on IDN authoring, Al approaches need to be
tested and adapted for the IDN domain and so far, NLP approaches have not been
tested or validated on IDN data. Therefore, this thesis focuses on investigating the
NLP techniques that might be used in such an authoring tool rather than dealing with
the challenges of developing the authoring tool itself.

However, decisions taken at several stages in this research are informed by insights
from this field since the NLP techniques are investigated with the primary aim of
being integrated into a system that would involve Human-AI Collaboration. These
decisions include the focus on extractive summarisation for better transparency and
posing RQ1 to ground the choice of type of feedback for which NLP techniques are
investigated in this thesis on the author’s goals and requirements by asking RQ1.1.

2.4 Conclusion

Background outlined in sections 2.1 and 2.2 suggests that automatic intelligent
feedback can help in authoring IDN and that such feedback may be generated using
NLP, but this has not yet been investigated in much depth. This leads to the high-level
research objective - Can NLP be used to help solve the authoring problem in IDN by
generating intelligent feedback?

Through literature reviews described in Chapters 3 and 4, 5 concrete forms of
feedback that have the potential to be useful to IDN authors as well as feasible to
implement using NLP techniques was identified. Out of the types of feedback
identified, extractive text summarisation was chosen for further investigation. Text
summarisation was chosen since it mapped to many important UX dimensions and at
the same time, is well-researched within the NLP community. Extractive
summarisation was chosen for investigation over abstractive summarisation since it is

more transparent.

No IDN summarisation datasets that can be readily used for this investigation could
be found. Therefore, an IDN dataset using fan-made resources available online is
created. Chapter 5 describes the methodology used for creating this IDN dataset in
more detail and reports the performance of some baseline summarisation approaches
(described in section 2.2.3.2) on this dataset.
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Section 2.1.3 highlights how choices form a central aspect and unique affordance of
the IDN medium. In Chapter 6, enhancing a classic summarisation approach by
giving more attention to the text surrounding choice points is experimented with. This
is done using Rationale based learning, which is described in Section 2.2.4.
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Chapter 3

Systematic Literature Review of UX
Dimensions in IDN

3.1 Introduction

As noted in the background, authoring Interactive Digital Narratives (IDN) can be
very challenging. Creators often have to compromise on either the interactive
complexity or the quality of the IDN artefact created[30, 13]. Most efforts at increasing
interactivity, by relying on emergent narratives, for example[13], do so at the expense
of authorial control and/or quality. Subsequent efforts, like drama managers[187] try
to retain complexity and improve quality by introducing new architectures and more
sophisticated technology[229]. While some authoring tools support debugging and
visualization of the underlying structure [89], as complexity increases these become

hard to fully comprehend.

A mixed initiative approach has been proposed as a way to overcome this issue of
dissociative authoring[217] by giving the author feedback on the potential experiences
possible within their work, referred to as Narrative Analytics in [156] and Intelligent
Narrative Feedback in [217]. Similarly, Artificial Intelligence (AI) and Natural
Language Processing (NLP) open up a lot of opportunities for generating intelligent
teedback; for example, sentiment networks [131], emotional arcs [182]. By using this
feedback to inform authoring, the author could make use of the affordances offered by

a complex system while retaining visibility and control, and by extension, quality.

But what exactly is the feedback required by authors? Due to IDN’s interdisciplinary
and relatively novel nature, collecting these by finding and interviewing a
representative set of IDN creators would be challenging. In this chapter an alternative
path was taken, presenting a systematic review of IDN literature, focusing on the

goals and concerns of authors in order to identify an appropriate set of feedback
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items. Many papers talk about authoring goals, including expressing a specific intent
[217], maximizing affordances of IDN[164] and creating a certain effect in the user [31]
[164]. However, the most emphasised goal is a good User Experience (UX).
Importance of UX is also reflected in how IDN creators often use UX evaluation to
measure their success [229]. However, user experience (UX) is a very broad concept.
To be able to implement NLP approaches that can give insight to UX, it needs to first
be broken down into more concrete concepts. This leads to the first research question -
What concrete aspects of UX are of interest to IDN creators?

Therefore, this chapter focuses on identifying the UX dimensions of IDN, with the
idea that this could then form the basis of useful automated feedback to authors. This
chapter attempts to answer the research question through a systematic review of how
interest has been expressed in UX in the IDN community. This is done to define in a
more concrete way, what types of feedback would be useful. The work outlined in this
chapter was published as part of ICIDS 2020 proceedings[184]. The chapter is
structured as follows: Section 2 discusses related work and background, Section 3
outlines the methodology used for the systematic review, Section 4 presents the
results, Section 5 discusses findings and potential applications, and Section 6 outlines

future work and conclusions.

3.2 Related Work

Previous work has identified some high level categories of useful feedback items for
authors. But these deal either with specific problems, for example structural analysis
to identify dead ends or short experiences [156], or are not comprehensive in that they
focus on specific aspects such as emotional experience [217]. Some other papers on
automatic analysis and feedback are discussed in the previous chapters as well

[40, 174, 221], but the interest here is in higher level insights than the ones addressed
here. For example, [32] talks about a similar idea of collecting parameters and then
figuring out how to map them to corresponding cognitive processes but limits the

scope of their discussion to two feedback items - suspense and surprise.

UXis a very broad area. Audience Studies is a whole field devoted to studying and
developing theories surrounding audience’s reception of media including IDN [91],
and there are conceptualizations of UX (like those presented in [176] and [215]) which
describe the process of experience or the relationship between design and experience.
However, these do not easily extend to evaluation frameworks or feedback. A number
of evaluation frameworks of UX have been proposed for IDN that could form this
basis. For example, [190] consolidates Murray’s high level interpretation of UX (as
Immersion, Agency and Transformation [164]) with Roth’s framework[238], to get
twelve concrete UX dimensions. Whereas [118] uses GEQ[29], NEQI[36], and NTQ[90]
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to create a specialised UX questionnaire. These are overlapping, but non-identical
frameworks. Concepts like affect, curiosity, suspense and identification from [190] are
closely related to the emotional engagement dimension in NEQ but are not quite the
same. NEQ includes a narrative understanding dimension which is not talked about
in [190]. Roth and Koenitz[190] notes how immersion is defined in different ways and
settles on its broader high level definition, whereas in work by Kleinman et al.[118]

immersion is simply the "capacity of the game contents to be believable".

There is clearly inconsistency and overlap in how UX is defined and understood by
different researchers [31]. It is this that motivates our systematic literature review of
papers talking about user experience in IDN.

3.3 Methodology

Our systematic literature review follows the established methodology set out in [116],
this is formally five steps: outlining the research question, selecting keywords,
selecting appropriate electronic resources, constructing a search method, and defining
inclusion and exclusion criteria. The research question being asked in the review is:
What concrete aspects of UX are of interest to IDN creators?, and the following section
outlines our approach to the other steps.

3.3.1 Constructing the Sample

Springer! was chosen as the electronic resource because it is a database that has good
coverage of IDN specific research (for example, ICIDS proceedings). While other
resources like CHI Play contain literature on HCI, they tend to be more focused on
games. To get IDN focused literature a lot of filtering would have been required.
Similarly a wider search on Scholar resulted in many irrelevant results. Therefore, the
search was focused on Springer.

Only papers from the past ten years (2010 - 2020) were included in order to ensure that
the UX dimensions identified were relevant to current approaches and technology.
This literature review was performed in June 2020 so it covers literature up till this
date. Saturation sampling was chosen as the search method since the potential set of
matches was too large to exhaustively analyse. The following search phrase was built
by listing commonly used keywords for UX and IDN, searching for the intersection
and adjusting to reduce number of irrelevant results :

((user OR player) NEAR/I1 (evaluation OR experience OR experiences OR study OR studies
OR engagement OR satisfaction OR enjoyment)) AND ("adventure game” OR "adventure

ISpringer Link - https:/ /link.springer.com /



42 Chapter 3. Systematic Literature Review of UX Dimensions in IDN

games” OR "hypertext fiction” OR "emergent narrative” OR "emergent narratives” OR
(interactive NEAR/2 (media OR cinema OR narrative OR narratives OR drama OR dramas
OR fiction OR story OR stories OR storytelling) OR (game OR games) NEAR/I1 ( narrative
OR narratives))

Any paper having the above keywords is likely to talk about some aspect of user
experience of IDN in some way. However, for practical reasons, the following
inclusion and exclusion criteria were chosen to select papers that are likely to give the

most insight into which parameters are of interest:

1. Does the paper focus sufficiently on narrativity and interactivity? There are many
types of IDN including Interactive Cinema, Mixed Reality, Storytelling Games
and Documentaries and these were all included. Papers were excluded if they
were discussing linear narratives, or did not put enough focus on narrativity.
The framework proposed in [31] distinguishes narrative goals from system
goals. Edutainment and games with a weak narrative component are examples
of IDN applications that prioritize system goals over narrative goals. Only
papers that focus primarily on narrative goals are included. For example, [170] is
excluded because while it touches on narrative goals (affect, immersion), the

primary focus is on learning.

2. Is the paper about formalizing, measuring or evaluating user experience or some aspect
of user experience of IDN or does it include some evaluation of it? The kind of papers
that are most likely to tell us which aspects of UX are of interest to IDN creators
are those that include user experience studies or evaluation frameworks. Such
papers also break down user experience into more concrete, measurable
parameters. Papers that conduct computational evaluation instead of a user
study also give us similar insights. Papers that theoretically formalize UX or
discuss it in the context of IDN theory could help concretize UX and make the

list more complete.

3. Is the discussion on user experience in the paper detailed and concrete enough to provide
relevant insight? Some papers that discuss UX theoretically do so at a very high
level [215, 175, 42] so including them is not useful for our purpose of

concretizing it.

3.3.2 Coding Process

To enable saturation sampling, the results of the search were filtered and coded in
batches of 20 papers. Each paper in the batch was compared to the criteria, and if it
matched was reviewed, and coded as per the following process:
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Batch number | number of selected papers | number of new codes
0 (seed papers) | 4 28

1 10 13

2 6 4

3 6 2

4 5 0

TABLE 3.1: Systematic literature review - saturation sampling

1. UX dimensions were interpreted based on how UX was structured or evaluated
in each paper. This was sometimes explicit, for example [190], but sometimes it
had to be interpreted from how the authors discussed UX, such as [20] where
they evaluate UX in terms of felt and actual understanding, perceived

interactivity, narrativity and dissonance.

2. Sometimes, the papers include a hierarchical representation of UX
dimensions[190] but since the interest here in concrete concepts only leaf nodes
(called low level concepts in this paper) are added to the codebook.

3. If any overlap between the low level concepts is encountered while merging to
codebook, the conflicting low level concepts are deconstructed based on their

definitions and separated out.

This process is continued until all the papers in the batch are processed and took
between 30-60 minutes per paper. The process was repeated for the next batch, until a
batch with no new codes was encountered (saturation point). The number of papers

included and new codes added per batch can be seen in Table 3.1.

3.3.3 Subjectivity in the Coding Process

Some subjectivity is intrinsic to the task so it cannot be prevented. In this section, two
broad areas where such subjectivity is present are discussed: decisions surrounding
inclusion of concepts and and those surrounding code definitions. This section aims to
increase transparency by explaining the nature of this subjectivity with some
examples of how it was handled.

Inclusion of concepts: In order to scope and contain growth of the codebook, concepts
that are specific to a certain kind of narrative layer (eg - video quality), type of IDN (eg
- distance between locations) or multiplayer experiences (eg - social relatedness) and
concepts collected for contextualization (eg reasons for quitting, suggestions for

improvement) are excluded.

Splitting up old codes to avoid overlaps and revising the definitions are not seen as
adding new concepts. When a code is split, the code counts in the codebook are

revised retrospectively. If enough information is not available to resolve an overlap
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between two concepts, the more concrete or well defined concept is kept and the other
one is discarded. If the overlap is minimal, both are kept. Concepts that are very
similar are merged into a single low level concept and subtle differences are kept track
of in the last column of the codebook.

Concepts can be placed on a spectrum based on whether the experiences are more
intrinsic to system or user - for example, the degree to which user feels anxious would
fall closer to user whereas perceived logical consistency and realism would fall closer
to system. The interest here is in subjective user experience. Properties completely
intrinsic to either system or player are excluded (eg- details pertaining to interaction
design like number of choices and extrinsic goals, motivation to start playing, player
skills). Some properties, though subjective, are still so intrinsic or specific to either the
user or the system that modelling them as intelligent feedback is unlikely to be either
feasible or useful - eg Loss of self consciousness, or the desire to save some particular
non player character(NPC). In such cases, if an underlying generalizable concept can
be discerned based on why the author was interested in this, then it is this concept
that is coded. For example loss of self consciousness may have been collected as an
indicator of presence. Desire to save an NPC may be interesting because it indicates

the degree of attachment or identification with that character.

Some properties are too dependent on either specific user or system - for example
degree to which user relates to a story is too dependent on the specific user and desire
to save some particular NPC is too dependent on specific system. In this case the
underlying generalizable concept is coded (save npc is coded as degree of
believability, intrinsic objective) depending on why the author’s were interested in

this. If one cannot be interpreted from given information, it is ignored.

Subjectivity of decision regarding concreteness is mitigated to some extent by defining
concrete nodes as the leaf nodes according to the structure of UX defined in the paper.
However, the structure of UX is specified to different degrees in different papers. For
example, it is very clear in [190] and vague in [201]. When the structure of UX is not
clear in a paper, its interpretation and consequently the process of identifying the leaf
nodes becomes more subjective. This impacts the decision regarding which concepts
are concrete enough to be coded as low level. When a concept’s concreteness is not

clear from a paper, it is decided by considering the context and its description in other

papers.

Papers sometimes talk about UX concepts that are not central to the scope of the paper
- for example, in the background sections, follow up questions, when describing
causal relationships to other concepts or in general discussion. Such mentions are
often so brief that interpretation of meaning and concreteness would be too subjective,
making merging them into the codebook difficult. So concepts that are not central to

the framework or evaluation presented in the paper are excluded.
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Code definitions: There is some subjectivity in how the UX concepts as described in
each paper were considered to fall under the same code or not since there is some
variability in how these terms are used and described in each paper. The code
definitions were reviewed by an NLP expert and an IDN expert to reduce bias in the
coding process. The code definitions as described in section 3.4 may vary slightly from
how they were originally used in the paper. This is because sometimes only a subset
of the code is mentioned. For example papers with an interest in just excitement or
anxiousness, were counted as interested in in game or at game affect type and/or

affect intensity accordingly.

Also, as noted in the previous section, this work codes for low level or concrete
concepts that each paper talks about, or in other words, the leaf nodes of their UX
breakdown. This is because this work is interested in concepts that are specific enough
to attempt modelling and automatic analysis using NLP techniques. When the
discussion of UX is too high level (eg. engagement and immersion) without breaking
it down further, it is not considered useful since it is too vague and general to be

modelled and implemented using NLP techniques.

To increase transparency and account for these factors, the variation caused by these
factors is captured in the last column of Table 3.2 which shows the references as well
as the sense in which concepts were originally used in those papers before they were
split up or absorbed either fully or partly into the corresponding code. For some edge
cases, there is some subjectivity around which concepts were coded using the same
code and which codes are included in one category. For example Usability could have
been placed under a different category or been a category on its own. However, here,
it is placed under Agency following Roth et.al ’s classification in [190]. Similarly, the
concept "effort to change the story" was coded as usability since the way it was used in
the paper[66], better usability corresponds to lower effort required to interact with the
story and change it, but this isn’t strictly the same thing as usability. There is
subjectivity involved in this process and a different coder might have grouped things
a little differently. However, what this work aims to do here is to give a concise view
of the landscape of UX dimensions in IDN, presenting one way it can be untangled,
rather than claiming this to be the definitive structure of UX in IDN.

3.3.4 Quantifying Subjectivity

As a result of feedback from reviewers, 16 months after the original coding was
performed, I recoded a random sample consisting of 10% of the papers against the
codebook. This helps quantify intra coder consistency. There was 88.23% overlap in
the resulting codes, which is considered normal [41]. No new codes were added to the
code book during recoding. 15 of the codes that were found during recoding
overlapped with codes that were found from these papers in the first round of coding.
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1 code that appeared during recoding was not included in the first round. This code
was "motivation to continue" from [252]. This is due to ambiguity surrounding
interpretation of the high level concept of engagement. One code (suspension of
disbelief) was coded from [233] in the first round, but not in the second. This is due to
a similar ambiguity in interpretation of "believability". It was coded as "perceived
realism" and "suspension of disbelief" in the first round but simply as "perceived
realism" in the second round based on how it was talked about in the paper. Such

subjective decisions are described and clarified further in section 3.3.3.

To determine inter-rater reliability, another PhD student, who has a background in
IDN research and authoring, independently recoded a randomly sampled 20% of the
papers against the codebook. Agreement ranged from 0.98 in [226] to 0.76 in [124] and
average agreement was 0.86. Cohen’s Kappa is a metric commonly used to account for
chance agreement when calculating inter-rater reliability [59]. The average Cohen’s
Kappa was 0.72 which is considered substantial [59]. 59% of the disagreements were
due to codes being missed by either coder due to subjectivity regarding which
concepts are considered central to the scope of the paper and whether the paper
focused on a UX dimension enough. Additionally, there was an underlying
assumption in the methodology design that the author’s overall interpretation of UX
would be the same as the breakdown they used while evaluating their systems.
However, this is not the case in [32] where the goals of design mention concepts like
usability whereas this is not reflected in the final evaluation. This resulted in some
disagreements regarding which concepts were central to the scope of the paper. The
remaining 41% of disagreements were due to subjectivity in interpretation and
breakdown of codes based on the way it was talked about in the paper. For example,
in [124], choice frequency was coded as interactivity by the first coder and as variety
by the second coder.

3.4 Results

This process yielded 47 codes which can be placed under 8 categories as shown in
Table 3.2. Note that the use of each concept in its original paper might vary slightly
from the definitions given below. Sometimes only a subset of the code is mentioned.
For example papers with an interest in just excitement or anxiousness, were counted
as interested in in game or at game affect type and/or affect intensity accordingly.
Papers that don’t mention the code but a higher level concept, for example,
believability, were counted for all sub-codes based on its interpreted meaning. Papers
where a code is mentioned very briefly or not as part of the central work were not
counted. The last column shows the references as well as the sense in which concepts

were originally used in those papers before they were split up or absorbed either fully
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or partly into the corresponding code. The following sections describe each category

in more detail.

3.4.1 Agency

Six dimensions related to player agency were identified. Autonomy or the perceived
freedom to do as the user wanted is related to the number and quality of options as
well as navigational freedom. High levels of autonomy is usually desirable but may
make the IDN more resource intensive. Therefore, authors often to make sure that
they strike the right balance, providing the player with enough options that cover
enough of what they might want to explore in the game. Effectance or perceived
meaningfulness and impact of choices is related to being able to recognize when and
how the storyworld was causally affected by the player’s actions through clear
feedback. Having many options that make no difference to the game is rarely
engaging. Effectance serves to reinforce player engagement and immersion by
validating player actions with tangible narrative consequences. This is also a
pre-requisite for control which means being able to intentionally bring about specific
goals and outcomes. Recognising patterns in how actions bring about certain
consequences can lead to players being able to pursue their objectives in the game.
Understanding the level of control players have is essential for the author when
designing in game tasks and challenges for the player. [80] is interested in the idea of
persuasion or degree to which the player was persuaded to take a particular action.
Conversely, [229] talks about the degree to which the player felt like he was being
manipulated by the system. These concepts were coded as manipulation.
Understanding this dimension allows IDN creators to balance narrative guidance with
player autonomy, ensuring that users do not feel overly directed which can negatively
impact their sense of agency. [176] talks about personalisation or the extent to which
the user feels that they experienced a story unique to their actions. This is related to
the extent to which a user feels like they expressed their intention and extent to which
they feel like the system understood this expression and has responded to it
accordingly. Additionally usability, which refers to the user’s experience with both
the hardware and the software from a HCI perspective is also put under this category.

3.4.2 Cognition

Eight dimensions related to cognition were identified. Logical consistency is
consistency of events and character behaviour as well as the themes and messages of
the narrative. As an IDN author, maintaining logical consistency along all possible
traversals of the IDN is important to ensure that the reader does not experience any
jarring discrepancies in the story logic, breaking immersion. Ambiguity is the level of
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Category | Code num | references
navigational freedom[200, 199], availability
Autonomy 6 of desired choices[124, 99]
autonomy[190, 229]
Acenc effectance[191, 161, 190, 241] unnecessary
gency Effectance 7 choices[124] meaningful interaction [31],
actions had no effect[99]
Control 4 flow[236, 161] control[124, 201]
Manipula- 3 likelihood of successful manipulation[80]
tion autonomy[190]non limitation[229]
{’ii;sonahza- 1 personalization[176]
Usability 7 usability[191, 66, 124, 220, 190, 201]effort to
change story[66]
Narrative Epiphany [71], observed '
Understand- | 9 understanding[233] understanding theme,
ing intent [200, 199, 189, 20] narrative
understanding[252, 118] intelligibility[31]
flow[236, 176]clear feedback,goals[161]
Cognition | Game Un- 9 expectations[191, 220, 189] understanding
derstanding how to interact[66, 206]system
intelligibility[31]
g?gi;‘;ffn d |4 epiphany[71]closure[31]perceived
ing understanding[233, 20]
epiphany[71] believability[233, 220, 190,
Logical 191, 189, 201]visual communication[252]
Consistency 11 surprise, incongruency|[32]
immersion[118]coherence[229]
inconsistencies[229, 201]
Ambiguity | 1 level of abstractness[31]
believability[233, 220, 190] character
believability[191, 189, 201] intelligent
Perceived 10 response [161] perceived
Realism realism[252]presence, immersion,
naturality[118] breaks - sense of
strangeness[229]
difficulty[236, 161, 176] was
Challenge 5 demand}i]ng[lzél] flow[190, 236]
variation in experienced story[200] degree
Storification | 4 of storification[99] emergent narrative[198]

narrative understanding, mental
models[118]

TABLE 3.2:

Codebook: UX dimensions
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Category | Code num | references
sensory, imaginative immersion[236]
Presence 7 presence[191, 190, 252, 118] Loss of Self
Consciousness[161] emotional, spacial
immersion[241]
Suspension 4 believability[233, 220, 190] role
Immersion | of disbelief identification[189]
Absorption, attention, focus[206, 252, 124,
Degree of 10 118, 161, 236, 191, 118, 176], transformation
focus of time[161], attraction[92], awareness of
surroundings[66]
Object of 3 .
attraction towards[92, 206] reference[226]
focus
role adoption[191, 220]
cognitive/behavioral
Identifica- 9 responses[161]emotional
tion engagement[252]suspense[190]
identification[190, 229, 252, 189]
perspective[226] like/ dislike[242]
flow[236, 191, 67, 176],
Continuity | 7 inconsistencies[229, 201], breaks[229],
relatedness[242]
Aesthetics 4 sensory immersion[236]
pleasantness[191, 220, 124]
Safety 1 safety[176]
Suspense, tension, anxiety
[233, 236, 200, 241, 23, 220, 190], Affect,
emotional state
[233, 236, 191, 161, 220, 190],
in game Enjoyment[233, 191, 67], Flow[236, 118],
affect 17 emotional
Aff intensity engagement/immersion[199, 118, 252, 241],
ect .
behavioural responses[161],
Reception[252], closure[176],
Curiosity[190], Pleasure[229],
Surprise[201, 190]
suspense[233, 236, 200, 23, 190]
affect[233, 236, 191, 161, 198, 190]
in game enjoyment[233, 191] flow[236, 118, 190]
affect type 15 reception[252] closure[176] emotional
state[92, 220] curiosity[190] emotional
engagement[118] pleasure[229]
surprise[201]
:’; f%?:ne 5 annoyance[124], enjoyment[220, 229, 190]
. . interest,fun[118] flow[118, 190]
intensity
at game anpoyance[124]affect-technical[198]
affect type 6 enjoyment[220, 229, 190] flow[118, 190]

interest, fun[118]

TABLE 3.3: Codebook: UX Dimensions contd
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Category Code num | references
Curiosity 10 curiosity[191, 233,199, 189, 124, 67, 220, 190]
[201] temporal immersion[241]
Closure 2 narrative closure[31, 176]
Epiphany [71], Suspense
Drama [233, 236, 191, 200, 32, 220, 190],
. imaginative/emotional
Uncertainty | 13 imn%ersionp%, 241] curiosity[220, 190]
believability[191]
predictability[124, 32, 201] Surprise[32, 201]
Suspense[233, 220, 191, 200, 32]
Expectation | 9 imaginative/ emotional immersion
[236, 241] expectation[189, 32]
surprise[201, 32]
Desired 3 satisfaction with ending[124]
outcomes dreaded/desirable outcomes[190, 124]
Novelty 1 novelty[124]
. variation in experienced
Variety 2 story[ZOO]vari(iy[229]
Themes 4 thgme[l99, 200]images[229] escalating
climax[201]
Eudaimonic eudaimonic appreciation [233, 190]
apprecia- 4 meaningfulness, take-away[189] pleasures
tion of reflection[176]
Rewards - . —
Sense of Auteletic Exper1epce, Iintrinsic
reward 5 rewards[161] feeling
rewarded[176, 124, 201] curiosity[190]
Learning 1 cognitive responses[161]
increase of interest in the topic[189]
Interest 2 edurability[124] b
. continuation desire[21, 198, 20, 118]
to continue | 5
engagement[67]
to replay 5 desire to replay[236, 200, 159, 198, 124]
Motivation desire to explore/get
to interact 2 involved[199]motivation to change
story[66]
Objectives 1 objectives[198]
Activities 1 activities[198]
Reinforce- 2 catharsis[176]accomplishments[198]
ment
Interactivity | 3 ‘frequen‘cy' choices[124]participation[241]
Dissonance interactivity[20]
Narrativity | 1 perceived narrativity[20]
disruption[124, 241] narrative play[159]
Dissonance | 4 separation of interactivity and

narrativity[20]

TABLE 3.4: Codebook: UX Dimensions contd
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abstraction or clarity of the content. According to [31], narrative is said to be
unambiguous when the content predisposes audience towards one and only one
interpretation. High ambiguity can encourage interpretation and curiosity whereas
low ambiguity facilitates a clear understanding. The author might want to balance
this differently in different aspects of the narrative to guide the player’s experience
while allowing a level of interpretive freedom. Degree of storification is the extent to
which a self-narrated story and mental models are created internally in the player.
This becomes important especially in the case of IDN experiences that are more
emergent or less closely authored, requiring active user participation in creating a
narrative from the experience. Narrative understanding is a measure of how much
the user understands the story as intended by the author. Having insight and control
over this dimension of UX allows authors to ensure that all information is set up and
released appropriately and that the core messages of the narrative is communicated as
intended. Similarly, game understanding refers to how much the user understands
game elements like clarity of goals, rules, boundaries and how to interact with and
influence story. This allows the author to ensure that the players know how to
effectively navigate and influence the story’s progression. Perceived understanding is
the user’s subjective sense of understanding or the degree to which users felt like they
understood the narrative rather than their interpretation of it being conjecture.
Narratives often include moments when the narrative elements "click" into place.
Authors may want to intentionally time moments of realization to make the
experience both intellectually stimulating and rewarding. Challenge is a measure of
how difficult users found the game and if they found that level of difficulty necessary,
meaningful and enjoyable. Optimising the level of challenge is essential for effective
design of game elements in the IDN, allowing the players to achieve an enjoyable
"flow" state. Perceived realism is the game’s closeness or resonance with reality
judged on plausibility of events and character behaviour, perceived intelligence of
system and characters and the degree to which the experience does not feel
engineered. Implausible storylines can break immersion making the experience less

engaging.

3.4.3 Immersion

Eight dimensions of Immersion were identified. Presence is related to the degree to
which the user feels like they have left the actual world and entered the story, the
feeling of being in the mediated space with mediated people. Suspension of disbelief
refers to the degree to which the player loses awareness of the medium through which
the experience is transmitted. Degree of focus or absorption refers to the degree to
which the user’s abilities and attention is focused on the experience. Sometimes there
is also interest in the Object of Focus - game, narrative or reality frame. Identification
or connection refers to the perspective adopted by the user as well as affective
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disposition towards different story elements. It includes the degree to which users
identify with the role and the story as well as the degree of attachment, empathy, and
sympathy felt towards different characters. Continuity is the degree and duration of
ongoing continuous involvement in the storyworld, merging action and awareness
and the absence of breaks in the narrative caused by sudden changes in tone or the
occurrence of abrupt, unconnected events. Aesthetic pleasantness, or the degree to
which the user finds the setting and layout appealing, is also included in this category.
Though not commonly discussed, [176] also talks about immersion in relation to the
user’s perceived Safety and how past a certain level of immersion, the user is at the
risk of feeling unsafe. Monitoring these dimensions could help IDN authors identify
parts of the IDN that may break immersion.

3.4.4 Affect

Authors usually want to trigger certain emotions in the player and create a certain
pattern of arousal and relief. While affect encompasses a vast range of experiences, it
is listed in the codebook as in game and at game affect type and intensity. Affect
intensity is the intensity of emotional arousal and engagement felt. Affect type refers
to the type of affect. More than 40 types of affects were listed from all papers together
(e.g. Exhilaration, Anger, Frustration, etc.). Listing them out as separate codes does
not seem useful but an important distinction to make is between affect felt towards the
application or the game itself versus the same emotions aroused by events in the
narrative. This is similar to the idea of at-game and in-game frustration described in

[158]. This is differentiated as at-game or in-game affect.

3.4.5 Drama

This category relates to traditional narratology and drama. Curiosity is defined here
as the degree of interest in the story, progression and actionable possibilities, or
simply, a desire to find out more. Themes refers to topics, images and tropes that the
user identified in the experience. Novelty refers to perceived newness and innovation
in different elements of the experience. Variety refers to number and diversity of
choices, experiences and actions. Closure is the degree to which users felt like the
experienced story was complete and that the relevance of all story elements was
revealed [31]. Suspense and surprise were absorbed into other concepts including
uncertainty or predictability of progression and system responses and expectation
aroused by a situation or narrative prompt. Suspense also includes the code - desired
outcomes which refers to the user’s dreaded and desirable consequences as well as

satisfaction with how the story progressed. These are narrative devices that authors
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use and can easily keep track of when writing linear narratives, but this becomes

increasingly hard to manage with non-linear plots.

3.4.6 Rewards

Reward systems are essential to retain engagement both for narrative and interactive
experiences. Four dimension related to rewards were identified. Eudaimonic
appreciation is a measure of perceived cognitive and emotional meaningfulness of the
experience (in terms of deducing general life lessons, insights into the meaning of life
or how much the source challenges perceptions and life stories of the user.) Sense of
accomplishment is related to the degree to which the player found the experience
intrinsically rewarding and considers their investment in it worthwhile. Learning is a
measure of how much playing game improved skill, knowledge or intelligence and
arousal of interest stands for the degree to which the experience created an interest in
the topic or in IDN. Keeping track of these dimensions can help IDN authors set up
and pace their rewards to create an engaging experience.

3.4.7 Motivation

Six dimensions related to motivation were identified - Objectives refers to intrinsic
objectives that the user developed while playing. Activities refers to what types of
actions (interface/solve/ sense/ socialize/experience story and characters/
explore/experiment/create/destroy) users planned to or wanted to perform.
Reinforcement refers to types of rewards that kept them motivated (completion,
advancement or achievement). This was included in this category rather than
Rewards because they were interested in the reward in the context of continuation
desire. The remaining dimensions - intensity of desire to continue playing, desire to
interact and desire to replay are self explanatory. In the context of user studies,
understanding these dimensions helps authors place narrative milestones, challenges,
choices and rewards in a way that is streamlined for player behaviour and measure
the overall success of the game. As simulated feedback using game playing Al that
mimic human play patterns, these can help gain some insight into these dimensions in
the early stages of prototyping and development.

3.4.8 Dissonance

The final category has only three codes. Interactivity refers to the user’s perception
and satisfaction of the degree of participation or interactivity. Narrativity refers to
user’s perception of the game’s focus on narrative elements as compared to its game

elements. Dissonance stands for the degree of perceived dissonance or harmony
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experienced between game and narrative elements. A satisfactory level of interactivity
and narrativity with low level of dissonance indicating seamless integration of
gameplay with story are key objectives in IDN design.

3.5 Discussion

The codebook shown in tables 3.23.3 and 3.4 tells us what aspects of UX IDN creators
are interested in, answering RQ 1.1 — What concrete aspects of the reader/player’s
experience interest IDN authors?. While there have been many efforts to formalize and
break down UX into simpler dimensions, they have resulted in many different
interpretations - each concept being defined slightly differently in different papers and
concepts overlapping each other to varying degrees in their many definitions. The
intention of this work is not to promote a new belief of what UX should look like, or to
claim that this is a definitive list of UX dimensions, rather the work presented here
brings together and untangles those interpretations of UX expressed in the IDN
literature, showing us ultimately what concrete dimensions of UX can be considered
to be of interest to this specific community. The counts associated with each concept
also gives us some insight into the relative interest and usefulness of modelling
different dimensions of UX, although there will be other factors at play (for example,
how commonly they are discussed in other communities, or the availability of
instruments with which to measure them). The references column also tells us in what
sense the interest was originally expressed. Researchers are often interested only in
specific aspects of UX but this table may be used in evaluation to give a broader and
more complete understanding of UX for IDN, and to identify dimensions that are
considered less frequently. For example, while effectance, autonomy and usability are
widely evaluated, concepts like control, manipulation and personalization are given
less attention, even though they might provide useful insights about the user’s
experience of agency. Other commonly used evaluation frameworks like [190] and
[29] can be seen as focusing on a subset of the codes listed.

Springer was chosen as the electronic resource for the UX review since it has enough
breadth and it contains ICIDs proceedings, so it was considered sufficient to map out
the space. It includes enough complexity for it to be sufficient, but it cannot be
considered complete since by not including the other resources, this work might have

missed out on some relevant work.

The main motivation for our list is so it can be used as a starting point for generating
automated feedback for the author to assist authoring. Authors usually want to create
a certain pattern of effects for the user. For example, [190] talks about cyclical building
up and relieving of curiosity. While it might be possible for the author to visualize,
predict and create this effect when writing linear stories, it becomes hard to keep track
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of this when the space of potential stories grows. However, if UX dimensions like
curiosity, expectation, uncertainty and affective responses could be automatically
modelled, then it should be possible to reflect this to the author for all the possible
paths through their narrative, allowing them to more efficiently tailor the content and
tune its effects on the user along all branches, resulting in better authorial control and

user experience.

It is important to note that while the work presented in this chapter gives us enough
insight into the research question to guide further research into NLP techniques that
might be used to generate feedback related to them, creating an exhaustive list of UX
dimensions and authoritatively determining their relative importance would require
covering more sources and validating the results with a representative set of IDN

authors.

3.6 Conclusion

This chapter examines what the IDN community considers to be the important UX
dimensions for its users, readers and players. The goal is to understand what
automated feedback might be useful to IDN authors. To gather feedback items that
will help the author a systematic review of UX in the IDN literature is performed. This
process untangles the many overlapping interpretations of UX by different IDN
researchers and yields a list of 47 feedback items covering 8 categories: Agency,
Cognition, Immersion, Affect, Drama, Rewards, Motivation, and Dissonance. The next
chapter will investigate NLP techniques that will help automatically estimate these.
Integrating such feedback into an authoring environment would not only help detect
problems but would also allow authors to closely tailor the experience for their users
without massive-scale iterative playtesting. It could free them to write more complex
narratives without losing sight of how each branch of those narratives impacts the

user.

Authoring goals go beyond UX, and these could also be assisted by automation. For
example, the desire to express a specific authorial intent calls for feedback at a lower
level than UX. This is in part accomplished by visualizations such as those in
Novella[89] and progression maps[40], but as complexity grows, more insightful
views like sentiment networks, maps, timelines and dramatic arcs are also worth
considering. Reviewing commonly applied narrative devices, formalisms,
conventions and authoring practices might tell us which would be most useful.
Similarly reviewing critical analyses of IDN works and IDN theory might show us
what feedback items can help the author maximise the use of IDN affordances or train
them in the art of IDN [122]. This might also mean feedback that helps them fluently
use the authoring tool (e.g. system feedback [217]).
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By focusing on the dimensions of UX specifically of interest to the IDN community
this work has shown the range of feedback that automation might usefully provide,
answering RQ 1.1. In the next chapter, these UX dimensions are mapped to NLP tasks
and applications to understand which of these forms of feedback NLP techniques can
feasibly generate and gain insight into RQ 1.2.
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Chapter 4

Mapping UX Dimensions to NLP
Research

4.1 Introduction

The nonlinear structure of IDNs makes authoring them very challenging since even in
the case of simple interactive narrative structures (like choice based branching
structures), the authors quickly end up having to keep track of many different story
permutations. It becomes impossible to keep track of the internal narrative space
above a certain size (in terms of either the length or breadth of the tree) and it becomes
harder and harder for the author to picture how a reader might experience the content
that they are writing. Usually, the author has to write a lot of content and perform
iterative playtesting to get an understanding of the user’s experience, but this an
expensive process that is difficult to do exhaustively. The creation of a specific
experience for the user is commonly emphasised as the author’s primary goal [164].
So this inability to picture user experience while writing is a major challenge for
authors. Our work is aimed at reducing the burden on human authors, not in terms of
the amount of content that needs to be written, but by helping them manage the
complexity of the narrative by giving them more oversight and control over the the

interactive experience that they are creating.

A mixed-initiative approach has been proposed as a way to overcome this issue by
giving the author feedback on the potential experiences possible within their work,
referred to as Narrative Analytics in [156] and Intelligent Narrative Feedback in [217]
but this has not yet been investigated in much detail. This is referred to as Authoring
Feedback in this thesis. Artificial Intelligence (AI) and Natural Language Processing
(NLP) open up a lot of opportunities for generating intelligent feedback. Some types
of feedback can also be provided in real time while the author is writing to help them
keep track of all the paths in the interactive narratives that lead up to the portion of
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text that they are currently writing. This work was written up as a position paper and
is under review at IEEE Multimedia.

The last chapter looked at what aspects of user experience could be useful to IDN
authors if estimated automatically and given as feedback. This chapter tackles the
next research question - How can NLP techniques be applied to generate feedback that can
give insight into the identified UX dimensions? An exploratory review of NLP work
related to UX dimensions identified in the previous chapter and on narrative text in
general is performed and the UX dimensions are mapped to areas of NLP research
that can be leveraged to generate feedback related to them. The mappings were made
based on the similarity of the description of NLP problems and the definition of the
corresponding UX dimensions as well as the applicability of NLP techniques to gain
insight into a given UX dimension. For 23 of the identified UX dimensions, related
NLP work that might be applied to provide automatic insights was found. This work
then takes a pragmatic look at three of these NLP mappings in more detail and discuss
challenges, state of the art, and what these might look like if integrated into an
authoring tool, leading to five concrete examples of feedback items that could be

generated using existing NLP approaches.

4.2 Related Work

Previous works like [156] draw attention to the issue of lack of author’s visibility of
the story space and user experience and proposes automatically generated feedback as
a way to help. Later work on UX Dimensions in IDN[184] builds upon these ideas by
investigating what kind of feedback items could be useful to authors and replace
iterative playtesting. This chapter looks at how NLP techniques might be applied to
do this automatically. Even though some authoring tools use Al to assist authoring, it
is used generatively to reduce authoring burden [211] or to ensure consistency[153] it
has not been used analytically - to analyse the space of possible player experiences
that can be had from the content written and give this as feedback that assists
authoring. The authoring tools that do give feedback to assist authoring like [40] do
not investigate using NLP techniques to do so. Al and NLP could be used to generate
a variety of more sophisticated feedback and that is what is addressed in this paper.

4.3 Methodology

To get a sense of what techniques are available to estimate these UX dimensions
automatically, NLP literature related to each of these dimensions was reviewed.
Replicating the systematic review methodology for NLP work is not feasible due to
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FIGURE 4.1: Mapping NLP Tasks to UX Dimensions based on their definitions

NLP TASK

Contradiction Detection
The task of classifying pairs of
sentences into entailment, neutral

and contradictions. Can also refer to
plausibility of event pairs co-
occuring.[12]

Causality Identification
Identifying causal links between
events.

Next Sentence/Event Prediction

Predicting the next sentence/event
or assigning a probability to how

v

likely a given sentence/event is to be
the next, given all sentences/ events

so far. /

Coherence
Connectedness and flow of adjacent

(local coherence) and remote
(discourse coherence) sentences.

Topic Modelling
Identifying topics covered in text.

Semantic Similarity
Similarity measures computed
between vector representations of
text at word, sentence, event or
document level.

Emotion Detection

A 4

Perceived Realism

behaviour and lack of contradictions.

consequences in the storyworld.
Control

consequences.

UX DIMENSIONS
IN IDN

Logical Consistency

Consistency of events and messages

(including lack of contradictions and
implausible events).

or the game's closeness with reality
judged, among other things, on the
plausibility of events and character

Effectance
or perceived impact of choices is
related to how strongly player's
actions are causally related to

being able to intentionally bring
about specific outcomes is easier
‘when there are strong causal
relationships between choices and

Uncertainty
How predictable the progression of
narrative is could be indicated by the
confidence with which a prediction
can be made.

Expectation
Expectations aroused by a situation
or narrative prompt including
predicted sentences and events..

Continuity

is among other things, the absence

of breaks in the narrative caused by
sudden changes in tone or the

occurrence of abrupt, unconnected

events.

Themes
refers to topics, images and tropes
that the user identified in the
experience.

Novelty \

refers to perceived newness in
different elements of the experience
including themes and emotional
experiences compared to other
works.

Variety
refers to the diversity of content,
choices, themes and emotional
experiences within and across

branches.

Affect Type and Intensity

the task of automatically identifying

emotions expressed in text.

i
5

Intention/ Desire Identification

the type and intensity of emotional
arousal and engagement felt.

S

Objectives and Activities

Identifying expression of desire and
fulfilment.

Modelling Empathy and Distress

A4

that the user might want to perform.

[ includes the degree of empathy felt

Manipulation

includes the degree to which players
were persuaded to take a particular
action. High probability of the user
taking the action can correspond to

high persuasion.

Identification

towards different characters.

\
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NLP
APPLICATION

Example of Application

Extract summaries related to particular

topics / entities to ensure realism and
consistency.
Query Based Summarisation
Generating a summary that is
focused around a particular query. B i )
Query everything written so far in a branch

Question Answering

about a certain topic to see how the reader
might understand references to it if
introduced in the current lexia

Ask questions about the storyworld - eg:
When a character X is alive in some paths

that lead to a certain lexia and dead in
5 5 athers, the author can ask "Is X alive?”
before writing that lexia.
Automatically answer questions
from a given text. )
Query each branch to see if certain

information/ instructions are present in
that branch. Eg. "Who is Luke's father?”,
"What does Chloe need to do next?"

empathise with

Desired and dreaded outcomes can be
= - inferred from positive or negative events
Modelling Ernpathy arid Distresz happening to characters that the player

Plot Summarisation

summary that highlights the plot.

plot points are set up and revealed in a way

The author can generate plot summaries
isati along each branch to get an overview of
Automatically generating a many aspects, and to see if information and

f Sentiment Classification \

Classifying text into positive/
negative or neutral sentiment.

that creates the intended dramatic effects.

See how relationships between characters

When applied to interaction
between characters, this can
indicate positive or negative

\_relationships between them. /

a Character Profiling
refers to classifying character roles

or in a particular branch.

have come across in content written so far,

See how the characters have come across

and modelling their psychological
profiles. P,

Comparative Summarisation
Multi document summarization
where the aim is to produce
summaries that
capture the similarities and
differences between
a set of documents. [11]

# in content written so far, or in a particular
branch.

UX DIMENSIONS
IN IDN

Perceived Realism
or the game's closeness with reality judged,
among other things, on the plausibility of
events and character behaviour and lack of
contradictions

e £

[ Continuity:

[ Identification \

The author can produce summaries
highlighting similarities and differences
between branches (or other works) to
check for variability, number and effect of
choices.

¥

e, o

;‘ Drama N\

\ the experienced story was complete. //

e personalities as them. /

Logical Consistency
Consistency of events and messages.

' . ™
Game Understanding )
refers to how much the user understands
game elements like clarity of goals, rules,
boundaries and how to interact with and
influence story.

— ~
Narrative Understanding |
a measure of how much the user understands
the story as intended by the author

Uncertainty : How predictable the
progression of narrative is.
Expectation : aroused by a situation or
narrative prompt.

Curiosity :the degree of interest in the story
progression.

Closure: the degree to which users felt like

Desired Outcomes:
the user's dreaded and desirable outcomes in
the story.

N

Affect By

In Game Affect Intensity: the intensity of
emotional arousal felt.

In Game Affect Type: refers to the type of

emotion felt. T

.

~

the absence of breaks in the narrative

¥

™
includes the degree of empathy felt towards
different characters. Players tend to empathise
with protagonists, characters poistively related
to them and characters with similar

J

- g
Eudaimonic Appreciation |
a measure of perceived meaningfulness of the
experience - often caotured by the plot or
consequences to choices made by the player.

- ~.

v Agency R

\

Autonomy : or perceived freedom is
related to the number and quality of
options
Effectance : or perceived impact of choices
is related to how the story differs in each
branch as a result of choices made.
Control : being able to intentionally bring
about specific outcomes is related to being
able to identify recurring patterns in how
certain choices create certain kind of effects.
Personalisation : extent to which the user
feels that they experienced a story unique
\ to their actions is related to how different /

h branch is. £
each branchiis. A

Variety and Novelty
the diversity of content, choices, character
types, themes and emotional experiences
within and across branches (variety) and

Ao compared to other works (novelty). )

FIGURE 4.2: Mapping NLP Tasks to UX Dimensions based on their applicability
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size of the field and because relevant work is spread so widely, it is also not feasible to
focus the search to a subset of NLP research. Additionally, unlike UX dimensions for
IDN which was talked about differently in different papers, NLP research areas
covered in this chapter are well understood and do not need to be discovered or
unified through a systematic review. Therefore, for this second phase, an exploratory
approach is adopted, basing our search on the UX dimensions identified in the

previous section.

The search was performed primarily on ACL!(Association for Computational
Linguistics) since it contains a variety of good quality NLP research. Google Scholar
was also used to be more comprehensive. This is a lot wider than the review
constrained to Springer in the previous chapter. The main reason for that was that for
the last chapter, the objective was to untangle the many different ways in which UX
was talked about, but here the research areas don’t need to be discovered in the same
way. It is more about understanding the relationships between the UX concepts and
tields of NLP researcg so its more exploratory and does not need to be constrained in
the same way. Each of the UX dimensions was searched for with terms associated
with NLP. Search terms were determined by identifying potentially relevant NLP
research areas from surveys and literature reviews of natural language processing
[227] or through trial and error by trying out terms associated with each UX
dimension. For example, corresponding the UX dimension in-game affect, NLP search
terms like affect detection and emotion recognition was used and for effectance terms
like “causality” and ’causal relationships’ returned more relevant results. Literature on
narrative NLP was also searched for. This included keywords like 'narratives’,
"fiction’, “literary texts’, ‘novels’,'movies’, ‘screenplays’, ‘plot’, ‘story’, ‘games” and

‘interactive narratives’.

Even though the ease with which NLP work could be found for each UX dimension
reflects its availability to some extent, note that this type of exploratory review cannot
provide a comprehensive, quantitative view of how much NLP research is available
for each UX dimension. The primary intention behind this mapping is to illustrate the
potential of NLP within IDN by drawing connections between well-known areas of
NLP research with UX dimensions that are interesting to IDN authors with some
examples that back up these mappings and can act as starting points for researchers
from either field.

Mappings were refined and validated through review by an IDN expert, an NLP
expert and an experienced IDN author. The exploratory search and mapping were
done by the author of this thesis and then reviewed and revised by the experts and the

IDN author through iterative validation steps to mitigate bias and control subjectivity.

https:/ /aclanthology.org/
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The mappings are created in two ways: based on definition and based on applicability.
Some NLP tasks (for example, Emotion Detection) by definition, correspond to the
task of estimating a certain UX dimension automatically from text (affect). In some
other cases, even though the NLP problem does not directly correspond to a UX
dimension, it can be applied indirectly to gain insight into a certain UX dimension.
Both these views are useful in the context of generating authoring feedback, and are

described in more detail in the following sections.

4.3.1 Mapping Based on Definitions

These are mappings that were created because the paper tackled an NLP problem that
directly corresponded to any of the IDN UX dimensions. These mappings were
decided based on the description of the NLP problem and definition of the UX
dimension. A mapping was made when the descriptions suggested a potential for
positive or negative correlation between these concepts. Figure 4.1 shows which UX
dimensions map to which NLP tasks and the reasoning behind these mappings by
showing the definitions of the NLP tasks and UX dimensions and how they are
related.

A mapping between a UX dimension and NLP task indicates that that particular NLP
task is closely related to estimating the corresponding UX dimension automatically
from the text - and hence methods from these research areas could be applied to this
end. To clarify, this doesn’t necessarily mean that existing methods in these fields are
directly applicable or already good enough to generate the necessary feedback at a
usable quality. It will require further experimentation and research to see to what
extent they would help in practice and how existing approaches would need to be
modified for this domain and use case. The mapping does however indicate that
potential and serves as a call for collaboration between these two communities by
connecting affordances offered by NLP techniques to requirements from the IDN
authors.

4.3.2 Mappings Based on Applicability

These are mappings that were created because the NLP technique could be applied
indrectly in some way to give insight into a UX dimension. Figure 4.2 outlines NLP
applications which can indirectly give insight into mapped UX dimensions, even
though they don’t directly try to estimate the UX dimension. For example, plot
summaries along different branches help the author better understand how the plot
progresses along each branch, providing the author insight into several dimensions
related to Drama like uncertainty, expectation (and by extension, suspense and

surprise), curiosity, closure and desired outcomes. Figure 4.2 summarises these mappings
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along with an example of how the NLP application might be applied to gain insight

into the corresponding UX dimension.

4.4 Results

After the UX dimensions relevant to IDN were identified, the second phase of this
research looks for relevant NLP techniques. This second exploratory search revealed
12 NLP research areas that could be applied to 23 of the 47 UX dimensions (either
directly, indirectly or partially). No mappings could be found for the remaining 24 UX
dimensions. Table 4.2 summarises the mappings shown in Figures 4.1 and 4.2.

Six NLP research areas were identified that are related to the broader research area of
Machine Reading Comprehension (MRC). Different types of Automatic Text
Summarisation (ATS) approaches were also found that could give insight to many of
the UX dimensions at once by providing a compact view of the story space. Of the
remaining NLP problems, five are are Text Classification (TC) tasks.

These NLP research areas are shown in Table 4.2 along with references to relevant
papers from these fields. The References (General) column gives examples of papers
tackling these tasks or recent literature reviews of the field that give an overall
landscape of that task. The References (In Domain) column contains examples of
papers where the technique was applied to narrative text like literary texts or movie
scripts (these are closest in domain to the kind of texts found in IDN and narrative
games). Note that the character profiling task has examples only under 'In Domain’
since this task is specific to the narrative domain. The mappings are described in more
detail in the following sections. The mappings are also shown as a heatmap in table
4.2.

4.41 Machine Reading Comprehension

MRC is a broad research area that includes several subtasks of interest to IDN.
Contradiction detection is a classification task of classifying pairs of sentences into
entailment, neutral and contradictions which is similar to the idea of ensuring logical
consistency [213] between parts of a narrative. Sometimes, instead of strict
contradictions, highly implausible event pairs are also considered contradictions in
order to fit real-world use cases better [68]. There are also papers like [139] that
directly address the issue of plausibility. This maps to perceived realism which also
deals with plausibility of events in the story. Next Sentence Prediction is the task of
predicting a sentence embedding of the next sentence given all the sentences so far
[70]. The task is often framed as assigning probabilities to a set of potential next
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sentences such as in suspense. It is often used in Language Modelling and deals deals
with flow of textual data which is directly linked to continuity. Next event prediction
[44] is a similar task where instead of sentences future events are predicted based on
past ones. These can both be indicative of uncertainty (how uncertain the model is
about the next event or sentence) and expectation (what is the expected next

sentence/event).

Even though there is no NLP work on effectance, there is some work on automatically
identifying causal links between events [188]. This could potentially be applied to
capturing causal links between choices and their effects - giving an indication of
effectance. Consistency of causal relationships between events also gives some insight
into control as it indicates identifiable patterns in actions and consequences that the

players can pick up on.

Local coherence [154] represents connectedness of adjacent sentences and discourse
coherence represents the connectivity of remote sentences and overall flow structure of
the document. This is partially similar to the UX dimension, continuity. Work based on
intention, desire and belief identification like in [47], [180] might be applied to identify
the user’s objectives and activities that they might want to perform based on their
actions so far. Predicting what actions the user is likely to perform also gives some
insight into manipulation in terms of how likely they are to take the intended actions in
the game. Tasks like question answering help the author keep track of the narrative
space better, indirectly helping them with many UX dimensions. For example, letting
the author interact with the storyworld they are creating through a QA interface like
in [195] can help them maintain context and avoid logical inconsistencies and ensure
realism. While it can be challenging for QA systems to perform complex inferences to
retrieve answers, the author can also query the system with simple questions to get
some indication of if certain information (indicating Narrative Understanding) or

instructions (indicating Game Understanding) are present in a branch.

4.4.2 Automatic Text Summarization

Feedback in the form of automatically generated summaries can potentially help the
author visualize many of the UX dimensions at once by providing a more compact
view of the narrative space. Summaries help visualize the narrative space, so it helps
in visualizing all UX dimensions a little better, but in particular it helps with the
dimensions mapped to it in table 4.1. Different types of summarisation may be
categorised as single or multidocument summarization based on type of input,
generic or query focused summarization based on nature of output summary, general
or domain-specific based on summarization domain [74]. This section discusses these

mappings and different types of summarization in more detail.
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Generic summarisation in the narrative domain usually refers to summarising the
overall plot [173, 133]. IDN summaries contain game and interactive elements in
addition to plot elements with these elements sometimes being closely entwined with
each other. Summaries along different branches of an IDN can help the author
visualize plot progression, providing the author insight into dimensions related to
Drama like uncertainty, expectation (and by extention, suspense and surprise), curiosity,
closure and desired outcomes. It also helps the author get a sense of the overall affective
dynamics of the story and assists in ensuring continuity and narrative understanding. The
message of the story is often tied into the overall plot so plot summaries can also give

the author an indication of eudaimonic appreciation.

Summarising IDN can also be seen as multi document summarization [9] since each
lexia or different readings through the story can be thought of as separate linked
documents. Comparative summarization [102] is a type of multi document
summarization where the aim is to produce summaries that capture the similarities
and differences between a set of documents. This is very interesting in the context of
IDN as it can be applied to compare different branches and highlight differences. This
can help the author visualize variety and many agency related dimensions like
autonomy, effectance, control and personalization. Since meaningfulness in IDN is often
hidden in the choices and differences across branches, it can also help the author
picture the eudaimonic appreciation dimension as well. It is also a way to produce a
compact summary of the entire IDN, allowing the author to keep better track of both
the story and structure which indirectly helps the author improve all of the UX
dimensions.

Query based summarization can also be applied in the form of feedback to let the
author extract summaries related to particular topics and entities in the story to ensure
consistency and realism. This would provide more visibilty than a similar QA based
interface. It could also be used to query everything that was written so far in a branch
about a certain topic. This could help the author see how well the reader might
understand references to that particular topic if introduced in the current lexia that the
author is writing. This links to narrative understanding. There is also some work
around controllable summarization[163] that takes user contraints into account when
creating summaries which can be applied in a similar manner.

Additionally, controllable summarisation [163] allows taking user defined constraints
into account while producing summaries, allowing the IDN author to have more
control over the summary produced. Extractive summarization usually involves
assigning sentence scores according to some redundancy and diversity constraints. To
adapt automatic summarization techniques to a particular use case or domain, the
scores are influenced by additional criteria. For example, in comparative
summarization in [102] topic diversity across documents influences sentence scores
and for Query/Entity focused summarization like in [101], relevance with regard to
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query influences the scores. Following this logic adding additional constraints related
to any of the UX dimensions to produce specialized summaries could also be
investigated. For example, NLI models could be combined with summarization to
produce summaries that highlight uncertainty or expectation of a given event (by
assigning higher scores to sentences that make the event likely or unlikely). This
would be more informative and intuitive to the author than looking at metrics alone.
Similarly emotion detection models could be combined with summarization to assign
higher weights to emotion heavy sentences, and models for causality could be
combined to produce summaries that show a causal chain of events to illustrate
effectance. Section 4.4 goes through each of the mappings and explains why they were
created and section 4.5 illustrates them with concrete examples .

4.4.3 Text Classification

NLP work around emotion detection, empathy estimation and character profiling are
classed under the broader area of Text Classification since these tasks predominantly
involve classifying text spans into predefined labels. Emotion detection is the task of
automatically identifying emotions expressed in text [5, 2]. There is also some work
specifically focused on prediction reader emotion or emotion aroused in the reader by
some text [94]. This is directly related to the task of automatically estimating in game
affect type and intensity. It also indirectly allows the author to ensure variety in possible

emotional experiences.

No NLP work could be found on estimating identification as such, but there is some
preliminary work on automatically modelling empathy [35] which is related to
identification. Papers on character classification like [232] can also be helpful since
players tend to empathise with protagonist characters more. Character profiling [81]
can indirectly give the author an indication of how the character has come across in
content written so far (or in a particular branch). Profiling also helps the author ensure
a diverse cast of characters. Character profiles and empathy aroused can also indicate
what the player’s desired and dreaded outcomes might be.

Topic modelling approaches like in [106] may be applied to identifying themes and
tropes present in different branches. Topic analysis for generating feedback related to
themes has also been proposed in [156]. Visualising the major themes in different
branches also allows the author to compare them against each other in terms of topics
and get a sense of the variety of topics across branches. Similarly, the author can

compare major themes in their work to those in existing works to get a sense of novelty.

Variety can be expressed using similarity measures computed between vector
representations of text at word, sentence, event or document level using similarity

metrics like those discussed in [60]. For example, greater distance between



4.5. Case Studies: Examples of Potential Feedback Items 67

embeddings for different branches indicate greater variety and lower redundancy in
the type of content across branches. Similarly, greater distance between embeddings
for choices indicate more diverse choices. Similarity measures between the work
currently being authored and existing creative works in the field could also give some
insight into novelty.

Topic modelling and semantic similarity are included under this category even though
they are not strictly text classification tasks. Topic models are an automated way to
create a set of classes, which can then be used to do text classification. Vector
similarity for classifying variety and novelty can be thought of as a task to categorize
properties of text.

4.5 Case Studies: Examples of Potential Feedback Items

To explore whether the theoretical mappings identified above do, in fact, correspond
to real opportunities that can be exploited, this work took a pragmatic look at what
algorithms and data were available in three of the NLP research areas identified via
the process above (Emotion Detection, Next Sentence Prediction and Generic
Summarisation), culminating in concrete examples of the types of feedback that could
be generated using existing technology. Generic Summarization was chosen since it
indirectly maps to many UX dimensions. Next Sentence Prediction and Emotion
Detection was chosen because they map to UX dimensions that are of high interest to

the IDN community and are well researched in the NLP community.

This work explores the different approaches used, the type of data, the status of state
of the art in these fields, what integrating these approaches into an authoring tool
might look like, and potential challenges to adapting existing methods to our domain
and use case by referring to recent literature. This leads to 4 concrete examples of
potential feedback items linked to specific techniques, and use cases of how an author
might use that feedback to inform authoring.

The existence of these concrete examples validates that there are real opportunities
that can be investigated. Additional validation of the mappings will need to be
undertaken empirically by integrating them into an authoring tool and running
experiments to see how they affect authors, preferably as part of longitudinal studies
with expert communities. These examples aim to illustrate how there is ongoing NLP
work and existing approaches that attempt to automatically estimate features of text
that have the potential to assist the author by providing intelligent insight on some of
the UX dimensions that IDN researchers have previously tried to understand through
iterative playtesting. These mappings thus indicate a potential for further research
and collaboration and set out one possible agenda for future mixed initiative research
into IDN authoring.



68 Chapter 4. Mapping UX Dimensions to NLP Research

@ Tvpical story arc
Branch 1
Complicating Event Branch 2
& Branch 3

Happy

ﬁe after

Sentence Position

Intensity of Emotion

FIGURE 4.3: The bold grey line shows the typical emotion arc for linear narratives. Six

common shapes of such emotional arcs have been identified in previous work [182].

The other lines show illustrative sample emotion arcs in IDN. Branch 3 has no emo-

tionally intense regions, indicating that that branch might be bland. Branch 2 has a
different trajectory compared to the rest indicating better variety.

4.5.1 Emotion Detection : in game affect type and intensity, variety

Out of the datasets that could be gathered from recent literature reviews on emotion
detection [5] [2], there are 5 which include story-like text (3 have literary text and 2 are
based on dialogues from TV shows) but only 2 of these have annotations for the
reader’s emotion. A majority of the work on emotion detection focus on emotion
expressed in the text and not the reader’s emotion. Some work on reader emotion
exists that could serve as useful starting points. These include work on prediction of
feelings aroused by news articles [94] (uses attention based HNNs and achieves an
accuracy of 57.95% on SinaEmotion 2017), some models that have been trained and
tested on reader emotion as well as writer emotion [264] (adversarial network based
model proposed in reports r-value about 0.4,0.2 and 0.2 for valence, arousal and
dominance respectively for reader emotion on fiction in EmoBank Dataset [34]), and a
dataset of news articles that are annotated with additional emotional information
including cause of emotion and the experiencer of the emotion [27]. Further, emotion
expressed in the text can also be useful feedback since it has narratological significance
as illustrated in [182] in which they use a lexicon based emotion detection method to
plot emotional arcs over novels. They then cluster the arcs and find that there are 6
common shapes to stories as first theorised by Vonnegut [129]. Sentiment information
is also used in other tasks like story cloze [44] where they learn sentiment trajectories
from a corpus of stories and use that information to predict the ending of a given story
[48]. [208] also used emotional arcs to automatically assess narrative quality of student
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writing. In context of authoring feedback, emotion detection could provide feedback

in the following ways:

Feedback 1 - Emotion Arcs : Plotting emotional arcs (reader or writer emotion) over
each possible story like in [182] to identify bland branches or making sure there
enough fluctuation and/or making sure that the shape of the story in each branch is as
intended or fits narratological conventions.

Feedback 2 - Emotion Types Distribution : Producing different kinds of
visualizations indicating fine grained emotion type and/or intensity by performing
emotion classification using any of the available datasets [34, 4] and approaches [5, 2]

so that the author can ensure variety of emotion in the experience.

4.5.2 Next Sentence Prediction : Uncertainty, Expectation, Continuity

Next sentence / event prediction can be used to calculate uncertainty and expectation
of all sentences in any branch given all the sentences so far or a subset of the
sentences. Since NSP can be used to get probability of sentences following another
one[70], they can be used as an indication of sudden breaks in continuity as well.
While most of existing research on Next Sentence Prediction are not performed on
long narrative text [213, 44], large story corpora like Project Gutenberg? are available
on which these methods can be applied or can help with domain adaptation.
However, when it comes to accuracy, while ML models perform as well as humans in
some MRC benchmarks, on tasks like story cloze[44] which is most similar to our use
cases, machine performance is not as good as humans [213].

Most papers tackling NSP and story comprehension use the Story cloze dataset [44].
The task is to predict the correct ending to common sense stories. For example, [48]
tackles this by using sentiment trajectories, checking for topical consistency and
applying event sequence prediction. But these are very small simple stories and IDN
stories are substantially bigger. Very few have looked at larger story texts. One paper
that does apply NSP to longer narrative text (short stories) is [244]. They test various
models of suspense based on uncertainty in short stories. They use a dataset of short
stories taken from writing prompts [77] that are annotated per sentence for suspense
as [Big decrease, decrease, same, increase, big increase] and use a hierarchical model
based on GPT [178] for next sentence prediction. Suspense is modelled as surprise or
low probability of current event given the context so far, sudden changes or distance
from last sentence embedding, reducing variation in possible outcomes or entropy
reduction, and reducing uncertainty of outcome or reduction of mean of uncertainty,
all weighted according to emotional arousal. The best model agreed with human
annotated suspense (Spearman’s rho - 0.698) to a comparable degree to human

annotators agreeing with each other (rho - 0.614).

Zhttp:/ /www.gutenberg.org
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NSP could therefore be applied to generate feedback on uncertainty and expectation
in the following ways:

Feedback 3 - Uncertainty Arcs : Calculating predictability of events or sentences
along branches using methods like in [244] so that the author can identify boring,
predictable branches, manipulate events to set up for suspense and surprise and make
sure the uncertainty trajectory is as intended.

Feedback 4 - Debugging : In IDN debugging normally refers to issues with the
interactive logic (for example, unreachable nodes [156]), however NSP provides a
method for addressing the logic within the stories themselves. This can be through
direct contradiction detection like in [68] or based on predicted probability of
co-occurrence like in [244]. Highly unexpected events or sentences might actually be
bugs created through unintentional combination of content units by the story engine.
Such sentences could be highlighted to make sure that unlikely or unexpected
sentences or events were intended that way by the author.

4.5.3 Summarisation: Several Dimensions

A recent survey of automatic text summarization techniques [74] talks about
summarization applied to different use cases and domains. It only cites one paper,
[111] about story summarization in which they produce indicative summaries that
will help the reader decide whether or not to read the full story. They also say that
complete plot summarization is a much harder task. However, there has been some
later work in plot summarization like [49] which introduces a dataset for

summarization of novel chapters and [173] which tries to summarise screenplays.

While there is some plot summarization work on novels [133, 246] and movies

[173, 87] and a paper on harvesting data for query based summarization from Fandom
3[101], most work on summarization is mostly focused on domains like news and
academic papers. It might take some experimentation to see if the same approaches
work for the narrative domain as well. There is also work on game log summarization
[52, 18] and a dataset of transcripts and summaries of the show Critical Role [181] (a
video recording of role playing game sessions). These are closest in domain to IDN
text. State of the art models for abstractive summarization achieve Rouge scores of up
to 44.79 on CNN/Daily Mail dataset [219]. No papers on benchmarks or comparisons
between existing plot summarization approaches could be found, so determining state
of the art in this area is not straightforward, but evaluations conducted separately in

each of the papers indicate potential.

Summaries can be extractive (showing extracts from the original text) or abstractive

(generating new text concisely paraphrasing the original text)[74]. Abstractive

3Fandom - https:/ /www.fandom.com/



4.6. Discussion 71

summaries are often more readable than extractive summaries but generative models
used for abstractive summarisation are prone to hallucinations (producing inaccurate
information)[128] since new text needs to be generated. On the hand, since extractive
summarisation simply selects excerpts from the original text to reflect back to the

author, it is less prone to generating inaccurate summaries.
Application of ATS as authoring feedback could look like:

Feedback 5 - Branch-wise summaries: Summaries of different readings (generated
like in [156]) of the IDN. It provides a summary of all important events in each branch
showing the author potential experiences the user could have and allowing them to
visualize many of the UX dimensions especially those under Drama. It could also be
used to show the author a summary of the potential routes a reader might have taken
to a given point in the story, which could be useful when writing a new node.

4.6 Discussion

This chapter focuses on bridging two research communities - NLP and IDN, by
mapping theoretical problems that are of interest to both communities. The mappings
shown in table 4.2 show that there is a lot of untapped potential in applying NLP to
generate automatic feedback to assist authoring that is worth investigating. In
practice, the performance of NLP models affects their utility. Many of these techniques
will also require modifications and adaptations to fit the IDN domain and specific use
cases within it. This work also expands on some of these theoretical mappings to
reveal the potential of integrating these methods into an authoring tool to provide
author feedback, giving concrete examples of possible feedback items. Although the
potential feedback items listed are just examples (there are many ways of integrating
an emotion detection model or a summarization model into an authoring tool and
there are many ways of presenting them to the author), they are concrete starting

points bringing us a step closer to implementing intelligent narrative feedback.

No related NLP literature could be found for 24 of the UX dimensions. Two
dimensions (usability and aesthetics) are not related to text and it is unlikely that these
can be estimated using NLP. This also includes dimensions for which, while it might
be possible to estimate them automatically, it is not immediately obvious how they
can be modelled in terms of properties of the text. This is because in case of these
concepts it is not straightforward to see what properties of the source text cause the
desired effects in the user. Concepts like presence, suspension of disbelief and degree
of focus have complex causal relationships with system and content properties as well
the other external factors, making them more difficult to model. Work in media
psychology and audience studies like [91], [56] and [245] discuss some of these
concepts and the nature of their relationships with each other and the source in more



72 Chapter 4. Mapping UX Dimensions to NLP Research

detail. These concepts need to be studied more closely before they can be modelled
using NLP.

For the NLP community, the work presented therefore brings to light new directions
of research that have use cases within IDN. The dimensions for which no mappings
could be found present completely new tasks that have not yet addressed by the NLP
community - like modelling and estimating concepts like Dissonance or Presence from
text. For the UX dimensions where mappings exist, NLP assisted IDN authoring
provides a new use case and domain. These differences mean that existing techniques
may need to be modified or adapted before they are useful. For example, generating
indicative summaries to jog the author’s memory is different from generating an
indicative summary that helps a reader decide if they want to read the original source.
IDN text is also slightly different from other types of text — it may look like a movie
script or a novel or a mixture of both, has instruction-like text such as those found in
games, and represents not one linear text, but a complex network of text, with

multiple alternative routes that a reader might take.

From the IDN perspective, the work presented in this paper brings us closer to
implementing intelligent narrative feedback and helping authors. The mappings point
out many opportunities that are yet unexplored in terms of directly or indirectly
leveraging existing NLP technologies to generate automatic feedback and provides
worked examples that can be used as starting points to investigate to what extent
existing NLP techniques can help authoring.

A limitation of this study is that the NLP review was done in an exploratory manner.
Note that this means that the proportion of papers discovered for each UX dimension
or whether a paper was discovered at all for a particular dimension as shown in the
tables 4.2 and 4.1 may not reflect reality of how much NLP work actually exits for that
UX dimension as closely as a systematic review could have done. However, these
tables do show examples of work that does exist for the UX dimensions for which
mappings could be easily found, revealing opportunities that could be pursued and

acting as starting points for collaboration between the two fields.

4.6.1 Answering the Research Questions

Answering RQ1.b, this chapter points out many different ways in which NLP could
potentially be applied to automatically generate intelligent feedback that can give
insight into different aspects of User Experience. The mappings show areas of NLP
research that can be leveraged to generate feedback that can give insight into the
corresponding UX dimension. 3 of NLP areas are investigated further to get 5 concrete
forms of feedback that can theoretically be implemented to gain insight into the

corresponding UX dimension. However, deeper research is required to assess the
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feasibility of implementing this type of feedback and identify the unique challenges
and nuances of the domain (IDN) as use case (assisting authoring). Rest of this thesis
is dedicated to exploring this for one of the identified forms of feedback - feedback in
the form of summaries, by investigating challenged of applying existing
summarisation techniques to IDN data and how they can be adapted to suit the

domain better.

Using insights from this chapter and the last, we can now attempt to answer RQ1 -
What type of feedback has the potential to be both useful to IDN authors and feasible to
generate using NLP techniques? Automatic text summarisation, specifically generic
summarisation, maps to the most number of UX dimensions. While comparative
summarisation could be especially useful for IDNS, this is not as well researched
within the NLP community as generic summarisation. While no existing NLP work
could be found focusing on IDN summarisation, existing approaches may be applied
to individual playthroughs of an IDN. These summaries can provide a concise view of
possible experiences through the interactive narrative to the author, allowing them to
reflect on how different affective and dramatic elements are built up and relieved over
the course of the story. Providing a overview of all the ways in which a player could
have reached a particular node, the author can also ensure overall continuity and
understanding of the story along all the paths by making sure that all the necessary
information has been set up and revealed on all the paths. Additionally, making the
writing process intuitive to authors is an important concern in authoring tool design
[225] and feedback in the form of summaries could be more intuitive to authors than

metrics and graphs.

In the context of assisting authoring, the aim is to produce summaries that can act as a
recap for the authors rather than providing a summary of the narrative to a new
reader. Recaps are commonly presented as extractive summaries, for example, when
providing recaps of previous episodes to viewers at the beginning of TV shows.
Additionally, with extractive summarisation, there is less risk of producing inaccurate
summaries. Therefore, this thesis focuses on extractive summarisation since it can
present the author with potentially useful feedback without giving a false sense of
certainty. In case of errors in NLP performance, the author can adjust the level of
detail.

In this way feedback in the form of extractive summaries for individual playthroughs
of the narrative has the potential to be both useful and feasibile. For these reasons,
feedback in the form of extractive summaries was chosen for deeper investigation.
The next chapter will further investigate the feasibility of applying NLP techniques to
the IDN domain from a more practical perspective. Further investigation and
validation of the usefulness of these summaries in the context of assisting IDN

authoring will be addressed in future work described in section 7.3.2.
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While summarisation is well researched within the NLP community, several

challenges remain:

1. No datasets are readily available for studying IDN summarisation.

2. While there is some work methods for narrative summarisation, not much

investigation has gone into summarisation approaches for interactive narratives.

3. Evaluating summaries for any domain can be challenging since there can be
many valid summaries for the same text and the decision regarding what is
important enough to include in a summary is subjective and can vary with

context.

Chapter 5 addresses the first challenge and 6 addresses the second one. This work
uses a mixed evaluation strategy using both quantitative and qualitative methods, but
leave optimising the evaluation strategy for the domain for future work discussed in
section 7.3.3.

4.7 Conclusion

The non linear nature of interactive narratives makes it hard for the author to picture
how the user will experience the story they are writing. This problem intensifies as the
size and complexity of the work increases. NLP techniques can be applied to run
automatic analyses over the authored content to generate intelligent feedback that can
provide the author with insight into potential user experiences offered by the
interactive narrative piece. While automatic feedback to assist authoring has been
proposed before [156, 217] and discussed at a high level, it is not immediately clear
what exactly this feedback needs to be. Generating such intelligent feedback to assist
authoring using NLP techniques has also not been explored before.

By reviewing available NLP literature related to each UX dimension, this work maps
these UX dimensions to corresponding areas of NLP research, outlining ways in
which existing NLP work might be applied to generate feedback and exploring what
this feedback might look like. In total 15 NLP tasks were shown to map to 24 of the
UX dimensions. Three of these mappings are elaborated on with 5 examples of how
specifically this might be done: plotting emotional arcs, visualising emotion type and
intensity, revealing the predictability of events, debugging internal story logic, and
branch-wise summarization. The contribution at this stage is not to quantify or
validate any one specific approach, but rather to set out the overall landscape, and
draw attention to the very rich set of possibilities that arise from bringing IDN and
NLP together. This gives insight into RQ 1.2 and together with insights from the
previous chapter, we can see which types of feedback have the potential to be both
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useful to IDN authors and feasible to generate using NLP techniques, answering RQ 1.
While this work shows theoretical mappings between NLP tasks and IDN
requirements that could be exploited, further research is required to understand
practicality of this approaches and how they would need to be modified to work
better for IDN text. Therefore, the rest of this thesis will investigate one of these forms
of feedback - branch-wise summaries in more detail to understand the challenges of
applying standard techniques to IDN data and how they can be better adapted for the

domain.
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NLP Area NLP Sub-area Related UX Codes References References (In
(General) Domain)
Causality Effectance, Control in common sense | films [105]
. stories[188]
Machme Read- "Contradiction Logical Consistency, | lit review [213]
ing Comprehen- | {etection, plausi- | Perceived Realism contradiction
sion (MRC) bility [68]
plausibility [139]
Next  sentence | Uncertainty, Expecta- | lit review [213] short stories[244]
prediction tion, Continuity ending predic-
tion [48]
news stories [44]
Question An- | Logical  consistency, | lit review [213] NarrativeQA[119]
swering Narrative Understand- mysteries, fairy
ing, Perceived Realism, tales[6]
Game Understanding
Coherence Continuity local coherence
[154]
discourse
coherence[207]
Intention recog- | Objectives, Activities, | desire
nition Manipulation fulfilment[47]
dataset [180]
lit review[98]
Automatic Text | Generic summa- | Uncertainty, Expecta- | lit review[74] screenplays[173]
Summarization rization tion, curiosity, closure, novel
(ATS) desirable outcomes, in chapters[133]
game affect type and
int