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Abstract
Unsteady separated flow affects the aerodynamic performance of many large-scale objects, posing challenges for accurate 
assessment through low-fidelity simulations. Full-scale wind tunnel testing is often impractical due to the object’s physical 
scale. Small-scale wind tunnel tests can approximate the aerodynamic loading, with tufts providing qualitative validation of 
surface flow patterns. This investigation demonstrates that tufts can quantitatively estimate unsteady integral aerodynamic 
lift and pitching moment loading on a wing. We present computational and experimental data for a NACA0012 wing, 
capturing unsteady surface flow and force coefficients beyond stall. Computational data for varying angles of attack and 
Reynolds numbers contain the lift coefficient and surface flow. Experimental data, including lift and moment coefficients 
for a tuft-equipped NACA0012 wing, were obtained at multiple angles of attack and constant Reynolds number. Our results 
show that a data-driven surrogate model can predict lift and pitching moment fluctuations from visual tuft observations.

1 � Introduction and literature

Tufts can be utilized for unsteady surface flow to approxi-
mate the instantaneous local flow direction near the object’s 
surface. Each type of tuft has a specific drag, inertia, and 
stiffness which affects the response to the flow. Furthermore, 
the specific application method of tufts on a surface can 
also influence their ability to indicate the local flow direc-
tion (Chen et al 2019). These and other shortcomings have 
largely precluded the use of tufts to obtain quantitative data. 
Surface flow visualization is typically used to compare and 
validate simulations with experiments (Neves et al 2020; Cai 
et al 2018). Still, some investigations have shown that tufts 
can be used to obtain quantitative flow field measurements. 
Tufts have been used for the identification of separated flow 
behind a backward-facing step where also the frequencies 
of the tuft fluctuations are considered (Chen et al 2020). 
Similarly, tufts have been used in studies to characterize the 
flow on full-scale wind turbines, for which the stall fraction 
is of interest (Vey et al 2014; Swytink-Binnema and Johnson 
2016). These studies showed the ability of tufts, combined 

with a camera and image processing, to achieve a reliable 
quantitative estimate of a desired parameter in operational 
conditions. More detailed quantitative information has been 
obtained from tufts, by using them to obtain velocity fields 
or identify pressure fluctuation based on the deflection of 
tufts (Steinfurth et al 2020). This investigation also indicated 
some issues associated with tufts in flow regions with low 
flow velocity or high-frequency flow oscillations.

For stalled wings, there can be significant unsteady sur-
face flow, leading to unsteady aerodynamic loading. Wings 
with airfoil profiles that exhibit trailing edge stall charac-
teristics have a tendency to develop coherent surface flow 
patterns after stall (Broeren and Bragg 2001). These char-
acteristic flow patterns typically consist of a curved separa-
tion line along the spanwise direction, which is terminated 
at both ends by two vortices on the wing surface (Moss and 
Murdin 1968). This flow structure is often referred to as a 
stall cell. An example of a stall cell surface flow configura-
tion is shown in Fig. 1, based on findings by Manolesos et al 
(2014a), Manolesos et al (2014b) and Yon and Katz (1998). 
The criteria for the formation of stall cells have been shown 
to be dependent on the airfoil shape, the angle of attack, and 
the Reynolds number (De Voogt and Ganapathisubramani 
2022; Dell’Orso and Amitay 2018; Schewe 2001). The exact 
formation mechanism for stall cells has not been shown yet 
but has been reasoned to be related to the Crow-like instabil-
ity in combination with a spanwise disturbance on the two 
shear layers due to the separated flow (Crow 1970; Weihs 
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and Katz 1983). The influence of a stall cell on the wing 
loading has been shown to be similar to a locally decreased 
effective angle of attack near the center of a stall cell (Yon 
and Katz 1998). At this spanwise location, the flow near the 
surface has an upstream direction. Previous investigations 
have shown that the presence of stall cells on a wing influ-
ences the wing performance significantly (Liu and Nishino 
2018). One investigation showed that time-averaged meas-
urements of a wing with the same airfoil profile produced 
different results for the lift coefficient after stall (Bartl et al 
2019). This difference in measured lift coefficient has been 
attributed to multiple factors, including the presence of stall 
cells, or the lack thereof. Similarly, the unsteady behavior 
of stall cells has been shown through CFD simulations to 
be highly related to the fluctuations in the lift coefficient of 
the wing (Liu and Nishino 2018). Stall cells can form on the 
surface of many aerodynamical bodies, resulting in fluctuat-
ing aerodynamic loading.

Many local stall patterns can emerge, each with distinc-
tive surface flow characteristics that significantly influence 
aerodynamic performance. Using a data-driven approach, we 
can correlate these visual surface flow patterns with aerody-
namic loading effects. For research purposes, it is crucial to 
link surface flow behaviors to fluctuations in wing loading, 
thereby enhancing our understanding of the impact of sepa-
rated surface flow patterns. In practical applications affected 
by separated flow, such as in automotive aerodynamics, 
establishing a relationship between observable surface flow 
on an object and the challenging-to-measure unsteady aero-
dynamic loading is highly beneficial. This underscores the 
necessity of developing a data-driven surrogate model to 
accurately capture this relationship.

The angle of attack and Reynolds number significantly 
influence a wing’s aerodynamic performance, determining 
regimes like attached or separated flow. Simplistic surrogate 

models struggle to estimate unsteady aerodynamic loading 
from these steady input parameters. In this investigation, 
visual tuft observations are utilized as dynamic inputs for 
a surrogate model to estimate unsteady lift and moment 
coefficients. In Sect. 2, the methodology for a data-driven 
surrogate model that estimates the unsteady wing loading 
from visual tuft observations is explained. In Sect. 3, this 
approach has been evaluated on ideal data obtained with 
CFD simulations. The goal of the CFD investigation is to 
establish if it is possible to determine the lift fluctuations 
from near-surface flow patterns. In Sect. 4, the data-driven 
surrogate model approach has been tested on noisy experi-
mental data. The experimental data have also been used to 
test the extrapolation abilities of the data-driven surrogate 
model approach. Finally, in Sect. 5 the conclusions of the 
current investigation are summarized.

2 � Data‑driven model for unsteady loading 
from tufts

In this section, the data-driven surrogate model approach is 
described for the lift coefficient fluctuations. This approach 
has also been used for the moment coefficient fluctuations.

The angle of attack and the Reynolds number are the pri-
mary parameters to determine an estimate of the steady lift 
coefficient of a given wing. When using unsteady data, it 
is common practice to take the average result from multi-
ple instantaneous measurements at a fixed angle of attack 
and Reynolds number to obtain a representative steady lift 
coefficient result. This approach is shown by Eq. (1) with n 
measurements for a given � − Re combination, where the 
over-line indicates the average for the lift coefficient.

Unsteady tufts can be used as inputs to a simple surrogate 
model to produce an estimate for the corresponding unsteady 
lift coefficient. Tufts can be assumed to be straight lines at 
an angle in a 2D plane observed by a camera. The angle 
of the tufts can vary from 0 to 2� radians. When a tuft is 
near the 0 - 2� boundary, the value for the angle can change 
significantly for small changes in tuft orientation. This non-
physical discontinuity may adversely affect the performance 
of a data-driven model. In order to avoid the 0– 2� numeri-
cal boundary in the data, the tufts orientations have been 
encoded with both the sine and cosine of the tuft angles. 
Each tuft can thus be represented by two values in a range 
from − 1 to 1. These values representing the tuft orientations 

(1)
C
L
(�, Re) =

n∑
i=1

C
L,i(�, Re)

n
��,Re = constant

Fig. 1   Flow direction (dotted lines) near the wing surface inside and 
outside of a stall cell
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serve as the inputs for the data-driven model. The unsteady 
component of the lift coefficient ( ΔCL ) can be represented 
as a deviation from the steady lift coefficient. In Eq. (2), the 
linear combination of the steady and the unsteady lift coef-
ficient components is shown, with a function of the tufts 
F(tufts) representing the unsteady component.

It has been chosen to utilize a simple neural network, for 
F(tufts). A neural network has the ability to learn complex 
input patterns while dealing with potentially noisy input 
data. Due to the limited amount of training data available, 
it is preferred to keep the amount of trainable parameters 
in the model small. Additionally, to speed up training and 
reduce the need for hyperparameter tuning, it is preferred to 
limit the amount of hidden layers. A neural network with two 
hidden dense layers has been used. The first hidden layer has 
100 nodes and the second has 10 nodes. This architecture 
allows for an order of magnitude reduction in the number 
of trainable parameters per layer to reach the single param-
eter output. ReLU activation functions for the hidden layers 
were found to converge faster to the final error than sigmoid 
activation functions during training. However, the sigmoid 
activation functions converged to a lower final loss than the 
ReLU activation functions. As such, it was chosen to use sig-
moid activation functions for the hidden layers. Two dropout 
layers are used, one between the input and the first hidden 
dense layer, and a second dropout layer is used between 
the first and the second hidden dense layers. These dropout 
layers have been used to limit the potential of the network 
to be overly reliant on a limited set of tufts to produce the 
output, the randomized dropout promotes the use of a large 
combination of tufts in the neural network. The use of drop-
out layers increases robustness of the network with respect 

(2)CL = CL(�, Re) + F(tufts)

to the imperfect flow direction estimation of the tufts. The 
full network architecture is shown in Fig. 2. The inputs to 
the network are the sine and cosine of the tufts on the wing 
surface and the output is the magnitude of the instantane-
ous lift fluctuation. A network with the same architecture 
can be constructed but trained with the pitching moment as 
an output. The L2 norm between the known output values 
of the training set and the model estimation has been mini-
mized in combination with the ADAM optimizer (Kingma 
and Ba 2014). The computational data consider 260 tufts, 
resulting in 520 inputs for the neural net. The experimental 
data consider 55 tufts, resulting in 110 inputs for the neural 
network. This difference in the number of inputs introduces 
more trainable parameters for (the first layer of) the neural 
network used with computational data. A different neural 
network is created for the computational lift coefficient, 
experimental lift coefficient, and experimental pitching 
moment coefficient. 

To effectively train a data-driven model, it is essential to 
have a comprehensive dataset. This dataset should contain 
exact unsteady wing loading output values, derived from 
either CFD simulations or wind tunnel experiments, for 
corresponding tuft orientation inputs. Such a foundational 
dataset enables the model to learn the underlying surface 
flow patterns and their statistical relation to unsteady wing 
loading.

Once the data-driven model has been trained, various 
elements can be tested to assess its capabilities and limita-
tions. One inherent limitation is that tufts do not provide 
flow velocity information, which may limit the models’ per-
formance in some cases. This issue may be significant when 
dealing with geometrically similar surface flow patterns that 
differ in velocity. By incorporating comprehensive train-
ing data, the model may learn sufficient variations in sur-
face flow patterns, enabling it to interpolate between these 

Fig. 2   A two layer neural net-
work architecture for determin-
ing the lift or pitching moment 
fluctuations from 55 experimen-
tal tufts. The same architecture 
is used for the computational 
data with 260 tufts
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variations and estimate the aerodynamic loading effects of 
surface flows not explicitly included in the training data.

Some of these challenges can be tested using CFD data, 
which is largely free from noise, with clearly defined surface 
flow patterns and minimal small-scale unsteady separated 
flow patterns. A single model (for ΔCL ) has been trained 
on the majority of this data, spanning a range of angles of 
attack and Reynolds numbers. Surface flow regimes (trailing 
edge separation, stall cell, and full separation) differ based 
on these parameters. For some angles of attack and Reynolds 
numbers, the regimes might be similar, though geometric 
variations in the surface flow pattern (such as size and posi-
tion) can still exist. The model’s performance is tested on 
various angles of attack and Reynolds numbers not in the 
training data, specifically examining two conditions with 
flow separation.

The experimental data introduces challenges for a data-
driven model due to physical constraints and noise. In the 
current experimental setup, fewer tufts have been used on 
the physical wing model compared to the computations, and 
various forms of noise can affect the data, such as external 
influences on measurements, response of tufts to flow as 
well as tufts becoming stuck. While the computational data 
mainly included small variations of surface flow patterns 
within three separated flow regimes, the experimental data 
present a broader range of less clearly defined surface flow 
patterns. This variability tests the model’s ability to inter-
polate between diverse surface flow patterns. The experi-
mental models, one for ΔCL and one for ΔCM , were trained 
on surface flow and aerodynamic loading fluctuations at a 
single angle of attack and a constant Reynolds number. By 
evaluating these models on different angles of attack, not 
included in the training data, it can be assessed whether the 
model’s interpolation of surface flow patterns can effectively 
support its extrapolation to new conditions.

3 � CFD demonstration

3.1 � Setup

For the current investigation, a NACA0012 airfoil profile 
has been used with a 1-m chord length (c). A C-shaped 
mesh grid has been used which extends 15 chord lengths 
to the circular inlet section from the airfoil leading edge, 
and 15 chord lengths to the outlet. A 2D configuration of 
the NACA0012 profile has been used to assess the required 
number of circumferential mesh nodes for Unsteady Reyn-
olds Averaged Navier Stokes (URANS) simulations. The 
lift coefficient has been evaluated for different meshes at 
three different angles of attack (5◦ , 10◦ and 15◦ ) at a chord 
based Reynolds number of 106 . The Reynolds number in 
this investigation refers to the chord-based Reynolds number 

defined as Re = u∞⋅c

�
 , where u∞ is the freestream velocity, c 

is the chord length and � is the kinematic viscosity of air at 
15◦ C ( � = 14.61 ⋅ 10−6

Ns

m2
 , � = 1.225

kg

m3
 ). The resulting lift 

coefficients are shown in Table 1.
The mesh with 420 circumferential nodes was found to 

provide a suitable balance between accuracy and computa-
tional cost for the 3D URANS simulations. A detailed view 
of the mesh with 420 circumferential nodes around the air-
foil is shown in Fig. 3a. The wall normal distance from the 
airfoil surface has been set to 8 ⋅ 10−6 m for the wall adjacent 
nodes, such that y+ < 1 for wall adjacent nodes at a Reynolds 
number of 106.

The 2D mesh with 420 circumferential nodes has been 
extruded in spanwise direction for 2.5 chord lengths to 
obtain a spanwise uniform wing with an aspect ratio (AR) 
of 2.5. In Fig. 3b, the full domain is shown for the 3D con-
figuration. The spanwise mesh spacing ( Δ z) is 0.1 c; this 
allows for the formation of stall cells based on the findings 
of (Liu and Nishino 2018). The wing surface has been set as 
a smooth non-slip wall. Periodic boundary conditions have 
been used for the sidewalls of the domain; the inlet has been 
defined by the Cartesian velocity components for each �−Re 
combination, and the outlet uses an average static pressure 
condition. The fluid domain has been initialized with the 
freestream velocity components. The turbulence intensity 
was zero at the location of the airfoil.

A shear stress transport turbulence model has been used 
with automatic wall functions in ANSYS CFX 18.1. A high 
resolution advection scheme in combination with high reso-
lution turbulence numerics and a second order backward 
Euler transient scheme was used for the URANS solver. The 
time step size was set to 0.001 s, this is significantly smaller 
than the timescale of interest for the analysis. The investi-
gation of (Liu and Nishino 2018) did not find an influence 
of the time step size on the results of the simulations. The 
convergence criterion for the RMS residuals was set to 10−5 , 
with a maximum of 15 coefficient loops per time step. The 
results of the simulations have only been saved every 0.1 s 
to limit the size of the data output. Simulations have been 

Table 1   2D mesh convergence study

The resulting lift coefficient for three different angles of attack when 
using meshes with varying amounts of circumferential nodes on the 
airfoil surface

Circumferential nodes C
L
 at � = 5 ◦ / 10◦ / 15◦

240 0.529 / 1.012 / 1.353
360 0.527 / 1.013 / 1.355
420 0.527 / 1.015 / 1.369
480 0.527 / 1.015 / 1.364
720 0.527 / 1.017 / 1.372
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run for 10–20 s of simulated time, depending on the flow 
case, to obtain a statistically representative time frame for 
the flow case.

For validation of the results, a comparison of the time-
averaged lift coefficient (excluding the transient phase at the 
start of the simulation) is presented in Fig. 4. The spanwise 
spacing of the mesh grid can influence the flow patterns that 
occur on the wing post stall (and thus lift), as such these are 
also mentioned (Liu and Nishino 2018). The use of different 
solvers and other small differences can lead to differences in 
the resulting lift coefficient values; however, all presented 
investigations in Fig. 4 find the maximum lift coefficient at 
an angle of attack of 16 degrees. Beyond stall the CL − � 
curve of the current investigation (for Re = 106 ) falls within 
the range determined by different investigations.

Pseudo tufts were obtained by sampling the local flow 
at an offset of 0.001 c from the wing surface. In chordwise 
direction, 10 pseudo tufts were sampled between 0.05 x/c 
and 0.95 x/c at 0.1 c intervals. In spanwise direction, pseudo 
tufts have been sampled at 0.1 c intervals to match the origi-
nal mesh grid spacing, an example is shown in Fig. 5.

3.2 � Observed surface flow

The use of periodic boundary conditions allows to simu-
late an infinite wing. The investigation by (Liu and Nishino 
2018) presents in great detail the effect of the AR of the 
wing in combination with periodic boundary conditions. As 
previous investigations indicated that the NACA0012 airfoil 

profile tends to produce stall cell patterns of approximately 
2.5 c in spanwise width, the current investigation uses a 
wing with AR 2.5 (De Voogt and Ganapathisubramani 2022; 
Moss and Murdin 1968; Gregory and O’Reilly 1970; Manni 

Fig. 3   The computational domain of the NACA0012 wing: a detail of the mesh around a NACA0012 profile and b the boundaries of the 3D 
C-grid. Periodic boundary conditions are applied to the sides of the domain which are not shown

Fig. 4   Comparison of the lift coefficient obtained from CFD at a 
Reynolds number of one million from different investigations and 
with different spanwise spacing of the mesh grid. Data for validation 
used from Manni et al (2016) and Liu and Nishino (2018)
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et al 2016). By varying the angle of attack and Reynolds 
number over a wide range around and beyond stall, multiple 
flow configurations have been observed, as shown in Fig. 6.

For attached flow, there is no upstream flow observable. 
Trailing edge separated flow shows upstream flow near the 
trailing edge, without the presence of vortices near the wing 
surface. Stall cell flow patterns contain two vortices on the 
wing surface and upstream flow between them. Lastly, full 
separation represents upstream flow over the entire wing 
surface. Most � − Re combinations that have been simu-
lated contain some form of flow separation. Separated flow 
often results in unsteady flow behavior and by extension an 
unsteady lift coefficient for a constant � − Re combination. 
All 43 distinct � − Re combinations which have been simu-
lated are shown in Fig. 7.

For the highest Reynolds number under consideration, 
106 , the widest range of angles of attack has been simulated. 
This wide range for the angle of attack illustrates the four 
different primary flow configurations under consideration: 
attached flow, trailing edge (TE) separation, stall cells, and 
full separation. In Fig. 8, examples are shown for the lift 
coefficient results of two cases which contain stall cells at 

an angle of attack of 17◦ with two distinct Reynolds num-
bers. During the first seconds of the simulated time ( < 100 
convective cycles), it can be seen that the flow and thus lift 
coefficient are adjusting, and the lift coefficient does not yet 
represent the characteristic oscillatory behavior that is asso-
ciated with unsteady stall cell flow (Liu and Nishino 2018).

From the range of simulated � − Re combinations, it can 
be observed that the angle of attack range in which stall 
cells occur varies across the Reynolds numbers tested. More 
specifically, at higher Reynolds numbers, the range of angles 
of attack in which stall cells occur can be seen to be wider 
and occur at higher angles of attack in Fig. 7.

For both TE separation and full separation, the tufts 
tend to be aligned with the chord in either upstream 
or downstream direction. For TE separation and full 

Fig. 5   Visualization of pseudo tufts with pressure coefficient contours 
for angle of attack 18◦ and Re = 106 (time = 8.5 s). The freestream 
direction is from the top of the image to the bottom

Fig. 6   Visualization of different surface flow patterns. All samples are at Re = 106 with a � = 10
◦ , b � = 16

◦ , c � = 18
◦ , and d � = 20

◦

Fig. 7   All � − Re combinations that have been computationally simu-
lated for a NACA0012 wing with AR 2.5 and periodic boundary con-
ditions
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separation, the flow is mostly uniform along the span. 
For cases with stall cells present significant variation in 
flow direction near the wing surface along the span is 
induced by stall cell vortices, such as shown by Fig. 9. 
The surface flow can locally be observed to include also 
spanwise velocity components, as opposed to almost no 
spanwise surface flow for cases with TE separation or 
full separation.

3.3 � Unsteady wing loading from tufts

To assess the ability of the data-driven method to general-
ize to other � − Re combinations several cases have been 
selected to serve as test cases, these have been indicated with 
a black square in Fig. 7. Among the test cases are varying 
angles of attack, Reynolds numbers and the three surface 
flow configurations with separated flow which are of interest 
for unsteady wing loading. The training and test sets both 
exclude the initial 25% of the simulated time to eliminate the 
majority of the initial transient phase of the simulation. The 
training dataset contains 4631 snapshot samples representing 
37 cases (unique � − Re combinations), while the test set 
contains 731 samples representing six cases. The training 
− test split is thus approximately 86 − 14 (%), respectively, 
in terms of cases (and closely matched for sample count). 
For clarification with respect to the commonly used test-
validation-train split for data-driven methods, the test set 
referred to in this investigation is a dataset that does not 
influence the training of any method, with the exception of 
determining the average lift coefficient for a given angle of 
attack and Reynolds number combination (Eq. (1)). All data 
used for training the neural networks are either a subset of 
the training dataset (validation set, used for early stopping 
criteria of the training) or the complete training dataset.

In Sect. 2, the model architecture has been described that 
is used to construct a surrogate model for the unsteady wing 
loading estimate based on the pseudo tufts. For this compu-
tational approach, the first step is to obtain a steady estimate 

Fig. 8   The lift coefficient as obtained with URANS simulations for 
two cases with angle of attack 17◦ and two different Reynolds num-
bers. Both cases exhibit stall cell surface flow behavior

Fig. 9   An example of a stall cell in the computational URANS 
results. The cosine and sine of the pseudo tufts which have been 
obtained from the surface flow velocity (0.001 x/c offset from the sur-

face) on the suction side of the wing, with x/c = 0 the leading edge of 
the wing, for angle of attack 18◦ and Re = 106 (time = 8.5 s)
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for the wing lift coefficient for each � − Re combination, 
as shown in Fig. 10. For the calculation of the average lift 
coefficient per case, also the test cases have been taken into 
account, as no other suitable method would lead to a reason-
able estimate for the average lift coefficient. Interpolating the 
known average lift coefficient based on known CL values for 
different � − Re combinations can lead to large errors if not 
enough � − Re combinations are known. Alternatively, some 
other unrelated methods to obtain a steady estimate might 
exist such as 2D RANS or potential flow. These methods are 
computationally cheaper than 3D URANS, but come with 
other disadvantages such as limited accuracy for separated 
flow cases.

Using the cosine and sine of 260 pseudo tufts as inputs, 
the neural network has been trained to minimize the error for 
the corresponding instantaneous lift coefficient fluctuations. 
After training, the neural network model has been evaluated 
on the test cases. The output of the model is the deviation of 
the lift coefficient from the average value for a given angle 
of attack and Reynolds number. The average lift coefficient 
is added to the predictions of the model, the resulting lift 
coefficients of this evaluation are shown in Fig. 11 for the 
test cases. Looking at the lift coefficient for the different test 
cases, it can be seen that cases with stall cells or full separa-
tion produce unsteady lift. The two cases with TE separation 
on the wing surface (Re = 7.5 ⋅ 105 with � = 16◦ , and Re = 
4.1 ⋅ 105 with � = 15◦ ) show a steady lift coefficient. For 
the cases with TE separation, the orientation of the tufts is 
also steady, the steady input to the model produces a steady 
output. Since there are no lift coefficient fluctuations, the 
model correctly produces a steady output of approximately 
zero. Test cases with full separation on the wing surface (Re 
= 7.5 ⋅ 105 with � = 19◦ , and Re = 4.1 ⋅ 105 with � = 20◦ ) 

exhibit fluctuations with a single frequency peak in the fre-
quency spectrum. This frequency peak is at a nondimen-
sional frequency of approximately 0.3 for the Re = 7.5 ⋅ 105 
with � = 19◦ case and at approximately 0.55 for the Re = 
4.1 ⋅ 105 with � = 20◦ case. The lift coefficient fluctuations, 
as predicted by the surrogate model, for the cases with full 
separation contain the same frequency peak in the frequency 
spectrum as the original lift coefficient obtained with CFD. 
The tuft fluctuations for these cases are periodic, and as such 
so is the output for the lift coefficient fluctuations. Finally, 
the two cases with a stall cell on the wing surface (Re = 106 
with � = 17◦ , and Re = 106 with � = 18◦ ) show an unsteady 
lift coefficient. From the frequency spectra, it can be seen 
that the lift coefficient from CFD contains a primary fre-
quency peak and then other smaller peaks at higher frequen-
cies. For the case with Re = 106 with � = 17◦ , the predicted 
lift coefficient fluctuations match the CFD results well as 
shown by the frequency spectra. The predicted lift coeffi-
cient fluctuations contain the same frequency peaks as the 
CFD lift coefficient. For the case with Re = 106 with � = 18◦ 
, the predicted lift coefficient fluctuations do not match the 
CFD fluctuations well between 30 and 70 convective cycles. 
After 70 convective cycles, the frequency of the fluctua-
tions for both the predicted and CFD lift coefficient fluctua-
tions match well, as also illustrated by the frequency peak in 
the frequency spectrum. The initial mismatch between the 
signals for the early convective cycles causes an apparent 
low-frequency oscillation in the predicted signal, as can be 
observed in the frequency spectrum. With a single surrogate 
model, it is shown that the unsteady lift fluctuations can be 
estimated based on the tuft orientations. For a variety of 
surface flow configurations, with some form of flow separa-
tion present, the frequency content of the fluctuations can be 
accurately predicted. This evaluation on CFD data illustrates 
the ability of the surrogate model approach to be applicable 
to a wide range of angles of attack and Reynolds numbers, 
by interpolating between learned surface flow patterns.

4 � Wind tunnel demonstration

4.1 � Setup

The experiments were conducted in a wind tunnel at the 
University of Southampton, with a test section of 2.1 m by 
1.6 m and 0.02 m/s accuracy for the set velocity. The free 
stream turbulence intensity has been measured along the 
wing leading edge, near the wind tunnel ceiling, this was 
found to be approximately 1%, and approximately 0.5% at 
the wing endplate. For the experimental setup, a wing with 
a NACA0012 profile, AR 2.6 and chord length of 30 cm 
was used. A schematic representation of the wing in the 
wind tunnel is shown in Fig. 12a. This wing was suspended 

Fig. 10   The average lift coefficient obtained from the URANS simu-
lations for each � − Re combination. The initial 25% of the simulated 
time is ignored to omit the transient phase
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from an ATI Industrial Automation Delta IP65 force balance 
mounted outside the wind tunnel test section. An end plate 
was used, as shown in Fig. 12b, to limit the tip vortex effect. 
While the endplate is only partially effective at eliminating 
the tip vortex, the remaining effect of the tip vortex does 
not influence the determination of unsteady aerodynamic 
loading from tufts, as presented in this investigation. The 
wing was equipped with fluorescent tufts that were 5 cm 

long and less than 1 mm thick. In the chordwise direction, 
five tufts were used. In the spanwise direction, 13 rows of 
tufts were applied. In the analysis of the experimental data, 
the two outer rows of tufts (near the wind tunnel ceiling and 
the endplate) have been disregarded, leading to 11 rows of 
5 tufts to be analyzed. The wing was illuminated with a UV 
floodlight. The tufts were recorded at 120 frames per second, 
with simultaneous force measurements at 6 kHz.

Fig. 11   The lift coefficient for the test cases obtained with CFD (blue) and the predicted lift coefficient from the surrogate model (orange) are 
shown on the left. The frequency spectrum of both signals is shown on the right
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4.2 � Image processing

The tufts provide an estimation of the local flow angle near 
the surface of the wing. Using the sine and cosine values 
allows two continuous values to represent any angle. Addi-
tionally, the cosine and sine values represent the chordwise 
and spanwise flow directions, respectively, when zero radi-
ans is aligned with the freestream direction.

First, the captured images have been converted to black 
and white images, such that the tufts are clearly distinguish-
able from the background and each other. Some high reflec-
tion areas have been masked and a spanwise varying thresh-
old has been used to obtain the black and white images as 
shown in Fig. 13.

The black and white images containing only tufts have 
been used in combination with a probabilistic Hough trans-
form to obtain straight lines corresponding to the tufts, 
as shown in Fig. 14 (Galamhos et al 1999). The Hough 
transform allows to set certain parameters such as the line 
length, which should match the tuft length in the image or be 
slightly shorter. Hough lines located too far from known tuft 
locations have been eliminated. The remaining Hough lines 
have been grouped per tuft location by averaging the start- 
and endpoints of the Hough lines, to obtain a single Hough 
line per tuft location. In the final step, the endpoint of the 
Hough line closest to the known tuft fixed end location has 
been replaced by the known fixed end location. As is observ-
able from Fig. 14, the last step of the process has almost no 
impact on the tuft identification when the image processing 

is suitable for the data. For 80.9% of the image samples, 52 
or more tufts have been found, out of the 55 available tufts. 
In Table 2, the amount of samples per angle of attack with 
52 or more tufts recognized are shown. At different angles of 
attack not only do the tufts behave differently, also the light-
ing conditions may vary slightly and the perspective of the 
camera relative to the wing changes slightly. These aspects 
can have an influence on the image processing, resulting in 
a different amount of tufts recognized on average per angle 
of attack.

From these identified tufts, the tuft angle can be obtained 
and converted into the corresponding sine and cosine values. 
Each sample thus has 55 values for the sine and 55 for the 
cosine (110 total values per snapshot image), missing tufts 
have a value of zero for both the sine and cosine.

In Fig. 15, the result of the image processing is shown. In 
the leftmost figure, the grayscale image is shown with the 
masked areas blacked out, the tufts as found by the image 
processing are shown on top in red. The second image from 
the left shows the amount of Hough lines found per tuft loca-
tion and can be used to assess if the parameters of the proba-
bilistic Hough line process are appropriate for the data from 
the current setup. The last two images on the right illustrate 
the sine and cosine of the tufts found for the shown sample.

4.3 � Force and moment processing

Experimental measurements of the lift and pitching 
moments were taken at angles of attack 13◦ , 14◦ , 15◦ , 16◦ , 

Fig. 12   The experimental setup of the NACA0012 wing equipped with tufts and a force balance: a A schematic of the setup and b the 
NACA0012 wing with fluorescent tufts and an end plate installed in the 7’x5 ’ wind tunnel test section at the University of Southampton
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and 17◦ . The Reynolds number was constant at 2.0 ⋅ 105 for 
all angles of attack. The wind tunnel was stopped between 
testing different angles of attack. For the frequency analy-
sis, we convert the measured frequency (f) to a nondimen-
sional frequency ( f ∗ ) according to Eq. (3), where f is the 

measured frequency, c is the wing chord (0.3 m), and U∞ 
is the freestream velocity (10 m/s).

(3)f ∗ =
f ⋅ c

U∞

,

(a) (b)

Fig. 13   Image processing of the tuft recording. a top: a single gray-
scale image, clipped to wing size, with masked areas indicated by a 
yellow circumference. The five horizontal lines crossing the tufts in 
spanwise direction indicate the locations of the analyzed pixel inten-

sity in part b. a bottom: the resulting black and white image by using 
a spanwise varying threshold and masking. b: the intensity of the pix-
els crossed in a grayscale image as shown in the top image of part a 

Fig. 14   Processing of the black and white images to obtain the tufts 
from each snapshot image. From left to right: identification of the 
fixed end of the tufts (orange dots), all Hough lines found, delete lines 
which are far away from the tuft fixed endpoints, average the begin 

and end points of the Hough lines grouped near a tuft fixed point and 
finally replace the Hough line starting point with the known tuft fixed 
end location
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The experimental data obtained with the force balance have 
a sampling frequency of 6 kHz ( f ∗ = 180), while the cam-
era used for recording the tufts used a frame rate of 120 Hz 
( f ∗ = 3.6). The experimental data used in this investigation 
considers only the time frame during which the aerodynamic 
forces are within nominal range for each angle of attack, 
eliminating the effects of the wind tunnel ramp up or down. 
Consecutive images of the tufts have been verified to have 
only very small differences in tuft orientations. It can be 
checked with the force and moment data if the frame rate 
of the tuft recordings is sufficient to capture the unsteady 
aerodynamic loading. This does not guarantee that the tufts 
are suitable for the investigated flow as they may react insuf-
ficiently to changes in the surface flow. A frequency analysis 
of the lift and pitching moment signal at 6 kHz is shown in 

Fig. 16. 125 Windows of 28.2 s have been used (total signal 
length is 3525 s, 705 s per angle of attack for five angles of 
attack), with Hanning weighting coefficients and no overlap 
(Bartlett’s method) to obtain the frequency spectra (Nut-
tall 1981; Engelberg 2008). The large window size allows 
to analyze large timescale surface flow changes. The low-
est measured frequency of 0.035 Hz in Fig. 16 corresponds 
to 940 convective cycles or a nondimensional frequency of 
1.05 ⋅ 10−3 . The highest measured frequency of 3 kHz in 
Fig. 16 corresponds to 0.01 convective cycle or a nondimen-
sional frequency of 90.

The frequency spectra show significant peaks at low f ∗ 
ranging between 0.001 and 0.01, showing the relevance of 
longer timescales. At a f ∗ of approximately 0.3, another sig-
nificant peak in the lift and moment fluctuations frequency 
spectra can be observed in Fig. 16. It is expected that this 
frequency of force and moment oscillations represents the 
natural frequency of the suspended wing structure. This has 
not been verified. The angle of attack has been taken into 
account in the nondimensional frequency ( f ∗ ⋅ sin(�) ) to 
check if this large frequency peak collapses to a single non-
dimensional frequency for different angles of attack. This 
was found not to be the case, which reduces the likelyhood 
of this peak in the frequency spectra of the wing loading 
fluctuations to be of aerodynamic origin. The frequency 
spectra of several tuft locations for the angle of attack 13◦ 
have also been checked (both sine and cosine, representing 
spanwise and chordwise fluctuations, respectively), which 

Table 2   For each angle of attack and Reynolds number combination, 
the tufts on the wing behave differently, as a consequence the image 
processing does not provide consistent results across the range of 
angles of attack tested

Angle of attack Amount of samples with 52 
or more tufts recognized (%)

13
◦ 94.2

14
◦ 87.0

15
◦ 71.5

16
◦ 77.8

17
◦ 73.8

Fig. 15   The results from the image processing, from left to right: tufts found by the processing, tracking of the Hough process, map of the cosine 
of the tufts, and a map of the sine of the tufts. In the middle of the second tuft row from the bottom, a missing tuft can be observed
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showed that the specific tuft location has a large influence 
on the frequency behavior of the tuft motions. More details 
are given in Sect. 5. To illustrate the lift and moment sig-
nal amplitude variation without the large amplitude of the 
natural frequency component, also a version of the signal, 
for angle of attack 13◦ , with all frequencies above f ∗ = 0.255 
cut is shown in Fig. 16. The signals with a f ∗ > 0.255 cutoff 
are not used for the training of any model but have been 
used for interpretation of the results. The original lift and 
moment signals do not contain significant frequencies above 
a f ∗ of 1.8 (or 60 Hz), which is the tuft recording Nyquist 
frequency. For the data-driven model, the original force and 
moment measurements have been down-sampled to 120 Hz 
from 6 kHz, such that a corresponding lift force and pitching 
moment are available for each snapshot image of the tufts.

4.4 � Observed surface flow

For each of the tested angles of attack, some form of flow 
separation was observed. In Fig. 17, snapshot images are 
shown of the tufts taken from the recordings of the wing, 
at different angles of attack in the wind tunnel. For angle of 

attack 13◦ , a patch of separated flow with a width of approxi-
mately half the wing span was observed to shift in spanwise 
direction multiple times per second. This patch of separated 
flow intermittently shows a stall cell structure. The surface 
flow for angle of attack 14◦ shows a larger patch of separated 
flow compared to angle of attack 13◦ . For angle of attack 14◦ 
a stall cell structure can consistently be observed. This stall 
cell occurs predominantly in the middle of the span but the 
stall cell position may also oscillate in spanwise direction. 
The stall cell width also was observed to fluctuate. Angle of 
attack 15◦ consistently shows a stall cell pattern that spans 
nearly the entire wing span. Angles of attack 16◦ and 17◦ 
show mostly a full span stall cell with intermittent full span 
turbulent separated flow.

4.5 � Unsteady wing loading from tufts

The lift coefficient, pitching moment coefficient, and tufts 
have been acquired experimentally for five angles of attack 
( 13◦ − 17◦ ) of a NACA0012 wing at Reynolds number 
2.0 ⋅ 105 . For each angle of attack, there are 84,599 sam-
ples. For the experimental data, a consistent slight temporal 

Fig. 16   Top: the frequency spectrum of the lift and pitching moment 
signal from all experimental data, normalized by the peak value of 
the 10 lowest f∗ . Bottom: a sample of the signal acquired for the lift 

and pitching moment fluctuations, at angle of attack 13◦ , normalized 
by the highest absolute value per signal in the sample range
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offset between the lift and pitching moment was noticed, this 
has been corrected in the processing of all the experimental 
data by delaying the pitching moment by four image frames 
(0.033 s or approximately one convective cycle) relative to 
the lift. For the training of the surrogate models, a single 
angle of attack of 15◦ has been used. This angle is in the 
middle of the range of the available data. The mean of lift 
and pitching moment, obtained from the full angle of attack 
15◦ dataset, has been subtracted from each, respectively. The 
models have been trained on the instantaneous lift and pitch-
ing moment fluctuations ( ΔCL and ΔCM , respectively). For 
the model training, the validation dataset is a subset of the 
training data. The validation set is used to stop the train-
ing of the network when the validation data error does not 
improve for 100 epochs. The best version of the network, 
evaluated on the validation set during training, is restored. 
This version of the model is used to evaluate the test data. 
The last 20,000 samples in chronological order of the train-
ing data were chosen for validation, to improve the model 
generalization. The test data consider different angles of 
attack: 13◦ , 14◦ , 16◦ , and 17◦ . The test data have not influ-
enced the training of the models. These angles of attack 
outside the training data range evaluate the models’ ability to 
extrapolate to different angles of attack, with specific surface 
flow not present in the training data.

The tuft orientations of all samples for each angle of 
attack have been used as inputs for the surrogate mod-
els. The lift model outputs the predicted lift coefficient 

fluctuations and the moment model outputs the predicted 
pitching moment fluctuations. For the analysis of the results 
in the nondimensional frequency domain, 25 windows have 
been used for the data per angle of attack, with Hanning 
weighting coefficients and no overlap (Bartlett’s method). 
The highest nondimensional frequency is given by the 
Nyquist frequency of the tuft recordings, which is 1.8. For 
each angle of attack, the power spectral density (PSD) is cal-
culated for the predicted and measured lift fluctuations and 
the predicted and measured pitching moment fluctuations. 
The cross spectral density (CSD) has also been calculated 
for each measured signal with its corresponding predicted 
signal. For each angle of attack, the coherence can then be 
calculated as shown by Eq. (4), where C� represents the 
coherence for angle of attack �.

The coherence can be calculated for either the lift or pitching 
moment coefficient fluctuations. The coherence value for a 
given frequency ranges from 0 to 1 and can be interpreted 
as a correlation between the two signals in the frequency 
domain at a given frequency, where 1 indicates that the sig-
nals are the same for that frequency, and 0 implies that they 
are completely unrelated.

In Fig. 18, the coherence is shown for all angles of attack 
for both the lift and pitching moment coefficient fluctuations. 

(4)C� =
|CSD�|2

PSD�,predicted ⋅ PSD�,measured

Fig. 17   Black and white images of the tufts at different angles of attack for a Reynolds number of 2.0 ⋅ 105 . The freestream flow direction is from 
left to right in the images
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For the lift coherence, it can be seen that for angles of attack 
13◦ and 14◦ the predicted and measured signals are a very 
good match in the frequency domain for nondimensional 
frequencies below 0.01, with a coherence value of approxi-
mately 0.9. Beyond a f ∗ of approximately 0.1 the the coher-
ence declines to a value of 0.4 approximately at f ∗ = 0.255. 
For angle of attack 15◦ , the coherence follows a similar 
trend as for angles of attack 13◦ and 14◦ across the range 
of frequencies, but with a constant reduction of approxi-
mately 0.1 in the coherence. For angles of attack 16◦ and 
17◦ , the coherence is significantly lower over the range of 
frequencies below f ∗ = 0.255. For angle of attack 16◦ , the 
coherence hovers around 0.4 in this frequency range and 
for 17◦ the coherence hovers around 0.2 for this frequency 
range. This suggests that for these higher angles of attack 
the model may not necessarily capture the amplitude of the 
lift/moment fluctuations at the right level. Almost certainly, 
this is related to the complexity of flow mechanisms leading 
to the these fluctuations and the training data do not neces-
sarily include this.

For nondimensional frequencies higher than 0.255, the 
coherence is very low and tends to be in the 0 to 0.1 range, 
indicating almost no relation between the predicted and 
measured signal in this frequency range. This drop-off in 
coherence coincides with the frequencies which contain the 
large PSD frequency peaks that were observed in the meas-
ured signals (as shown in Fig. 16), but not clearly observed 

in the tuft orientation dynamics. While the models were 
trained with the measured signal down-sampled to f ∗ = 3.6, 
the models do not accurately produce any fluctuations in 
the in the frequency domain with a f ∗ larger than 0.255. It 
is possible that either the tufts could not properly capture 
fluctuations higher than this frequency, or that these lift and 
moment fluctuations are not aerodynamic in nature. Similar 
observations can be made for pitching moment fluctuations. 
It can also be seen that the coherence tends to be higher in 
general in comparison with the lift coefficient coherence for 
individual angles of attack. For angles of attack 13◦ and 14◦ , 
the predicted and measured signals of the pitching moment 
coefficient fluctuations retain a high value for the coher-
ence of approximately 0.9 for a wider frequency range than 
the lift coefficient fluctuations. For angle of attack 15◦ , the 
coherence for the lower frequencies below approximately 
0.01 is lower than the coherence that was observed for the 
lift fluctuations at this angle of attack. For the angles of 
attack 16◦ and 17◦ the coherence for the pitching moment 
coefficient fluctuations is higher than for the lift coefficient 
fluctuations. These observations indicate that the models 
predict the coefficient fluctuations specifically well for lower 
angles of attack. Additionally, the lower frequencies tend to 
be predicted more accurately than the higher frequencies. It 
is also observed that the pitching moment coefficient fluctua-
tions are predicted more accurately than the lift coefficient 
fluctuations in most cases.

Fig. 18   The frequency coherence between the predicted signal and the experimentally measured signal, for both the lift and pitching moment. 
Angle of attack 15◦ represents the training data
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The phase difference at each frequency is calculated by 
taking the angle of the (complex) cross-spectral density. This 
allows to investigate if the predicted signal is in phase with 
the measured signal for a range of frequencies. In Fig. 19, 
the resulting phase difference is shown for the experimen-
tal investigation. For both the lift coefficient and pitching 
moment coefficient fluctuations, it can be seen that the phase 
difference between the measured and predicted signal is 
close to zero for nondimensional frequencies lower than 
0.01. For nondimensional frequencies between 0.01 and 0.2, 
the measured lift signal tends to lag the predicted lift signal, 
whereas for the pitching moment, the predicted signal tends 
to lag the measured signal. At a nondimensional frequency 
of 0.255, it can be observed that the phase shift appears to be 
random, this extends to the full 360◦ range outside the visible 
range in Fig. 19. Similar to the coherence, it is observed that 
for the lower frequencies, the predictions tend to be more 
accurate than compared to the higher frequencies. For the 
phase difference, the angle of attack appears to still have an 
influence but not as pronounced as for the coherence.

In Fig. 20, the PSD are shown for the measured and pre-
dicted signals for both the lift and pitching moment, for all 
tested angles of attack. The PSD of the measured and pre-
dicted signal allows us to evaluate if the relative power in 
the signals at different frequencies matches for the meas-
ured and predicted signal. All measured signals clearly show 
the peak in the frequency spectra close f ∗ = 0.3. At higher 

nondimensional frequencies than 0.3, the power in the sig-
nals quickly decreases. Below f ∗ = 0.3 the largest peaks 
in the PSD tend to be for the lower frequencies of the fre-
quency spectra. The PSD for signals at different angles of 
attack show distinct frequency characteristics, with power 
distributed differently across the frequency spectrum. These 
variations indicate that the signals differ depending on the 
angle of attack. For the current analysis, we are primarily 
interested in the part of the frequency spectrum with nondi-
mensional frequencies smaller than 0.255 to eliminate the 
influence on the lift and moment that could not be registered 
with the tufts in the current setup. It can be seen that this 
range of the frequency spectrum is reproduced well in the 
predicted signal compared to the measured signal. As was 
already indicated by the coherence plot, the match between 
the measured and predicted signal tends to be better for 
lower angles of attack.

In Fig. 21, samples are shown of the measured signal 
and the predicted signal for both the lift and pitching 
moment coefficient fluctuations, for all tested angles of 
attack. Each plot shows the 120 Hz sub-sampled measured 
wing loading fluctuations with gray dots. The gray line 
shows the same data as the gray dots but with all frequen-
cies above f ∗ = 0.255 cutoff. The colored line in each 
plot shows the predicted lift coefficient (blue) or pitching 
moment coefficient (orange) fluctuations. Since the models 
predict fluctuations, the mean of the outputs should be zero 

Fig. 19   The phase difference between the predicted signal and the experimentally measured signal, for both the lift and pitching moment. Angle 
of attack 15◦ represents the training data. The range for the phase difference is limited to ±90 for visual clarity
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for a series of input samples that is large enough to have a 
converged mean lift or pitching moment coefficient. The 
mean of the series of predicted outputs can be subtracted 
to improve the accuracy if it is known that the number of 
samples is large enough to represent a converged mean for 
the measured signal. It has already been shown that with 
limited pressure sensors in combination with a data-driven 
model, it is possible to estimate the angle of attack and 
Reynolds number (Zhou et al 2021). A similar approach 
could likely be used to estimate the mean lift and pitching 
moment coefficient at a given angle of attack and Reyn-
olds number. A more in-depth investigation can evaluate 
if these methods work well together to offer a complete 

data-driven method to determine the aerodynamic loading 
from proxy sensors.

The fluctuations of the lift and pitching moment coef-
ficients as shown in Fig. 21 illustrate the differences and 
similarities between the aerodynamic force fluctuations for 
different angles of attack and surface flow scenarios. For 
angle of attack 13◦ , the surface flow was highly unsteady 
spatially, with flow separation on the wing surface that did 
not take up the entire wing surface. The movement and 
changes in size of this separated flow area are likely cor-
related to the changes in aerodynamic forces on the wing. 
These relations are captured by the models. For angle of 
attack 14◦ , the separated flow region is larger, limiting its 

Fig. 20   The frequency spectra for the lift and moment fluctuations at 
different angles of attack. The original frequency spectra of the 120 
Hz ( f∗ = 3.6) sub-sampled lift and pitching moment data are shown 
in gray. The frequency spectra of the predicted lift fluctuations are 

shown in blue (left column). The frequency spectra of the predicted 
pitching moment fluctuations are shown in orange (right column). All 
frequency spectra have been normalized with the maximum value of 
the low-frequency peak
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ability to intermittently expand or to shift its position. This 
results in less significant long timescale (25+ convective 
cycles) fluctuations. For angle of attack 15◦ ,the separated 
flow area occupies the entire wing span, and shows a con-
sistent stall cell pattern. This case was used as the training 

data. The higher angles of attack ( 16◦ and 17◦ ) intermit-
tently show full separation on the wing surface. These 
cases with angles of attack 16◦ and 17◦ are the cases which 
showed low coherence compared to the cases with angles 
of attack 13◦ , 14◦ and 15◦ . While the models were only 

Fig. 21   The predicted lift (blue) and pitching moment coefficient 
(orange) fluctuations, compared to the original measurements (gray 
dots), and the original measurements truncated at 8.5 Hz or f∗ = 

0.255 (gray lines). The time frame shown occurs near the end of the 
tested time frame for each angle of attack, for angle of attack 15◦ this 
corresponds to a section from the validation data
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trained on angle of attack 15◦ with large areas of separated 
flow, the models extrapolate well to a lower angle of attack 
with smaller separated surface flow patterns.

5 � Conclusions

In this work, both computational and experimental demon-
strations have shown the potential of combining tufts with 
data-driven methods to provide quantitative estimates of 
unsteady wing loading.

A single neural network architecture with two dense 
layers was employed as a data-driven surrogate model for 
unsteady wing loading based on tuft orientations. Three 
distinct models were developed: one for the lift coeffi-
cient fluctuations in the computational data, another for 
the lift coefficient fluctuations in the experimental data, 
and a third for the moment coefficient fluctuations in the 
experimental data. Each model utilized the sine and cosine 
of the tuft angles as inputs.

The computational data comprised varying combi-
nations of angle of attack and Reynolds number from 
URANS simulations of a 3D wing with a NACA0012 
airfoil profile. Most of these simulated �-Re combina-
tions exhibited unsteady surface flow with corresponding 
unsteady wing loading. Pseudo tufts were derived from the 
flow direction near the wing surface. The computational 
lift coefficient model was trained on a variety of angles of 
attack and Reynolds numbers and tested on several differ-
ent combinations containing separated flow.

The computational data are largely free from noise, with 
unsteady lift fluctuations containing a limited number of 
peaks at specific frequencies in the power spectral density. 
The model is able to formulate a relation between the clearly 
defined surface flow patterns by the tufts and the correspond-
ing lift fluctuations. The model can effectively interpolate 
between different angles of attack and Reynolds numbers, 
by interpolating between the observed surface flows during 
training at different angles of attack and Reynolds numbers.

The experimental data involved five different angles 
of attack at a constant Reynolds number, with simultane-
ous measurements of lift, moment, and tuft recordings. 
This data contained noise, a large variety of surface flow 
patterns and a broad frequency content in the lift and 
moment fluctuations. The experimental lift and moment 
coefficient models were trained on a single angle of attack 
and tested on four different angles of attack to evaluate 
the generalization ability of the surrogate model. These 
models showed a strong ability to generalize to different 
surface flow patterns across various angles of attack. The 
coherence between the measured and predicted signal 
showed that lower angles of attack tend to be predicted 
better. The lower end of the applicable frequency spectrum 

( f ∗ < 0.01 ) also tends to be predicted better than the 
higher end of the frequency spectrum ( 0.01 < f ∗ < 0.255 ). 
Similarly, the phase difference between the measured and 
predicted signal tends to be smaller for lower frequencies.

The current method has shown be suitable to predict the 
lift and moment coefficient fluctuations based on the surface 
flow patterns observed with tufts. In the future, it would 
be desirable to further include methods which are able to 
estimate the angle of attack, Reynolds number, and steady 
wing loading. These methods can be based on a minimal set 
of sensors to provide the necessary information to develop a 
robust method for obtaining unsteady aerodynamic loading 
under operational conditions.

Appendix

In Figs. 22 and 23, the frequency spectra are shown of 11 
spanwise adjacent tufts near the center of the chord, for the 
cosine and the sine of the tuft angles, respectively. These 
tufts consider some locations which are prone to showing 
attached flow as well as tufts which tend to be inside a stall 
cell with separated flow. While the analysis of the specific 
individual tuft behavior in relation to the surface flow is out-
side of the scope of the current investigation, it remains rel-
evant to assess the range of frequencies which can be found 
in the tuft data which is used as an input for the data-driven 
method with a neural network. In Fig. 22, it can be observed 
that the peak power of the individual tuft angle cosine fre-
quency spectra is found between 0.1 and 1 Hz. The cosine 
of the tuft angle indicates the chordwise flow direction, large 
changes in the cosine can thus represent the switch between 
attached flow aligned with the freestream or separated flow 
going upstream near the wing surface. In Fig. 23, the fre-
quency spectra of the sine of the tuft angles are shown, 
which indicate that no clear peak values are present in the 
frequency spectra. The sine of the tuft angle represents the 
change in spanwise flow direction. It can be observed that 
for the spanwise flow unsteadiness, the relevant frequen-
cies are an order of magnitude larger than for the chordwise 
flow unsteadiness (as represented by the cosine of the tuft 
angles). It appears that the f ∗ = 0.3 (10 Hz) frequency peak 
as found in the lift and pitching moment data is also pre-
sent in the spanwise fluctuations but not with a clear distinct 
peak value. The analysis of the tuft fluctuations as presented 
through the frequency spectra of the sine and cosine of the 
tuft angles neglects the important aspect of the magnitude 
of the fluctuations, which is likely important in the physical 
analysis of the flow. Future investigations may focus on the 
complete combination of the tuft angle frequency spectra 
and the magnitude of the tuft angle fluctuations to improve 
the knowledge of separated flow structures. 
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Fig. 22   Frequency spectrum comparison of different tufts at a similar chordwise position along the span. The frequency spectrum considers the 
variation of the cosine of the tuft angles, which is equivalent to the tuft fluctuations in chordwise direction

Fig. 23   Frequency spectrum comparison of different tufts at a similar chordwise position along the span. The frequency spectrum considers the 
variation of the sine of the tuft angles, which is equivalent to the tuft fluctuations in spanwise direction
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 Data availability  Code containing the plots and the presented meth-
odologies will be made available upon publication at https://​doi.​org/​
10.​5258/​SOTON/​D3232.
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