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A B S T R A C T 

We present a precise measurement of cosmological time dilation using the light curves of 1504 Type Ia supernovae from the 
Dark Energy Surv e y spanning a redshift range 0 . 1 � z � 1 . 2. We find that the width of supernova light curves is proportional 
to (1 + z), as e xpected for time dilation due to the e xpansion of the Univ erse. Assuming Type Ia superno vae light curv es are 
emitted with a consistent duration �t em 

, and parametrizing the observed duration as �t obs = �t em 

(1 + z) b , we fit for the form of 
time dilation using two methods. First, we find that a power of b ≈ 1 minimizes the flux scatter in stacked subsamples of light 
curves across different redshifts. Secondly, we fit each target supernova to a stacked light curve (stacking all supernovae with 

observed bandpasses matching that of the target light curve) and find b = 1 . 003 ± 0 . 005 (stat) ± 0 . 010 (sys). Thanks to the large 
number of supernovae and large redshift-range of the sample, this analysis gives the most precise measurement of cosmological 
time dilation to date, ruling out any non-time-dilating cosmological models at very high significance. 

K ey words: transients: supernov ae – cosmology: observations. 
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 I N T RO D U C T I O N  

ime dilation is a fundamental implication of Einstein’s theory of 
elativity in an expanding Universe – the observed duration of an 
vent, �t obs , should be longer than the intrinsic emitted (or rest-
rame) duration, �t em 

, by a factor of one plus the observed redshift,
, 

t obs = �t em 

(1 + z) . (1) 

he idea of using time dilation to test the hypothesis that the Universe
s expanding dates back as far as Wilson ( 1939 ) and was revisited
y Rust ( 1974 ). One of the first observational hints of time dilation
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as the observation by Piran ( 1992 ) and Norris et al. ( 1994 ) that the
uration of gamma-ray bursts (GRBs) was inversely proportional to 
heir brightness – they used this to argue that at least some GRBs

ust be cosmological. The first measurements of cosmological time 
ilation using supernovae were made by Leibundgut et al. ( 1996 )
or a single Type Ia supernova (SN Ia) at z = 0 . 479 and Goldhaber
t al. ( 1997 ) for seven supernovae at 0 . 3 < z < 0 . 5. Most relevant to
his work, we take Goldhaber et al. ( 2001 ) as the current state of the
rt in identifying cosmological time dilation in SN Ia photometry .
hey used 35 supernovae in the redshift range 0 . 30 ≤ z ≤ 0 . 70, to

est a model with a factor (1 + z) b time dilation and found b ∼
 . 07 ± 0 . 06. 
To a v oid de generac y between the natural variation of light-curv e

idth and time dilation, the evolution of spectral features of high- z 
Ne Ia was used to measure time dilation by Riess et al. ( 1997 ),
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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 ole y et al. ( 2005 ), and Blondin et al. ( 2008 ). The first two of these
tudies found inconsistency with no time dilation at the 96.4 per cent
onfidence level (for SN1996bj) and 99 per cent (for SN1997ex),
espectively, and the third finding b = 0 . 97 ± 0 . 10. Most recently,
e wis & Bre wer ( 2023 ) inferred b = 1 . 28 + 0 . 28 

−0 . 29 using the variability of
90 quasars out to z ∼ 4. Despite these successes, there remains con-
inued discussion of hybrid or static-universe models such as Tired
ight (Zwicky 1929 ; Gupta 2023 ) that do not predict expansion-

nduced time dilation. 
In this study, we measure cosmological time dilation using SNe

a from the full 5-yr sample released by the Dark Energy Surv e y
DES) (DES Collaboration 2024 ), which contains ∼ 1500 SN Ia
panning the redshift range 0 . 1 � z � 1 . 2 – significantly larger and
igher redshift than any sample of supernovae previously used for a
ime-dilation measurement. Such a large sample of SNe is important
n reducing statistical uncertainty and such a high-redshift sample
s the ideal regime to robustly identify time dilation. Over half the
ES-SN5YR sample are at z > 0 . 5, compared to only 12 per cent in

he previous gold-standard Pantheon + sample (Brout 2019 ) and 37
er cent in the Goldhaber analysis (Goldhaber et al. 2001 ). Therefore
he DES sample should have observed light-curve durations more
han 1.5 times longer than their rest-frame durations (up to 2.2 times
onger for those at z ∼ 1 . 2). This means their time-dilation signal
hould be significantly larger than the intrinsic width variation
xpected due to SNe Ia diversity in their subtypes. 

We test the model that time dilation occurs according to, 

t obs = �t em 

(1 + z) b . (2) 

f standard time dilation is true we should find b = 1. If no time
ilation occurs we should find b = 0. 
For this work we aim to keep supernova modelling assumptions

o a minimum to a v oid circularity in our arguments (because most
odels of supernova light curves are generated assuming time-

ilation occurs). We therefore take two data-driven approaches to
easuring time dilation: 

(i) First, we simply take all the light curves, divide their time axis
y (1 + z) b relative to the time at peak brightness, and find the value
f b that minimizes the flux scatter. 
(ii) Secondly, we ‘de-redshift’ all the supernova light curves and

tack them to define a data-driven SN Ia ‘reference light curve’. Then
or each individual SN Ia we measure the observed light curve width
 w) relative to the appropriate reference, �t obs = w�t reference . This
llows us to see if the time-dilation occurs smoothly with redshift
nd find the best-fitting value of b, where the expected result would
e w = (1 + z) corresponding to b = 1. 

The first method is entirely data driven and has no time-dilation
ssumptions. In the second method for ease of computation we create
he stacked reference by dividing the time axis of the light curves by
1 + z). This method therefore includes an assumption of time dila-
ion in the generation of the reference. Even though this assumption is
ustified by the result of the first method, the second method should
trictly be considered a consistency check. We note it is possible
o remo v e an y circularity by keeping the reference light curv es in
heir rest frame and fitting to w = 

(
(1 + z target ) / (1 + z reference ) 

)b 
,

hich requires multiple different reference light curves per target
upernova; mathematically this is very similar to our approach but
equires even more data. To further check that this method rules
ut no time dilation we retest method two without deredshifting the
eference light curves; it dramatically fails the consistency check,
ee Appendix C . 
NRAS 533, 3365–3378 (2024) 
This paper is arranged as follows: In Section 2 we discuss the
se of type Ia supernovae as standard clocks, and the challenges
hat need to be taken into account when comparing SNe Ia light
urv es observ ed in dif ferent bands across dif ferent redshifts. In
ection 3 , we present the data used in this study, while in Section 4
e describe our approach of defining a reference light curve and

he determination of the redshift dependence of the time-dilation
ignal. We discuss our results in Section 5 and conclude in Section 6
hat the null hypothesis of no time dilation is inconsistent with the
ata. 

 TYPE  IA  SUPERNOVA E  A S  STANDARD  

L O C K S  

n y inv estigation into the physics at large length-scales in the
niverse relies on known quantities, be they standard candles,
ulers, sirens, or clocks. SNe Ia have long fit the bill of a
tandardizable candle on the basis of their extreme brightness
nd consistency (Tripp 1998 ; M ̈uller -Bra v o et al. 2022 ; Scolnic
t al. 2023 ), allowing their observation o v er cosmic distances with
nly little uncertainty in their intrinsic properties. As SNe Ia are
he explosions of a white dwarf approaching the Chandrasekhar
imit (Hoyle & Fowler 1960 ; Ruiter 2019 ), their properties are
easonably uniform across their population compared to other SN
ypes; not only are they standardizable in brightness, but also in
ime (Phillips 1993 ; Leibundgut et al. 1996 ). Hence, the observed
uration of SN Ia explosions are well suited to investigating time
ilation as a result of an expanding universe (Wilson 1939 ; Rust
974 ). 
The presence of a time-dilation signal in SNe Ia data tests the

eneral relativistic prediction of an expanding universe having a
actor of (1 + z) time dilation (Wilson 1939 ; Blondin et al. 2008 ).
his signal needs to be corrected for in supernova cosmology
nalyses (Leibundgut & Sulli v an 2018 ; Carr et al. 2022 ) and so
onclusively quantifying the effect of time dilation is foundational
o our cosmological model, especially considering the continued
iscussion of hybrid or static-universe models such as Tired Light
Zwicky 1929 ; Gupta 2023 ) that do not predict expansion-induced
ime dilation. 

.1 The importance of colour 

Ne Ia are known to spectrally evolve over the duration of their
70 d bright period. The early-time spectrum is relatively blue with

pectral features dominated by transitions from intermediate mass
lements. The spectrum then reddens on the order of days from
eavier element emission lines and the cooling of the continuum
Filippenko 1997 ). Previous papers have described the redward evo-
ution of SNe Ia spectra o v er time (Takanashi, Doi & Yasuda 2008 ;
londin et al. 2012 ; Branch & Wheeler 2017 ), while photometric
vidence of this phenomenon is seen in the light curve peaking later
n redder bandpasses than in bluer ones (as in Fig. 1 ) for a light
urve in the rest-frame optical. As such, the photometric behaviour
f a light curve is dependent on the rest-frame wavelength range
bserved. This means that, to a good approximation, a typical high- z
N Ia observed in a redder band should have the same photometric
nd spectral characteristics as a medium- z SN Ia observed in a
luer band (Fig. 2 ). Since our photometric bands are fix ed, the y
ample different rest-frame wavelength ranges as the supernovae
re redshifted. Therefore, it is critical to design a method that
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Figure 1. The normalized (in flux) light curve of an SN Ia at z = 0 . 4754 
shows intrinsically broader light curves at redder wavelengths that tend to 
peak later (at least in the optical regime observed across our data set). The 
x-axis represents time in the observer frame, and SALT3 model fits (solid 
lines) are o v erlaid on to the data in each band. 

Figure 2. For a supernova at redshift z 1 observed in a given filter, there 
exists a higher redshift z 2 > z 1 such that another supernova at z 2 observed 
in a redder filter will have a similar rest-frame ef fecti v e wav elength as the 
nearer supernova. We show here the spectrum of SN2001V (Matheson et al. 
2008 ) at z 1 ∼ 0 . 01 and again artificially redshifted to z 2 ∼ 0 . 35. Here, we 
can clearly see the Si II absorption line (615 nm) redshifted from the r band 
to roughly the same position along the bandwidth in the i band. Overlaid are 
the transmission curves of the DES filters from Abbott et al. ( 2018 ) Fig. 1 . 
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nsures time-dilation measurements compare light curves measured 
t similar rest-frame wavelengths. 1 
 A note on language: The phrase ‘rest-frame’ wavelengths arises from the 
sual assumption that redshifts are due to recession velocities. The fact 
edshifts occur is not in question here (so it is fine to use (1 + z) to 
alculate matching rest-frame wavelengths, and this contains no time-dilation 
ssumption). The question is whether that redshift arises due to a recession 
elocity, which would also cause time dilation. 

M  

u
c  

c  

2

f

.2 Str etch–luminosity r elation 

ur fitting methods are independent of individual supernova light 
urve models and are based only on the assumption that supernova
ight curves are all similar. One dissimilarity between SNe Ia is the
stretch’ in their light curve – an intrinsic width variation of up to ∼
0per cent that is separate from time dilation and strongly correlated
ith the peak brightness (Phillips et al. 1999 ). With this amount of
ata at such high redshifts we can simply treat this intrinsic variation
s noise. The stretch variation between SNe Ia essentially acts as
andom (but intrinsic) scatter in the obtained widths of light curves.
his does not affect the o v erall trend of light curve width against

edshift. We therefore make no correction for the stretch–luminosity 
elation in this work, to maintain maximal model-independence. 

As long as there is a representative sample of the entire population
f SNe Ia at every redshift, this simple analysis should measure
ime-dilation without bias. Ho we ver, Malmquist bias can influence 
he result since brighter supernovae have wider light curves. If 
aint supernovae are under-represented at high redshifts one might 
xpect a slight bias toward a higher inferred time dilation at high-
. Thankfully, the DES data are well-sampled to such high z that
almquist bias has minimal impact on our results. M ̈oller et al.

 2022 ) showed that the full stretch distribution is well represented in
he DES-SN5YR sample out to z ∼ 1 . 1 (see also Fig. A2 ), meaning
hat the stretch–luminosity relation should have a negligible effect 
n our results. 
Previous studies (e.g. Nicolas et al. 2021 ) have also found that the

tretch distribution of the SN Ia population drifts slightly with redshift 
getting wider by ∼ 3 per cent between 0 . 0 < z < 1 . 4). Even though
e do not see this drift in the DES-SN5YR sample (see Fig. A2 ),
e quantify the possible impact of this effect on our time-dilation
easurement in Appendix A and find it to be small. 

 DATA  

e e xclusiv ely use the data of the 1635 Type Ia superno vae measured
y the Dark Energy Surv e y Superno va Program (DES Collaboration
024 ). The DECam instrument on the 4m Blanco telescope at the
erro Tololo Inter-American Observatory (Flaugher et al. 2015 ) 
bserved most of the photometrically classified SN Ia candidates in 
he g, r , i, and z bands according to the criteria in Smith et al. ( 2020 ).
he flux is determined by difference imaging (Kessler et al. 2015 ).
igh-redshift SNe Ia typically show negligible flux in the ultraviolet 
av elength re gion, so g- and r-band light curves are only useful for
Ne at z � 0 . 4 and z � 0 . 85, respectively (see DES Collaboration
024 , fig. 2). The SALT3 (Kenworthy et al. 2021 ) template fits with
 cadence of 2-d time sampling in each band were available for each
N candidate. We use these fits only to estimate the peak flux of each
upernova and the associated time of peak flux (given by the B-band
aximum time in the observer frame) so that we can normalize the

ight curves in brightness and in time relative to the peak brightness.
e otherwise discard the SALT supernova information. 
We performed an initial quality cut on the sample of 1635 SNe

a, requiring the probability of being a type Ia PROBIa > 0 . 5
s classified with SuperNNova (M ̈oller & de Boissi ̀ere 2020 ;
 ̈oller et al. 2022 ; Vincenzi et al. 2024 ). This kept the sample of

sable light curves high while removing possible Type II supernova 
ontaminants. We remo v ed individual data points from each light
urve that had an error in their flux ( FLUXCALERR 2 for the flux
MNRAS 533, 3365–3378 (2024) 

 FLUXCALERR is the Poisson error on FLUXCAL , which is the variable used 
or flux in SNANA corresponding to mag = 27 . 5 − 2 . 5 log 10 ( FLUXCAL ). 
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M

Figure 3. For each of the SNe Ia in our sample, we constructed a reference 
light curve with a δ = 2 −x parameter according to equation ( 3 ), with �λf - 
band FWHM. We counted how many data points populated the reference 
curves (i.e. the number of points in Fig. 4 for example) changing δ in 
integer steps of powers of 2. This plot shows the reference populations 
for a target SN measured in the observer frame i band, and is largely 
similar for the different bands differing mainly by a linear shift on the 
vertical axis. That is, an analogous plot in a bluer band would see the 
colour distribution shifted downwards in target redshift and a redder band 
upwards. 
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alue FLUXCAL ) greater than 20; this was done to restrict our fitting
o the highest quality observations, particularly cutting those with
ery low signal to noise at high redshift (whose observations had
omparati vely lo w FLUXCAL ). In the analysis, we did not attempt
o fit SNe light-curve widths if their light curve had fewer than five
ata points and if their reference curve had fewer than 100 data
oints (discussed in Section 4 ). This was done on a per-band basis;
e estimated the width of each SN light curve in each band where

t satisfied these criteria. Individual light curves were also omitted
rom the analysis if the χ2 width fitting did not converge. All together,
fter these quality cuts we were left with width measurements of 1504
nique SN Ia across the data set. 

 FITTING  SUPERNOVA  PHOTOMETRY  TO  A  

E FEREN C E  L I G H T  C U RV E  

he photometric analysis in Goldhaber et al. ( 2001 ) relied funda-
entally on template fitting to measure the expansion-induced time-

ilation signal in SNe Ia. With the wealth of data now available we
an in principle obtain the same dilation signal using the data alone,
ndependent of a light-curve template. Herein, we describe such a
emplate-independent method involving scaling the time axis of each
f the 1504 individual light curves to fit their own unique reference
urve composed of all the matching photometry in the DES data
et. The time-dilation signal in each light curve is the multiplicative
nverse of said scaling factor, and this can be found for each of the
504 SN Ia light curves in the data. This differs from a traditional
emplate-fitting method in that we do not assume the shape of a light
urve but instead let the data from other SNe compose the template-
ike reference curve. 
NRAS 533, 3365–3378 (2024) 
.1 Reference cur v e construction 

he main functionality of this method is to use the photometric data
f many SNe to automatically create a reference light curve unique
o any one target SN. The target SN is the SN whose width we are
rying to measure. 

Since the shape of an SN Ia light curve is dependent on the rest-
rame ef fecti v e wav elength at which it is observ ed (Fig. 1 ; see also
akanashi et al. 2008 ; Blondin et al. 2012 ), the reference photometry
ust be composed only of light curves that have the same (or very

imilar) intrinsic shape as the target SN. Hence, we must choose
eference photometry that samples the same rest-frame ef fecti ve
avelength as the target light curve. This effect is shown in Fig. 2 ,
here, for example, we might compare a lo w- z supernov a in some
and to a higher- z supernova observed in a redder band with the
ame (or similar) rest-frame ef fecti v e wav elength. We can compare
he photometry between the two events provided that their rest-frame
f fecti v e wav elength (and hence their light curve shape/evolution) is
like. 

If we chose instead to fit each target light curve in some band
gainst all of the photometry from that band, we would expect a
on-linear change in slope as a function of redshift on a width-
ersus-redshift plot. The explanation for this lies in the fact that
Ne Ia spectra get redder o v er time; the light curves measured

n a redder band are intrinsically wider than those measured in
 bluer band as shown in Fig. 1 . Hence, with this hypothetical
ethod (comparing to all photometry), we would observe a bluer than

verage rest-frame curve for a high-redshift SNe which would bias
he obtained width to an intrinsically thinner value. Conversely, we
ould be biased towards a wider (redder) than average width for low-

edshift supernovae. To a v oid this bias, we use the aforementioned
ethod of only using reference photometry with a similar rest-frame
avelength as our target light curve. 
To find rele v ant light curves to populate the reference curve, we

ick all light curves out of a calculated redshift range. To fit a single
target) SN light curve at redshift z imaged in a band of central
avelength λf , we can populate the reference curve with SNe within

he redshift range 

λr (1 + z) 

λf 

− δ
�λf 

λf 

≤ 1 + z r ≤ λr (1 + z) 

λf 

+ δ
�λf 

λf 

, (3) 

hose photometry is measured in a band of central wavelength λr .
ere δ is a free parameter which, together with the band full width at
alf-maximum (FWHM) �λf , describe the acceptable wiggle room
n the relative band overlap. A deri v ation of this formula is given
n Appendix B and a graphical representation of this construction is
hown on the left-side plots in Fig. 6 . 

We show in Fig. 3 the number of points in the reference curves
hereafter referred to as reference population) for all of the DES SNe
ith a variable δ parameter. Ideally, this δ parameter should be as

mall as practical to ensure that the reference curve is consistent in
hape (i.e. the spread of rest-frame ef fecti v e wav elengths is small).
n practice, we find a value of δ = 2 −4 is the minimal value that
rovides a large enough reference population for high-/low-redshift
arget SNe (on the order of ∼ 10 2 needed to satisfy the Section 3
riteria at z ∼ 1 . 1). For medium range target SNe redshifts (in the
ontext of the DES-SN sample), we note that the reference population
s large ( ∼ 10 3 ) even for δ � 2 −4 . 

After populating the reference curve with data points we then
ormalize the photometry in flux; as the curve is populated with
he data of several SNe at different redshifts, the curve must be
omogeneous in flux. To do this, we utilized the peak flux in
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Figure 4. For a target SN Ia at z � 0 . 48, the i-band reference curve consists 
of data from the r , i, and z bands. These data are chosen at redshifts according 
to equation ( 3 ) (and visually shown in the left plots of Fig. 6 ). Top: the data 
in different bands are not in phase (in the observer frame). It is visually 
obvious that light curves appear wider in time at higher redshift. Bottom: 
after a (1 + z) correction to the SN Ia light curves, we see a consistent trend 
across all bandpasses and time. This alone is evidence for some degree of 
time dilation. 
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Figure 5. By scaling the reference photometry in time according to (1 + z) b 

for some free parameter b, we find b ∼ 1 minimizes the reference flux disper- 
sion across the entire SNe sample. The reference flux dispersion represents 
the median dispersion of flux across the entire sample of normalized reference 
light curves in each band (here averaged for the riz bands), where the errorbars 
indicate one standard deviation in these values. We note that this figure yields 
a signal of (1 + z) time dilation in the DES data set, independent of the rest 
of the analysis. 
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he SALT3 model light curves provided for each SNe, which is
ndependent of the time-dilation signal. The data in each constituent 
urve is normalized by this value before being added to the reference.
 or conv enience we also use the time of peak brightness giv en by
ALT3 as the reference point about which to stretch the light curves
see equation 5 ), and this parameter is also in the observer frame
f reference. These are the only uses of SALT3 information and we
xpect that the same time-dilation signal would be obtained in the 
ata with any other consistent normalization measures. 

.2 First measure of time dilation: minimizing scatter in the 
 efer ence cur v e 

fter the flux of the reference curve is normalized, we see that the
ifferent bandpass data in the curve are temporally stretched (see the 
olour gradient of the top plot in Fig. 4 ). As the redder bandpasses
re sampled at higher redshift, this is an immediate indication of time
ilation. Without assuming our expected cosmological time dilation 
f (1 + z), we can scale the data in all of the reference curves by a
actor of (1 + z j ) b , where z j is the redshift of each constituent curve
n a reference and b is a free parameter. We posit that minimizing
he flux dispersion in the reference curve is analogous to finding the
ptimal temporal scaling, simultaneously minimizing the dispersion 
n time. Hence, finding the value of b that minimizes the flux scatter
ives us our correction factor. 
To investigate this, we generated reference curves for each of the

arget SNe per observing band and scaled the data in time according
o the aforementioned relation in terms of b (Fig. 4 shows this scaling
or b = 1 as an example). Then, we binned the time series data into
0 equal-width time bins and found the standard deviation of the
ux within each bin. We calculated the median of these 30 standard
eviations as a representative estimate of the total flux scatter for that
eference curve with that tested b value. We then took the median of
hose results across all the SN reference curves as our estimate of the
ispersion for that b, which is shown in Fig. 5 . That is, our reference
ux dispersion is 

rf ( b) = Med 
({{ Med ( σij ( b)) | ∀ j ∈ (1 , ..., 30) }| ∀ i ∈ (1 , ..., N sn ) } 

)
(4)

or N sn supernova light curves in that band, and σij ( b) being the
ux standard deviation of the ith light curve in the j th time series
in. This process was repeated for each of the riz observing bands,
mitting the g band due to the smaller number of SNe. We crudely
stimate the error (for each b) in this method as being the standard
eviation of the median dispersions across all light curves. We find
n optimal scaling corresponding to b ∼ 1 (Fig. 5 ) across the entire
ata set, which is the expected dilation factor of ∼ (1 + z). 
If there was no time dilation we would expect the minimum

ispersion in the reference curve to be at b ∼ 0 (i.e. no time scaling)
n Fig. 5 . The fact that we find b ≈ 1 is evidence for time dilation of
he expected form. This is a rough but completely model independent 

easure of time dilation and it is the paper’s first main result. 
MNRAS 533, 3365–3378 (2024) 



3370 R. M. T. White et al. 

M

4
w

A  

t  

f  

o
 

fi  

s  

a  

t  

i  

G

F

a  

f  

t  

(
 

m  

t  

t

χ

f  

p  

t  

t  

b  

τ

 

e  

r  

f  

b  

t  

b  

r  

w  

c  

p  

p  

t  

p  

s
 

e  

l  

f  

a  

p
 

t  

G  

i  

p
 

C  

2  

t  

T  

i  

f  

r  

w  

(
 

W  

a  

p  

fi  

r  

i
 

w  

e  

t  

a  

z  

e  

b  

t  

t  

z  

e
 

F  

c  

T  

s
 

c  

g  

w  

w  

l  

t  

c  

s  

(  

fi  

t

5

A  

d  

a  

a  

a  

c
 

I  

2  

w  

S  

fi  

i  

d  

r  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/533/3/3365/7738388 by U
niversity of Southam

pton user on 09 D
ecem

ber 2024
.3 Second measure of time dilation: finding each light-cur v e 
idth 

fter constructing the reference curves for a target SN, we are ready
o fit for the width, w, of each individual target light curve and look
or a trend with redshift. This method enables a more precise measure
f b. 
We first normalize the target data to the peak flux using the SALT3

t (as with the reference curves). The free parameter in the fit is the
caling parameter 1 /w, whereby changing this value would stretch
nd squash the data relative to t peak (the time since peak flux) until
he χ2 is minimized. That is, we assume the SN Ia light curve of the
th supernova is of a mathematical form similar to that described in
oldhaber et al. ( 2001 ), 

 i ( t) � f i 

(
t − t peak 

w 

)
(5) 

nd change w until the data most closely matches the reference. Here,
 i ( t) corresponds to the ith target light curve; F i ( t) corresponds to

he ith reference curve where each point is now scaled in time by
1 + z) relative to t peak as per the results of Section 4.2 . 

To fit the target light-curve width using its reference curve, we
inimized the χ2 value of the differences in the target flux compared

o the median reference flux in a narrow bin around time values of the
arget photometry. That is, for each target light curve we minimized 

2 
i = 

N p ∑ 

j 

(
f ij −Med 

{
F i ( t) | ∀ t ∈ [ t ij /w −τ, t ij /w + τ ] 

})2 

σ 2 
ij 

(6) 

or N p number of points in the ith target SN light curve ( f i ). The
oints in the reference curve ( F i ) bin that are averaged and compared
o each target SN flux value ( f ij – with error σij ) are selected within
he time range [ t ij /w − τ, t ij /w + τ ]; here t ij is the time since peak
rightness of each target data point scaled by the fitted width w, and
is the half bin width either side of the central time value t ij . 
During the fitting process, the bounds of this narrow bin around

ach time value changes as the target data is scaled in time but
emains the same width. We chose a bin width, 2 τ , of four rest-
rame days (i.e. ±τ = ±2 of a central value); ideally this would
e as low as practical to maximize intrinsic similarity between the
arget data point position and the reference curve slice, but needs to
e large enough to provide a sufficiently populated sample of the
eference to compare to. We find that a width of 4 d (just under the
idth of a minor tick span in Fig. 4 ) is low enough that the reference

urve does not significantly change in flux but still contains enough
oints even for high-/low- redshift target SNe with small reference
opulations. With this τ = 2 value we find � 50 data points per
ime slice at the highest and lowest redshifts, where a τ = 1 yields a
rohibitively small � 20 data points per slice even in the most well
ampled photometric band ( i-band). 

In fitting the data, we did not include any target SN data points that
xtended past the maximum time value in the reference curve; the
ate-time light curves of SNe dwindle slowly and are less constraining
or width measurements than those near the peak. We also omitted
ny points that had observation times prior to the first reference curve
oint from the fitting procedure. 
We note that this method of fitting is not fundamentally limited to

arget SN data with pre-peak brightness observations in each band.
iven enough target data (on the order of several well-spaced points

n time), the mapping of this data to the corresponding reference curve
hases is unique regardless of whether pre-peak data is available. 
The uncertainty in each estimated width was found via Monte

arlo uncertainty propagation, where the target data was resampled
NRAS 533, 3365–3378 (2024) 
00 times according to its Gaussian error; for each iteration we fit
he width and the final error is the standard deviation in these widths.
o provide some measure of the error in the reference curve, we

mposed an error floor of σm 

(1 + z) on the Monte Carlo uncertainty,
or σm 

representing the median (normalized) flux dispersion in the
eference curve. The σm 

dependence is from our rationale that the fit
idth is only as good as the quality of the reference curve, and the

1 + z) dependence arises from our scaling of the reference curve. 
An example of how a reference curve is created is shown in Fig. 4 .
e note the difference in the reference curve time-scale before and

fter (1 + z) correction, and the larger dispersion in flux between the
oints at any one time prior to correction. Several examples of width
tting and reference curve construction for low-, medium-, and high-
edshift target SNe (in the context of the DES-SN sample) are shown
n Fig. 6 . 

We note that while the width fitting for the whole data set
as calculated in all four DECam bands, only the i-band data

ncompasses the entire redshift range of the DES-SN sample. Due
o the spectral shifting inherent in redshifted data, the g and r filters
re unable to detect SNe at sufficiently high redshift ( z � 0 . 4 and
 � 0 . 85, respectively) as the observed wavelengths shift to lower
mitted wavelengths (see fig. 2 of DES Collaboration 2024 ) and
ecome fainter as a result. Fig. 6 shows that fitting z � 0 . 2 SNe in
he z band would require ne gativ e redshifted SNe in the other bands
o populate the reference; hence there is an inherent redshift floor for
-band fits leaving the i band as the only suitable bandpass for the
ntire redshift range. 

The widths obtained in all four bands separately are shown in
ig. 7 . We see the truncated g-, r-, and z-band data, and fit widths
onsistent with the expected (1 + z) relationship across all bands.
he averaged widths of all the bands are shown in Fig. 8 , again
howing excellent agreement with the (1 + z) expected theory. 

As mentioned in the introduction, this method has an element of
ircularity because we de-time dilated the observed light curves to
enerate each reference light curve. As a cross-check to ensure that
e are not just getting the answer we put in we repeated the analysis
ithout de-redshifting the data. This ef fecti vely makes the reference

ight curves more noisy and wider (like the top plot of Fig. 4 ). If
ime dilation is absent we should get a consistent b = 0 fit in this
ase. Ho we ver, if (1 + z) time dilation is present we should find a
lope inconsistent with b = 0 and an intercept offset from w = 1 . 0
because the reference light curve will itself be time dilated). We
nd, as expected, that the b = 0 result is excluded strongly by this

est (see Appendix C and Fig. C1 ). 

 DI SCUSSI ON  

s we see in Fig. 7 , there is a clear and significant non-zero time-
ilation signature in the DES SN Ia data set, conclusively ruling out
ny static universe models. Our method described in Section 4 detects
 time-dilation signature in all of the g, r , i, and z DECam bandpasses
s expected. The power-law fits to the data in each bandpass are all
onsistent with the expected (1 + z) law to within 2 σ . 

Since there is a well documented stretch–luminosity relationship in
a light curves (Phillips 1993 ; Phillips et al. 1999 ; Kasen & Woosley
007 ), it is possible that Malmquist bias could skew the data to larger
idths at high redshift where we may not see the less-luminous
Ne. Regardless, this does not greatly influence the quality of our
ts since the DES SN data extend to such high redshifts that the

ntrinsic dispersion in widths is significantly smaller than the time-
ilation signal. In fact, we find that the standard deviation in the width
esiduals (i.e. of w i − (1 + z i ) 1 . 003 for all SNe) within Fig. 8 is only
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Figure 6. We show the reference curve construction and subsequent target SN fit for 3 SNe at redshifts z � 0 . 22, z � 0 . 43, and z � 1 . 02 and in fitting bands 
r , i, and z, respecti vely (in descending order). The left plots sho w the allo wed ranges for reference curve SN sampling gi ven the target redshift (and δ = 2 −4 ). 
The vertical line of dots is plotted at the target SN redshift, with each dot representing the redshift of a DES supernova (vertical axis). The dots that fall in 
the narrow coloured bands are the SNe that make up the reference population, as those data all share approximately the same rest-frame wavelength in their 
respectiv e bands; box es are plotted surrounding these re gions to more clearly indicate the light-curve colour samples that make up the reference curve. The right 
plots show the constructed (1 + z) time-scaled reference curve (small coloured points) with respect to the target SN photometry (blue points) and subsequent 
target photometry scaled on the time axis to fit the reference (best-fitting widths of 1.42, 1.49, and 2.17, respectively). Due to the statistics associated with such 
large reference curve populations, the contribution of any individual reference point uncertainty to the overall reference curve uncertainty is negligible and not 
plotted; the uncertainty in the target data has a much higher contribution to the uncertainty in the fitting. 
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Figure 7. Using the reference-scaling method described in Section 4.3 , we plot the fitted SNe widths of light curves observed in the g, r , i, and z bands (left to 
right, top down, respectively). The lines of best fit (blue dashed) are in excellent agreement with the expected (1 + z) time dilation (black dotted). The binned 
data are purely to visualize rough trends in 50 data point bins. 361 SNe in the g band passed the quality cuts described in Section 3 , while the r band has 
1380 SNe, the i band 1465, and the z band 1381. The reduced chi-square values, χ2 

ν , of each fit (left to right, top down) are 0.537, 0.729, 0.788, and 0.896, 
respectively. 
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0 . 15 (which includes observational uncertainty as well as intrinsic
tretch dispersion). At z ∼ 1 we would expect a time-dilation factor
f ∼ 2 and so the contribution of time dilation far outweighs the
ntrinsic light-curve stretch in the supernova population. 

Nicolas et al. ( 2021 ) (see also Howell et al. 2007 ) showed
hat there is a 5 σ ‘redshift drift’ in the stretch of their unbiased

ultisurv e y sample of SNe Ia; that is, higher redshift SNe Ia tend to
e intrinsically wider. Although we do not see this trend in the DES-
N5YR sample, we nevertheless quantify how such a drift could
ffect a time-dilation measurement (Appendix A ). Given that the
rift is so small, we find its impact would be minimal even if it is
idden in the data ( | �b| � 0 . 02). 
As a test of the robustness of our method, we reran all the width-

tting code with a requirement of pre-peak observations in each light
urve. At most , this changed the power-law fit by �b = −0 . 004 for
he g band. The calculated b values in the other bands were increased
y one or two thousandths (including the averaged fit of Fig. 8 ), or
ot at all. Interestingly, including this pre-peak restriction reduced
ur number of unique SNe widths by only 24 in total. This reduction
oes not let us conclusively say if this method is robust at fitting
ight curves without pre-peak data, and future analyses may look
t purposefully degrading the data set (e.g. by manually removing
re-peak data) to investigate this. 
NRAS 533, 3365–3378 (2024) 
Our method creates a unique reference light curve for each SN
s a function of bandpass and redshift, and so we are able to infer
 time-dilation signature no matter the photometric band. This is in
ontrast to Goldhaber et al. ( 2001 ) who showed time dilation in the
 band and suggested it would hold in the other bands (see also
ang et al. 2003 ). Fig. 9 compares the calculated widths in each

and relative to the i-band sample (which has the most SNe of any
ECam band). The apparent discrepancies toward high widths in the

 band might be explained by dust effects or noise domination in the
bservation of high-redshift supernovae (M ̈oller et al. 2022 , 2024 ).
ith that said, we see generally broad agreement between the widths

n the different bands as expected of our source wav elength-fle xible
odel. 
To a v oid de-redshifting reference light curves we devised another
ethod, similar in concept to method two abo v e, that would yield a

osterior distribution of b. This entailed generating a reference curve
ithout first scaling it in time (as in the second method), and fitting

arget data with a free b (as opposed to w) to the reference data of
ach constituent band. That is, 

t target = �t reference 

(
1 + z target 

1 + z reference 

)b 

(7) 
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Figure 8. We show here the width value for each SNe averaged across all available bands. Since cosmological time dilation is independent of the observed band 
of any SN, we are able to average the widths o v er observ ed bands to form a more robust estimate of the light-curve width. This relationship of (1 + z) 1 . 003 ±0 . 005 

time dilation (reduced chi-square χ2 
ν � 1 . 441) is comprised of the 1504 unique SNe across the four bandpasses, where the error bars here are the Gaussian 

propagation of the errors in each band. Points are coloured according to how many bandpasses were used in computing the averaged width. A linear model fit 
to the data reco v ers w = (0 . 988 ± 0 . 016)(1 + z) + (0 . 020 ± 0 . 024) (with the same χ2 

ν to four significant figures), consistent with our power model fit abo v e. 
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nd we attempted this with the same χ2 minimization procedure 
s in equation ( 6 ). With this method we tried (1) separating the
eference data into the constituent bands, fitting the χ2 to each band 
eference and minimizing the weighted sum of these χ2 . The sum was
eighted according to how many points made up each constituent 
and reference curve, and this method is preferred as it assesses the fit
o all bands fairly. We also tried (2) fitting b using the χ2 on the entire
caled reference (i.e. all bands together), but this is not preferred as
he reference is not necessarily composed of points equally sampled 
rom all bands and so can prefer fitting b towards a single bands
eference (i.e. a particular redshift). This method was abandoned 
 v erall as we did not have enough data (even with the DES data set)
o accurately fit χ2 values to each band. We expect that this procedure
ould be viable in the future with an even larger SNe Ia data set of
 comparable redshift distribution, or by using a Bayesian approach 
which will be the topic of future work). We instead performed the
nalysis with flux-scatter-minimization and width-fitting methods as 
he former does not rely on fitting target SN data and the latter fits to
 unified (in phase) reference curve composed of all available bands. 

Finally, in the spirit of the results of Goldhaber et al. ( 2001 ),
e similarly state that our method with the DES data set would
isfa v our the null hypothesis of no cosmological time dilation 
o a 1 . 003 / 0 . 005 � 200 σ significance. (If σ values were still
eaningful at that extreme!) Our uncertainty estimate is a statistical 

ncertainty only; in Appendix A we look at a possible systematic 
ffect due to evolution of the stretch of supernova light curves as
 function of redshift. We find it to be small, with a likely upper
ound of σ sys 

b � 0 . 01. Even with an upper limit to the uncertainty
f σ sys 

b + σ stat 
b � 0 . 015 this remains the most precise constraint on

osmological time dilation. 
 C O N C L U S I O N S  

sing two distinct methods, we have conclusively identified (1 + z)
osmological time dilation using the multiband photometry of 1504 
Ne Ia from the Dark Energy Surv e y that met our quality cuts.
e make this detection with the most model-independent methods 

et in the literature and with the largest surv e y of high-redshift
upernovae. 

For both methods, we create a ‘reference curve’ unique to each
upernova (and each bandpass) which describes the expected light 
urve shape without accounting for the stretch variation associated 
ith SN Ia subtypes. Doing this relied on the scale of the available
ES data (the number of SNe, the frequency of imaging, and the

edshift range) and would not be possible with a significantly smaller
urv e y. Creating this reference curve only relies on the assumption
hat SNe Ia should be standard candles/clocks. 

Using this reference curve we show an inherent preference of 
(1 + z) 1 time dilation in the data, first by minimizing the flux

catter in the data via a redshift-dependent temporal scaling, and 
hen with a more traditional light curve width estimation. The latter
llows for numerical estimates with uncertainty with which we obtain 
 factor of (1 + z) 1 . 003 ±0 . 005 time-dilation signature – the most precise
onstraint on cosmological time dilation yet. 

We discuss factors and choices that affect our fits and notably see
o indication that Malmquist bias or light-curve stretch significantly 
mpacts our results. Our results infer a cosmological time-dilation 
ignature aligning strongly with the expected theory, corroborating 
ast findings (Leibundgut et al. 1996 ; Goldhaber et al. 2001 ; Blondin
t al. 2008 ; Lewis & Brewer 2023 ) with more SNe and at a higher
edshift than ever before. 
MNRAS 533, 3365–3378 (2024) 



3374 R. M. T. White et al. 

M

Figure 9. Since most SNe were observed in multiple bands, the fit widths in 
each band for each SNe should be intrinsically correlated as they arise from 

the same event. Hence, the widths for the same target SN should show some 
agreement between bands. We plot their agreement relative to the i band 
which had the most SNe pass the quality cuts. Each of the data points here 
corresponds to a width in Fig. 7 of bands g, r , or z against the i-band widths. 
A 1:1 dashed line is shown to represent perfect agreement and binned points 
are plotted to represent the trends in the agreement. 
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PPENDI X  A :  STRETCH  DRIFT  WI TH  

EDSHIFT  

here is evidence that the stretch distribution of SNe evolves with
edshift, as the fraction of older and younger progenitors evolves. 
icolas et al. ( 2021 ) gi ve the follo wing relation for the evolution of

he SN stretch distribution, 

 ( x 1 ) = δ( z) N ( μ1 , σ
2 
1 ) + (1 − δ( z))( aN ( μ1 , σ

2 
1 ) 

+ (1 − a) N ( μ2 , σ
2 
2 )) , (A1) 

here N ( μ, σ 2 ) is a normal distribution with mean μ and variance
2 and the values of the parameters were ( a, μ1 , μ2 , σ1 , σ2 , K) =

0 . 51 , 0 . 37 , −1 . 22 , 0 . 61 , 0 . 56 , 0 . 87). The fraction of young super-
ovae in the population is given by, 

( z) = 

(
K 

−1 (1 + z) −2 . 8 + 1 
)−1 

. (A2) 

here the parameter K is related to the star formation rate within
 alaxies (Rig ault et al. 2013 ). The distribution given by equation ( A1 )
s shown in the upper panel of Fig. A1 for several redshifts, where
he vertical dashed lines show the resulting change in the mean x 1 .
he relationship between x 1 and the stretch of the supernova is given
y (Guy et al. 2007 ), 

 = 0 . 98 + 0 . 091 x 1 + 0 . 003 x 2 1 − 0 . 00075 x 3 1 (A3) 

nd this is shown in the lower panel of Fig. A1 . 
Since light curve width is directly proportional to stretch, that 
eans that light curves at redshift z = 1 should be approximately
 per cent wider than those at z = 0. This is therefore substantially
ubdominant to the factor of 2 widening expected from time dilation
 v er the same range. 
Compounding this ef fect, supernov ae with wider light curves tend

o be brighter, so selection effects might also cause you to find a shift
o wider light curves at higher redshifts. 

Nevertheless, in the DES-SN5YR data there is no indication that 
he mean stretch parameter x 1 changes with redshift, see Fig. A2 .
he stretch v alues sho wn in this plot are from the SALT3 fits to the

ight curves and are in the rest frame of the supernova (i.e. corrected
or time dilation). 

Despite the consistency of x 1 in the DES sample we want to
uantify how large the potential drift in the light-curve widths 
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Figure A1. Upper panel: distribution of x 1 values predicted by Nicolas et al. 
( 2021 ). The grey and black dashed Gaussians show the two components of 
the supernova population. The coloured lines show the total distribution for 
se veral dif ferent redshifts. The vertical dashed lines show the mean of the 
redshift distribution (in the same colours as the legend). One can see that the 
mean drifts from low to high x 1 as redshift increases. Lower panel: the black 
line shows the evolution of the mean stretch ( s) of the supernova population 
with redshift, where colours match the redshifts in the upper legend. The 
intrinsic light-curve width is proportional to s, and therefore light curves are 
expected to be about 3 per cent wider at z = 1 than at z = 0. This is much 
less than the factor of two widening due to time dilation. 

Figure A2. The distribution of stretch in the DES-SN5YR data as a function 
of redshift (calculated from the SALT3 fitted x 1 values in the SN rest frame 
using equation A2 ), with x 1 shown on the right axis. Fitting a straight line to 
this distribution shows no significant trend in the stretch with redshift. 

Figure A3. The effect of adding the predicted stretch evolution of SNe Ia 
versus redshift is to cause the width versus redshift plot to be slightly steeper. 
If this result is present we therefore expect to slightly overestimate b, as we 
will attribute that widening to time dilation. 
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ould be if equation ( A1 ) holds. Thankfully this o v erestimation
an be readily quantified. When you make a mock data set with
his intrinsic widening included you find you would actually get a
ine of �t ≈ 1 . 03(1 + z) − 0 . 05 (see Fig. A3 ). In other words, it
ould change the slope by ∼3 per cent. This is in contrast to the

eco v ered linear model fit in the Fig. 8 caption, hence indicating that
his redshift-dependent stretch is not evident in the DES-SN5YR
ata. 
The impact of high-redshift supernovae tending to have a

ew per cent wider stretch than their low-redshift counterparts
ould cause us to slightly o v erestimate b. The magnitude of the

mpact on b depends on your redshift distribution, we estimate
 shift of | �b| � 0 . 01 for the DES data, and we consider this
 likely upper limit to the systematic uncertainty on our result.
ince our aim in this paper is to fit the light curves with the
inimal modelling assumptions (and since we do not see an x 1 

rend in our light-curve fits) we have chosen not to correct for
his trend. Instead we note that any potential effect would only
e a small deviation around the slope of w/ (1 + z) ∼ 1 that we
ee. 

PPENDI X  B:  REFERENCE  C U RV E  

ELECTI ON  DERI VATI ON  

e begin with the definition of redshift, 

 + z = 

λo 

λe 
, (B1) 

here z is the source redshift, λo is the observed wavelength of
ight, and λe is the original emission wavelength of light. If we are
ampling from a band with central wavelength λr during reference
urve construction, we need to find a central redshift z r for our
eference SNe selection, given that we are fitting the target light
urve in a band of central wavelength λf . The idea is to match
he original emitted wavelengths and so we can divide by another
nstance of equation ( B1 ), 

1 + z 

1 + z r 
= 

λf /λe 

λr /λe 
= 

λf 

λr 
. (B2) 
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 r , 

r (1 + z) = λf (1 + z r ) , (B3) 

 r = 

λr (1 + z) 

λf 

− 1 . (B4) 

e can then append a term ±�z on equation ( B4 ) to give us a
ange of applicable redshift values as in Section 4.1 . Finally, it is
seful in the broader context of the paper (and Fig. 3 ) to show this
edshift range in terms of some fraction of the band FWHM of the
and that the target SN was observed in, δ�λf . To do this we set
z = δ�λf /λf and shift the term into the fraction within equation 

 B4 ), 

 r = 

λr (1 + z) ± δ�λf 

λf 

− 1 (B5) 

hich yields the redshift sampling range of equation ( 3 ) that we use
n the analysis. 
igure C1. Light curve widths measured with respect to a reference curve that h
ncreasing light curve width with redshift. The vertical offset from the (1 + z) li
est-frame light curves, i.e. this offset is yet another indication of time dilation. The
ines are (poor) (1 + z) b model fits to the data. If there was no time dilation, these fi
PPENDI X  C :  N U L L  TEST  – N O  

E-REDSHI FTI NG  O F  R E F E R E N C E  L I G H T  

U RV E S  

o confirm that our method is able to rule out no time dilation we
epeated the analysis without de-redshifting the reference curves. 
hat means that the reference curves would look like the top panel of
ig. 4 . If the data were not time dilated, then we should fit consistently
 = 0 in this case. Fig. C1 clearly shows that this null test fails.
ecause time dilation is present in the data, it means that the reference
urves are now wider than they should be – making the measured
ight curve widths narrower. Despite this, the trend for higher-redshift 
ight curves to be wider persists, in very strong contradiction to the
o-time-dilation hypothesis. 
MNRAS 533, 3365–3378 (2024) 

as not been de-time dilated. We nevertheless still see a persistent trend of 
ne arises because the non-de-time-dilated reference curves are wider than 
 black horizontal dashed line indicates no time dilation and the blue dashed 
ts would be horizontal lines with b = 0. 

com
/m

nras/article/533/3/3365/7738388 by U
niversity of Southam

pton user on 09 D
ecem

ber 2024



3378 R. M. T. White et al. 

M

1
 

Q
2

 

S
3

 

b
4

 

5
 

M
6

 

n
7

 

p
8

 

N
9

 

U
1

1
 

S
1

 

F
1

 

S
1

 

P
1

 

A
1

 

C
1

 

U
1

 

0
1

 

C  

M
2

 

U
2

 

C
2

 

S
2

2

2
 

T
2

 

S  

S
2

 

2

28 Centro de Investigaciones Energ ́eticas, Medioambientales y Tecnol ́ogicas 
(CIEMAT), Madrid 28040, Spain 
29 Department of Physics, IIT Hyderabad, Kandi, Telangana 502285, India 
30 Jet Propulsion Laboratory, California Institute of Technology, 4800 Oak 
Grove Dr, Pasadena, CA 91109, USA 

31 Institute of Theoretical Astrophysics, University of Oslo. P.O. Box 1029 
Blindern, NO-0315 Oslo, Norway 
32 Kavli Institute for Cosmolo gical Physics, Univer sity of Chica go, Chica go, 
IL 60637, USA 

33 Instituto de Fisica Teorica UAM/CSIC, Universidad Autonoma de Madrid, 
E-28049 Madrid, Spain 
34 Center for Astrophysical Surveys, National Center for Supercomputing 
Applications, 1205 West Clark St, Urbana, IL 61801, USA 

35 Department of Astronomy, University of Illinois at Urbana-Champaign, 
1002 W. Green Street, Urbana, IL 61801, USA 

36 Santa Cruz Institute for Particle Physics, Santa Cruz, CA 95064, USA 

37 Center for Cosmology and Astro-Particle Physics, The Ohio State Univer- 
sity, Columbus, OH 43210, USA 

38 Department of Physics, The Ohio State University, Columbus, OH 43210, 
USA 

39 ASTRAVEO LLC, PO Box 1668, MA 01931, USA 

40 Applied Materials Inc., 35 Dory Road, Gloucester, MA 01930, USA 

41 Australian Astronomical Optics, Macquarie University, North Ryde, NSW 

2113, Australia 
42 Lowell Observatory, 1400 Mars Hill Rd, Flagstaff, AZ 86001, USA 

43 Departamento de F ́ısica Matem ́atica, Instituto de F ́ısica, Universidade de 
S ̃ ao Paulo, CP 66318, S ̃ ao Paulo, SP 05314-970, Brazil 
44 George P. and Cynthia Woods Mitchell Institute for Fundamental Physics 
and Astronomy, and Department of Physics and Astronomy, Texas A&M 

Univer sity, Colleg e Station, TX 77843, USA 

45 LPSC Grenoble - 53, Avenue des Martyrs, F-38026 Grenoble, France 
46 Instituci ́o Catalana de Recerca i Estudis Avan c ¸ats, E-08010 Barcelona, 
Spain 
47 Department of Astrophysical Sciences, Princeton University, Peyton Hall, 
Princeton, NJ 08544, USA 

48 Observat ́orio Nacional, Rua Gal. Jos ́e Cristino 77, Rio de Janeiro, RJ - 
20921-400, Brazil 
49 Department of Physics, Carnegie Mellon University, Pittsburgh, PA 15312, 
USA 

50 Department of Physics and Astronomy, Pevensey Building , Univer sity of 
Sussex, Brighton BN1 9QH, UK 

51 Department of Physics, University of Michigan, Ann Arbor, MI 48109, USA 

52 Computer Science and Mathematics Division, Oak Ridge National Labo- 
ratory, Oak Ridg e , TN 37831, USA 

53 Department of Astronomy, University of California, Berkeley, 501 Campbell 
Hall, Berkeley, CA 94720, USA 

54 Lawrence Berkeley National Laboratory, 1 Cyclotron Road, Berkeley, CA 

94720, USA 

This paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/533/3/3365/7738388 by U
niversity of Southam

pton user on 09 
 School of Mathematics and Physics, University of Queensland, Brisbane,
LD 4072, Australia 
 Sydney Institute for Astronomy, School of Physics, A28, The University of
ydney, NSW 2006, Australia 
 Center for Astrophysics | Harvard & Smithsonian, 60 Garden Street, Cam-
ridg e , MA 02138, USA 

 Institut d’Estudis Espacials de Catalunya (IEEC), E-08034 Barcelona, Spain
 Institute of Space Sciences (ICE, CSIC), Campus UAB, Carrer de Can
agrans, s/n, E-08193 Barcelona, Spain 

 Centre for Astrophysics & Supercomputing, Swinburne University of Tech-
ology, Victoria 3122, Australia 
 Department of Physics and Astronomy, University of Pennsylvania, Philadel-
hia, PA 19104, USA 

 Centre for Gravitational Astrophysics, College of Science, The Australian
ational University, ACT 2601, Australia 
 The Research School of Astronomy and Astrophysics, Australian National
niversity, ACT 2601, Australia 

0 Department of Physics, Duke University, Durham, NC 27708, USA 

1 School of Physics and Astronomy, University of Southampton, Southampton
O17 1BJ, UK 

2 Universit ́e Grenoble Alpes, CNRS, LPSC-IN2P3, F-38000 Grenoble,
rance 
3 Department of Physics & Astronomy, University College London, Gower
treet, London WC1E 6BT, UK 

4 Institute of Cosmology and Gravitation, University of Portsmouth,
ortsmouth PO1 3FX, UK 

5 Cerro Tololo Inter-American Observatory, NSF’s National Optical-Infrared
stronomy Research Laboratory, Casilla 603, La Serena, Chile 

6 Laborat ́orio Interinstitucional de e-Astronomia - LIneA, Rua Gal. Jos ́e
ristino 77, Rio de Janeiro, RJ - 20921-400, Brazil 

7 Fermi National Accelerator Laboratory, P. O. Box 500, Batavia, IL 60510,
SA 

8 Instituto de F ́ısica Te ́orica, Universidade Estadual Paulista, S ́ao Paulo,
1140-070, Brazil 
9 Departamento de F ́ısica Te ́orica and Instituto de F ́ısica de Part ́ıculas y del
osmos (IPARCOS-UCM), Universidad Complutense de Madrid, E-28040
adrid, Spain 

0 University Observatory, Faculty of Physics, Ludwig-Maximilians-
niver sit ̈at, Scheiner str. 1, D-81679 Munich, Germany 

1 Department of Astronomy and Astrophysics, University of Chicago,
hicago, IL 60637, USA 

2 Kavli Institute for Particle Astrophysics & Cosmology, P. O. Box 2450,
tanford University, Stanford, CA 94305, USA 

3 SLAC National Accelerator Laboratory, Menlo Park, CA 94025, USA 

4 Instituto de Astrofisica de Canarias, E-38205 La Laguna, Tenerife, Spain 
5 INAF-Osservatorio Astronomico di Trieste, via G. B. Tiepolo 11, I-34143
rieste, Italy 
6 Institut de F ́ısica d’Altes Energies (IFAE), The Barcelona Institute of
cience and Technology, Campus UAB, E-08193 Bellaterra (Barcelona),
pain 
7 Hamburg er Sternwarte , Univer sit ̈at Hamburg , Gojenbergsweg 112, D-
1029 Hamburg, Germany 
NRAS 533, 3365–3378 (2024) 

© 2024 The Author(s). 
Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative Commons Attribution License 

( https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited. 

D
ecem

ber 2024

https://creativecommons.org/licenses/by/4.0/

	1 INTRODUCTION
	2 TYPE IA SUPERNOVAE AS STANDARD CLOCKS
	3 DATA
	4 FITTING SUPERNOVA PHOTOMETRY TO A REFERENCE LIGHT CURVE
	5 DISCUSSION
	6 CONCLUSIONS
	CONTRIBUTION STATEMENT
	CODE AVAILABILITY
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES
	APPENDIX A: STRETCH DRIFT WITH REDSHIFT
	APPENDIX B: REFERENCE CURVE SELECTION DERIVATION
	APPENDIX C: NULL TEST NO DE-REDSHIFTING OF REFERENCE LIGHT CURVES

