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A B S T R A C T 

Type Ia Supernovae (SNe Ia) are a critical tool in measuring the accelerating expansion of the universe. Recent efforts to 

impro v e these standard candles have focused on incorporating the effects of dust on distance measurements with SNe Ia. In 

this paper, we use the state-of-the-art Dark Energy Surv e y 5 year sample to e v aluate two different families of dust models: 
empirical extinction models derived from SNe Ia data and physical attenuation models from the spectra of galaxies. In this work, 
we use realistic simulations of SNe Ia to forward-model different models of dust and compare summary statistics in order to 

test different assumptions and impacts on SNe Ia data. Among the SNe Ia-derived models, we find that a logistic function of 
the total-to-selective extinction R V best recreates the correlations between supernova distance measurements and host galaxy 

properties, though an additional 0.02 mag of grey scatter is needed to fully explain the scatter in SNIa brightness in all cases. 
These empirically derived extinction distributions are highly incompatible with the physical attenuation models from galactic 
spectral measurements. From these results, we conclude that SNe Ia must either preferentially select extreme ends of galactic 
dust distributions, or that the characterization of dust along the SNe Ia line-of-sight is incompatible with that of galactic dust 
distributions. 

K ey words: supernov ae: general – ISM: dust, extinction – cosmology: distance scale. 
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 I N T RO D U C T I O N  

ype Ia supernovae (SNe Ia) have been critical tools in the measure-
ent of the accelerating expansion of the universe (Riess et al. 1998 ;
erlmutter et al. 1999 ). This accelerating expansion may be driven 
y ‘dark energy’, parametrized by an equation of state w. Despite 
ore than two decades of investigation, the nature of dark energy 

emains a cosmological mystery. 
To measure the accelerating expansion, the brightness of SNe Ia 
ust be standardized in order to measure the distance to the SN (e.g.
hillips 1993 ; Tripp 1998 ). The largest standardization correction 
ccounts for the observation that redder SNe Ia are fainter and bluer
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Ne Ia are brighter (the ‘colour–luminosity’ relation) and is based 
n measurements of the SN colours. This colour is likely to be a
ombination of an intrinsic SN colour and an extrinsic reddening 
ue to dust along the line of sight to the SN. Some early SN
a standardization approaches attempted to separate the intrinsic 
olour and dust effects (Riess, Press & Kirshner 1996 ; Jha, Riess &
irshner 2007 ), assuming a phase-dependent intrinsic colour and an 

xponential distribution of dust reddening. Some modern methods 
lso attempt the same separation (e.g. Burns et al. 2011 ; Mandel,
arayan & Kirshner 2011 ; Burns et al. 2014 ; Mandel et al. 2017 ;
horp et al. 2021 ; Ward et al. 2023 ; Grayling et al. 2024 ) and tend

o find that R V is anticorrelated with the inferred total extinction
 V (dustier lines of sight have smaller R V ), with no conclusive

orrelations with host galaxy properties. The commonly used SALT 

ight curve model (Guy et al. 2005 , 2007 ) does not differentiate
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etween the different astrophysical sources that affect the SN colour.
sing the SALT standardization framework to measure distances
ith SNe Ia assumes that intrinsic colour and extrinsic dust share the

ame colour–luminosity standardization relationship (hereafter β). 
Brout & Scolnic ( 2021 ) suggest that SNe Ia may not be affected

y a common R V – the ratio of total to selective extinction caused by
ust A V = R V × E dust – across all galaxy types and environments,
nd therefore the standardization assumption of a universal β may
ot be valid (Gonz ́alez-Gait ́an et al. 2021 ). Instead, a variation in
 V will cause a different amount of extinction for the same amount
f reddening, resulting in a dif ferent ef fecti ve v alue of β. If these
 V differences are indeed host galaxy dependent, they may explain
 number of otherwise puzzling observational effects in SN Ia data.
hese include (i) the so-called ‘mass step’, the observation that SN

a standardized brightnesses are 0.05–0.15 mag fainter in low-mass
alaxies than in high-mass galaxies (Kelly et al. 2010 ; Lampeitl et al.
010 ; Sulli v an et al. 2010 ), (ii) the observation that β decreases with
ncreasing stellar mass (Sulli v an et al. 2011 ), and (iii) the observation
hat the scatter in SN Ia Hubble residuals increases in SNe Ia with
edder colours (Brout & Scolnic 2021 ). Interestingly and in contrast,
ecent work by Ginolin et al. ( 2024 ) using a high-completeness, low-
edshift sample does not show evidence for an increasing size of
ass step with redder SNe. 
Without being able to measure the R V and E( B − V ) of each SN

n the SALT framework, Popovic et al. ( 2021 ) developed a Markov
hain Monte-Carlo technique to infer the R V and E( B − V ) of
N Ia populations from their SALT parameter and Hubble residual
istributions. They found a �R V ∼ −1 between low- and high-mass
alaxies is required to explain the Hubble residual versus SN colour
rend. Vincenzi et al. ( 2024 ) implement this technique on the Dark
nergy Surv e y 5-year sample of SNe Ia and find a similar �R V as
ell as a residual mass step of 0.04 mag across all SN colours.
iseman et al. ( 2022 ) implemented a forward-modelling of the

elationship between SNe Ia and their host galaxies, tracing SN
a progenitors through a toy model of galaxy evolution through star
ormation history and stellar mass. They found similar �R V values
o Popovic et al. ( 2023b ), regardless of whether the R V varies as a
unction of stellar mass or mass-weighted galaxy age. 

These results, and the Brout & Scolnic ( 2021 ) model, find that
 smaller R V is needed in high-mass galaxies (Popovic et al. 2021 ,
023b ), or in galaxies with older stellar populations (Wiseman et al.
022 , 2023 ). In addition, the offsets between the R V of SNe Ia in
ow- and high-mass galaxies are large and assumed to be a step
unction. Independent observational evidence for such R V variation
s scant, with most studies demonstrating any R V variation to be
n the opposite sense. For example, Salim, Boquien & Lee ( 2018 ,
ereafter S18 ) measured dust attenuation in a large sample of star-
orming and quiescent galaxies and found that amongst star-forming
alaxies, the slope of the dust e xtinction la w ( R V ) increases as a
unction of stellar mass, the opposite sense to that inferred from the
N distance measurements. With specific star-formation rate (sSFR),

here is a strong bimodality: lo w-sSFR, passi ve galaxies sho w R V �
 . 6 whereas the mean for star-forming galaxies is 3.15, close to the
v erage Milk y Way value. This �R V of ∼0.5 is significantly smaller
han the ∼1 inferred from SN distance residuals by Brout & Scolnic
 2021 ); Wiseman et al. ( 2022 ); Popovic et al. ( 2023b ). 

Ho we ver, these R V v alues measured by S18 and within the Milky
ay may not be directly comparable to the R V values derived from

upernova measurements. Attenuation is not the same as extinction:
t is the integrated effect of absorption and scattering both into and
ut of the line of sight to an unresolved ensemble of stars, whereas
he extinction affecting an SN is purely a property of the line of
NRAS 534, 2263–2276 (2024) 
ight to that SN (see Duarte et al. 2022 , for an investigation into the
ffects of attenuation on SN hosts). The R V along any given line of
ight in a galaxy can also vary, as demonstrated by the large spread
f values measured along different lines of sight to individual stars
n the Milky Way (Schlafly et al. 2016 ) and the Magellanic Clouds
Gao et al. 2013 ). 

The study of SNe Ia in the NIR has found conflicting evidence for
iffering mean R V populations across low- and high-mass galaxies.
ohansson et al. ( 2021 ), using the light-curve fitter SNooPy Burns
t al. ( 2011 ), found evidence for these differing R V values; in
ontrast, studies with BayeSN, from Thorp et al. ( 2021 ), Ward et al.
 2023 ), Grayling et al. ( 2024 ), find varying, but not strong, evidence
f a consistent R V population. An additional complication is the
uestion of whether R V variation can capture the full diversity of
he observational trends. Recent works such as Rigault et al. ( 2018 ),
ose, Garnavich & Berg ( 2019 ), Briday et al. ( 2022 ), Kelsey et al.
 2022 ), and Wiseman et al. ( 2023 ), have shown that properties related
o the age of the stellar population local to the SN explosion site show
he largest difference in SN Hubble residuals. Rigault et al. ( 2018 )
nd Wiseman et al. ( 2023 ) show that the local specific star formation
ate (LsSFR) is an ef fecti ve tracer of the delay time distributions of
Ne Ia, and that this property impacts the observed light curve stretch
 1 . Briday et al. ( 2022 ) and Kelsey et al. ( 2022 ), in turn, investigate
he effects of local versus global environments and their impact on
NIa properties and test different ‘true’ sources of SNIa properties
ersus their observed tracer. In this paper we attempt to reconcile
he �R V between SN Ia sight lines in low- and high-mass galaxies
nferred from the cosmological measurements to those measured in
alaxy samples. We address the non-physical ‘step’ nature of the R V 

ifference and demonstrate that R V variations cannot account for the
ull intrinsic scatter of SN Ia distance moduli. 

In Section 2 , we present the Dark Energy Surv e y and low-redshift
upernova and host galaxy data used in this paper, followed by a
e vie w of dust models and the light-curve fitter in Section 3 . The
ust models that we re vie w are presented in Section 4 and results are
iven in Section 5 . Finally, the conclusions and discussion can be
ound in Section 6 . 

 DATA  

n this paper, we use the ‘5-year’ data release from the Dark
nergy Surv e y (DES; Flaugher et al. 2015 ) SN programme (DES-
N;S ́anchez et al. 2024 ). This release provides 1500 likely DES SNe
a o v er 0 . 1 < z < 1 . 13 with griz light curves. Host galaxies are
etrieved from deep co-added images (Wiseman et al. 2020 ), and
roperties such as stellar mass and rest-frame colour are derived by
tting their spectral energy distributions with population synthesis

emplates (Smith et al. 2020 ; Kelsey et al. 2022 ). Each DES SN
as a spectroscopic (host-galaxy) redshift from the Australian DES
urv e y (OzDES) using the Anglo-Australian Telescope (Yuan et al.
015 ; Childress et al. 2017 ; Lidman et al. 2020 ), coupled with a
hotometric classification using the SuperNNova program (M ̈oller
 de Boissi ̀ere 2020 ). 
The DES-SN sample is complemented with external low-redshift

amples: CfA3 (Hicken et al. 2009 ), CfA4 (Hicken et al. 2012 ),
SP (Krisciunas et al. 2017 ) (DR3), and the Foundation SN sample

F ole y et al. 2018 ). We use these low- z complement samples without
odification. These samples comprise a range of 0 . 025 < z < 0 . 1.
able 1 shows a breakdown of the SNe Ia after quality cuts and light-
urve fitting. A more thorough re vie w of this selection is found in
 ̈oller et al. ( 2024 ); Vincenzi et al. ( 2024 ). Of note, we do not include

ias corrections on the SNIa distance modulus, as we are aiming to
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Table 1. SNe and quality cuts. 

Cut Total SNe 

SALT3 fit converged and z > 0 . 025 3621 
| x 1 | < 3 & | c| < 0 . 3 2687 
z < 0 . 7 2453 
σx 1 < 1, σt peak < 2 2155 
FITPROB > 0 . 001 2056 
Host spec- z 1775 
P Ia > 0 . 5 1650 
Final 1650 
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nderstand the underlying astrophysical relationships. Further, we 
ollo w K elsey et al. ( 2022 ) and place a redshift cut-off z < 0 . 7 on
ur sample to mitigate potential Malmquist bias in the DES sample. 
The host galaxy masses were fit with PEGASE.2 code using a 

roupa ( 2001 ) initial mass function. The methodology and star
ormation history are given in Smith et al. ( 2020 ), but in short,
he star formation history SED is initialized with a metallicity of
.004. This metallicity evolves at 102 time-steps from 0 to 14 Gyr,
nd sev en fore ground dust screens ranging from 0 to 0.3 mag were
pplied. We do not modify the DES5YR data, but instead take the
tted parameters directly from the data release. 

 ANA LY SIS  M E T H O D S  

he framework for the simulations presented in this paper has been 
eveloped primarily around the SN AN A simulation software (Kessler 
t al. 2009 , 2019 ), with the host galaxy forward model and parameter
nference supplied by Wiseman et al. ( 2022 , 2023 ) and Popovic et al.
 2021 , 2023b ), respectively. We briefly outline each of the procedures
elow. 

.1 Simulations 

e use simulations to test our models; these simulations are 
enerated with SN AN A . SN AN A broadly works in three steps: fluxes
enerated from a source model, addition of noise, and detection based 
n a characterization of surv e y construction. The simulation output 
s a set of light curves that are otherwise indistinguishable from the
ata. From there, the simulations and real data are fitted and treated
qui v alently. 

Our base source model is the newest version of the Spectral 
daptiv e Light-curv e Template (SALT3; Kenworthy et al. 2021 ) 
odel, an update from SALT2 Guy et al. ( 2007 ). SALT3 models the
ux of an SN Ia as 

 ( SN , p , λ) = x 0 × [ M 0 ( p, λ) + x 1 M 1 ( p, λ) + · · · ] (1) 

× exp [ cCL ( λ)] , 

here x 0 is the amplitude of the light curve, x 1 is the fitted light-curve
tretch, and c is the SN Ia colour parameter, similar to a ( B − V )
pparent colour. The M 0 , M 1 , and CL ( λ) parameters are determined
or the trained model and therefore fixed in this analysis; each SN Ia
as a fitted x 0 , c, and x 1 . 

Distances are inferred from SALT3 via the Tripp estimator (Tripp 
998 ). The distance modulus is given as 

= m B + αSALT x 1 − βSALT c − M 0 , (2) 

here m B = −2 . 5 log 10 ( x 0 ) and c and x 1 are defined abo v e. The
SALT and βSALT are sample-dependent nuisance parameters, fol- 

o wing K enworthy et al. ( 2021 ). M 0 is the absolute magnitude in
he B-band of an SN Ia with c = x 1 = 0. We fit for αSALT , βSALT ,
 0 simultaneously for the whole sample when testing each of our
odels. 

.2 Review of treatment of dust in simulations of SN Ia 
opulations 

he aim of this paper is to test the efficacy of dust models therefore
ere we will briefly re vie w the dust model methodology introduced
n Brout & Scolnic ( 2021 ) and updated in Popovic et al. ( 2023b ). 

Dust models for SNe Ia attribute the distribution of SN Ia colours
o an intrinsic, dust-free colour component c int that is reddened by
 dust component, following Mandel et al. ( 2017 ); Brout & Scolnic
 2021 ). The observed SN Ia colour ( c in equation 2 ) is then modelled
s 

 = c int + E dust + εnoise , (3) 

here E dust is the dust component and where εnoise is measurement 
oise not accounted for by a dust model. 
The component E dust from equation ( 3 ) is interpreted as E( B − V ),

uch that the V −band extinction is given by 

 V = R V × E dust , (4) 

here R V is total-to-selective extinction ratio and E dust = E( B − V ).
he change in observed brightness due to colour, i.e. what is fit as
SALT c (from equation 2 ) can be decomposed into 

m B = βSN c int + ( R V + 1) E dust + εnoise . (5) 

here βSN is the intrinsic colour-luminosity relationship, and extinc- 
ion acts as R B = R V + 1 in the B-band. 

Further re vie w can be found in Brout & Scolnic ( 2021 ) and
opovic et al. ( 2023b ). 
Of note is that the DES sample includes contamination from non-

a SNe that may present as degenerate with the effects of reddening
nd dimming due to dust. Vincenzi et al. ( 2021 ) investigates the
resence of non-Ia contamination on observed SN Ia properties, and 
n particular, their fig. 4 shows that with the use of the SuperNNova
lassifier and a Chauvenet’s criteria cut, the expected contamination 
ercentage should be around 2–3 per cent in the c > 0 region of
N Ia colour, and consistent with 0 per cent in the range of Hubble
esiduals that we inv estigate. Furthermore, Popo vic et al. ( 2023a )

hows that changing the P Ia cut from 0.5 to 0.9 causes a < 1 σ change
n the resulting χ2 ; demonstrating the efficiacy of the P Ia cut instituted
ere. 

.3 Host galaxies 

ost galaxies are simulated using the physically-moti v ated empirical 
odel of Wiseman et al. ( 2022 ) using the updated prescription of
iseman et al. ( 2023 ). A full description of the simulations can

e found in those works. Briefly, seed galaxies evolve following 
mpirical relations that go v ern their build up of stellar mass (i.e. star-
ormation history) following the method of Childress, Wolf & Zahid 
 2014 ). SNe are associated with galaxies following a probability
istribution go v erned by realistic rates of SNe, themselv es driv en
y the convolution of the SFH of each galaxy and the delay-
ime distribution of SNe. SNe are designated ‘young’ (from stellar 
opulations with ages < 1 Gyr) or ‘old’ ( t > 1 Gyr). The relative
umber of young and old SNe matches observations well, assuming 
hat SN stretch is driven by this age distribution (Nicolas et al. 2020 ;

iseman et al. 2022 ). 
MNRAS 534, 2263–2276 (2024) 
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M

Table 2. A summary of the simulation inputs for the models tested in this paper. In the case that two distributions are provided, the 
low-mass distribution is listed first, followed by the high-mass distribution. 

Model E( B − V ) R V c int βSN 

Vincenzi et al. ( 2024 ) exp (0 . 11) , exp (0 . 13) N (1 . 71 , 0 . 82) , N (3 . 17 , 1 . 23) N ( −0 . 07 , 0 . 053) N (2 . 1 , 0 . 22) 
Linear Table 3 R V = −0 . 41 × M ∗ + 8 . 40 + N (0 . 5) N ( −0 . 074 , 0 . 055) N (2 . 1 , 0 . 22) 
Logistic Binned in mass 

(Linear) 
expit( L = 1 . 5 , k = 

2 , M ∗) + 2 + N (0 , 0 . 5) 
N ( −0 . 074 , 0 . 055) N (2 . 1 , 0 . 22) 

S18 Binned in mass 
(Linear) 

fig. 3 of S18 N ( −0 . 074 , 0 . 055) N (2 . 1 , 0 . 22) 

Table 3. Summary of the τ values as a function of host galaxy stellar mass 
from Linear. 

Stellar mass τ

7.5 0.125 
8.0 0.032 
8.5 0.093 
9.0 0.135 
9.5 0.155 
10.0 0.155 
10.5 0.133 
11.0 0.188 
11.5 0.113 
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Here, we use the Wiseman et al. ( 2022 ) distribution and relation
f x 1 and its relationship to the host galaxy star formation history.
his is the only SN Ia parameter that is directly correlated with the
ost galaxies; m B is not correlated, and the same intrinsic Gaussian
istribution of c int values is used for all supernovae, with E( B − V )
nd R V values changing as a function of the host properties. 

 H O S T  G A L A X Y  DUST  RELATIONSHIPS  

ere, we outline the models that we test in this paper, which are
roadly split into two families. With the exception of the S18
odel, our models of dust extinction are derived from empirical
easurements of SNe Ia light curves, and are likely tracers of the

ine-of-sight extinction ; this is in contrast to S18 , which provides
easurements of the attenuation of light due to dust. 
In each of the following sections, we lay out different models for

esting distributions of R V and E( B − V ) and how they relate to
ost galaxy properties. The four remaining ‘dust-free’ parameters
hat characterize the intrinsic properties of the SN Ia scatter model
re the mean and standard deviation for the Gaussian distribution of
 int and βSN . Here, we make note that βSN is not the same as the one
rom the βSALT in equation ( 2 ): βSALT from equation ( 2 ) is fit from
he data, and is a convolution of βSN and other dust effects. 

We fix the intrinsic colour and intrinsic βSN by using a single
opulation that follows a Gaussian distribution for each; we use the
alues from Vincenzi et al. ( 2024 ): μc = −0 . 7, σc = 0 . 053; μβ =
 . 07, σβ = 0 . 22. 

.1 Baseline model: DES 

ur baseline simulation model uses the model parameters from
he DES 5-year cosmological results (Vincenzi et al. 2024 ). These
arameters, which describe distributions for c int , R V , E dust , and βSN ,
re simultaneously fit using the Dust2Dust program from Popovic
t al. ( 2023b ), providing two populations of R V ( μRV high = 1 . 66,
RV + low = 3 . 25) that are split on the host galaxy stellar mass, specif-
NRAS 534, 2263–2276 (2024) 
cally at log( M ∗) = 10. The data used for the Dust2Dust training
rocess have a cut on the photometric classification probability
hat the light curve is a SN Ia, P Ia > 0 . 5 applied. Ho we ver, the
epresentation of this data in Vincenzi et al. ( 2024 ), fig. 5, does
ot include the P Ia cut in its visualization, and uses the best-fit
ES5YR cosmology as its reference. Here, for consistenc y, we hav e

e-instituted the P Ia > 0 . 5 cut, as we wish to similarly a v oid non-Ia
ontamination in the testing of our model parameters. We show the
odels in Fig. 1 . 

.2 Linear R V and E( B − V ) (Linear) 

opovic et al. 2024 (hereafter the Linear model) compiles a volume-
imited sample of SNe Ia from DES, the Zwicky Transient Facility,
he Sloan Digital Sk y Surv e y, and P an-STARRS photometric SN Ia
amples. To this collected sample, they fit a Gaussian intrinsic colour
nd an exponential E( B − V ) dust tail, described by the parameter τ ,
o their SN Ia colour distribution as a function of host galaxy mass and
edshift. This provides a statistical probability of the mean reddening,
, given a redshift and host galaxy mass for each supernova. Here,
e use their exponential reddening values ( τ ). 
Furthermore, the Linear model similarly splits the data into

niform bins of host galaxy stellar mass, starting at log( M ∗) = 7 . 5 to
og( M ∗) = 11 . 5, in steps of log( M ∗) = 0 . 5. In each of these bins, a
SALT2 is fit to the data, providing a measurement of a mass-varying
SALT2 . We use these βSALT2 fits to describe the relationship of R V 

o host galaxy mass, assuming βSALT = R V + 1 to correspond to the
-band. 
The Linear model therefore draws an E( B − V ) reddening value

epending on the exponential distribution defined by the τ value in
ach mass bin, given in Table 3 . The R V values are taken from the
inear equation in Table 2 , compared to the two-Gaussian R V and
wo-exponential distributions of the fiducial DES model. 

This approach of using the βSALT , which is a convolution of βSN and
 V , to infer an R V distribution does run the risk of double counting

he colour-luminosity relationship. Ho we ver, with our assumption of
 single βSN distribution, equation ( 5 ) demonstrates this approach
ill preserve the likely slope of the R V -host galaxy stellar mass

elationship that we wish to investigate. 

.3 Logistic R V cur v e (Logistic) 

t is unphysical to assume R V to be go v erned by a simple step
unction, whether with stellar mass or any other continuous host
alaxy property. Here, we model the R V distribution of our sample
s a function of host galaxy mass M ∗ using a logistic function: 

 V = 

1 . 5 

1 + e 2( log ( M ∗) −10) 
+ 2 , (6) 

here L = 1 . 5 and k = 2. 
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Figure 1. Plots of the metrics used to measure goodness of fit. Histogram of c, μres as a function of c, and σμres as a function of c are shown left to right. For the 
c versus μres and c versus σμres plots, we split on the host galaxy mass M ∗; high-mass and low-mass data are represented in closed and open circles, respectively, 
and simulations are shown in dash–dotted and dashed lines for high- and low-mass simulations. The c versus μres plot is colour coded by the Hubble scatter in 
each colour bin, this is elucidated in the rightmost figure. Here, we present the DES5YR data and their nominal simulation. 

Figure 2. An illustration of the input R V values for our SNIa inferred models. 
The fiducial DES model in dark grey assumes two Gaussian distributions 
split on log( M ∗/ M �) = 10, as opposed to the continuously-varying Linear 
(turqoise) and Logistic (dark green) models. 
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We choose the logistic curve as a smoothly varying R V that 
pans the range of R V = 3.5 in the extreme low-host galaxy
ass (log( M ∗) < 8) to 2.0 in the extreme high-host galaxy mass

log( M ∗) > 12). We add a Gaussian error with σ = 0 . 5 to the R V 

alues. Our choice of an R V threshold of 2 is moti v ated to a v oid the
 V = 1 . 2 Rayleigh scattering threshold, while maintaining a smooth

unction. The L = 1 . 5 and k = 2 values were chosen to mimic the
R V = 1 . 5 range and transition from other dust models, and are

hown in Fig. 2 . We use the same τ values from Linear to describe
he exponential reddening for this and subsequent tests. 
.4 Salim et al. 2018 

e obtain the specific star formation rate/host galaxy mass/ R V 

ontours from S18 and include the R V information in our host library.
18 performs an SED fit on 230 000 galaxies using photometry from
ALEX , SDSS , and WISE . This SED fitting across multiple bands

llows them to constrain star formation and R V across a range of
alaxies from quiescent to star forming systems. We specifically use 
he data from the ‘Slope (all galaxies)’ contour in fig. 3 in S18 .
uring the simulation process, each SN Ia is generated in a galaxy
ith a defined SFR and stellar mass. An R V value is then randomly
rawn from the S18 contours in the appropriate region of SFR and
tellar mass space. 

We use the E( B − V ) distribution from Linear for this test. 

.5 Logistic and S18 with Intrinsic Step ( + Step) 

ere, we repeat the previous two models in Sections 4.3 (Logistic)
nd 4.4 ( S18 ), but with the addition of a luminosity step as a function
f SN Ia age. We place our ‘age step’ at log 10 ( SN age / 1 Gyr ) = 1,
ollowing Wiseman et al. ( 2022 ) and Wiseman et al. (in prep.). 

Additionally, we test the effects of an increasing age step on our
ogistic R V model, with particular focus on how this luminosity step
ffects our Hubble Residual scatter. We increase the age step in steps
f 0.08 mag from 0 to 0.32 mag. 
Works such as Rigault et al. ( 2018 ), Briday et al. ( 2022 ), Kelsey

t al. ( 2022 ), and Wiseman et al. ( 2022 , 2023 ) suggest that a
uminosity step may be driven by properties other than the host
alaxy stellar mass; we adopt this assumption in order to test not
nly the reco v ery of the mass step, but also the hypothesis that there
ay be a luminosity step that is driven by processes for which the

ost galaxy stellar mass acts as a biased tracer. Other works, such as
onz ́alez-Gait ́an et al. ( 2021 ), suggest that the luminosity step may

rise from two separate populations of intrinsic colour. This model 
s incompatible with the baseline simulations from DES and would 
equire a simultaneous fit of the two intrinsic populations and the
ust distributions, which will be left to another paper. 
MNRAS 534, 2263–2276 (2024) 
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.6 R V Variation 

ere, we investigate the impact of increasing scatter in the R V 

istribution on our dust models. We again use the Logistic R V curve
rom Section 4.3 , but replace the Gaussian scatter with increasing
alues. The first test begins with 0 scatter in the R V distribution, and
e increase the σR V in each test by steps of 0.2, up to a maximum
alue of 0.8. 

 RESU LTS  

o determine the efficacy of our models, we follow the criteria and
ethod provided by Popovic et al. ( 2023b ). While detailed further

n that paper, we briefly detail the three criteria here, whereby the χ2 

re computed between simulations and data: 
χ2 

c : Comparison of the SN Ia c distribution, with Poisson errors: 

2 
c = 

∑ 

i 

(
N 

data 
c i 

− N 

sim 

c i 

)2 
/ e 2 ni . (7) 

χ2 
μres : The c versus Hubble Residual μres ( μres = μ − μmodel )

urves, split on high- and low mass (split at 10 M ∗), with e μres =
/ 
√ 

N , where σ is the standard deviation of the Hubble Residuals. 

2 
μres 

= 

∑ 

i 

(
μdata 

res i − μsim 

res i 

)2 
/ e 2 μres i 

. (8) 

χ2 
RMS : The scatter in Hubble Residuals as a function of c, split on

igh and low mass (split at 10 M ∗). We measure the scatter with the
edian absolute deviation, and e RMS = σ/ 

√ 

2 N . 

2 
σr 

= 

∑ 

i 

(
σ data 

r i − σ sim 

r i 

)2 
/ e 2 σr i 

. (9) 

Of note, we use a finer colour binning than Popovic et al. ( 2023b )
ten uniform colour bins, ranging from c = −0 . 2 to 0.3. This same

olour binning is used in all three of our metrics. The baseline model
hat we use, from Vincenzi et al. ( 2024 ), is presented in Fig. 1
longside our three metrics. 

The χ2 
ν values for all of our tested models are given in Table 4 , and

e go o v er in further depth here. From here, we report our reduced
2 /ν values without the ν denominator for visual clarity. Figs A1

hrough A6 in the appendix show the results for each model tested. 

.1 Baseline 

espite some changes in the data between this analysis and Vincenzi
t al. ( 2024 ), notably P Ia > 0 . 5 and z < 0 . 7 cuts, we find good
greement between our baseline model from DES and the data. 

.2 Linear R V (Linear) 

e find relatively good agreement between the Linear model
imulations and data. The o v erall performance of the Linear model
s comparable to the baseline DES, though neither models the high-

ass Hubble Residual scatter well. 

.3 Logistic R V cur v e (logistic) 

e find that the logistic R V performs well in replicating the data.
he logistic curv e impro v es on both the μres and Hubble Residual
catter curves. Logistic R V does not replicate μres versus c as well
s the DES5YR baseline in the red c > 0 regime but performs better
n the blue c < 0 where it reproduces roughly half of the mass step. 
NRAS 534, 2263–2276 (2024) 
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verall, S18 performs comparably to our base model. Ho we ver,
18 performs worse in modelling μres . Current dust models attribute

he mass step to differences in the mean of the R V distribution when
plit on mass: S18 does not produce a large difference: �R V = ∼0 . 5.
herefore, S18 does not well reproduce the mass step, unlike other
odels. 

.5 Logistic and S18 with Intrinsic Step ( + Step) 

e find that the addition of an intrinsic luminosity step that is
ependent on the age of the SN Ia presents a small but o v erall
mpro v ement to our models. Table 6 shows the Hubble Residual
catter χ2 

ν, RMS and total χ2 
ν for our tested magnitudes of the age step.

n our coarse search, we find that a step size γ = 0 . 16 returns the best
2 
ν value, and that the majority of this impro v ement in modelling the
2 
ν comes from impro v ed matches in the Hubble Residual scatter. We
mphasize that we have modelled this additional step as an intrinsic
ifference in M 0 but it could equally well come from two intrinsic
olour populations, or a combination of both. The source of this step
s not addressed further in this work. 

.6 R V Variation 

e test the impact of increased scatter of R V values on our data by
dding increasing amounts of Gaussian scatter onto the Logistical
 V function. Table 5 shows the impact of the σR V choice on our

ogistic R V model. There is not a strong correlation between σR V 

nd the total χ2 
ν ; higher σR V such as σR V ≥ 0 . 8, are ruled out by

he increased χ2 
ν . In contrast to the γ , the Hubble Residual scatter

2 
ν, RMS is largely static below σR V < 0 . 5. We find that our best-fit
R V = 0 . 5, though again stress that this is still a coarse fit. 

.7 Reco v ery of βSALT2 

ig. 3 shows that the DES data display the same relationship between
SALT and host stellar mass as Linear: beta decreases with increasing
ost stellar mass. The reco v ered Tripp β for each of our models is
ell-matched to the data. In contrast, none of our models are able

o entirely reco v er the range of the observ ed β v ersus host galaxy
ass relationship seen in the data, though each model is well-able to

eplicate the β value when marginalizing o v er the host galaxy stellar
ass. 

 DI SCUSSI ON  A N D  C O N C L U S I O N S  

n this paper, we have re vie wed a number of different methods to
odel dust distributions and properties for use in standardization

f SNe Ia and e v aluated their efficacy. We have included an age-
ependent luminosity step that is independent of the dust of the
ost galaxy to test alongside these methods, and compared them to
ust-only methods. Here, we will discuss our results. 

.1 SN Ia Hubble Residual scatter 

he single largest χ2 
ν contribution across all models we have tested

s the high-mass Hubble Residual scatter, σμRMS . We do see slight
mpro v ements to the high-mass σμRMS χ

2 /ν values when including an
ge-based luminosity step, up to a χ2 /ν reduction of ∼2 in the case
f γ = 0 . 16. Higher values are ruled out by an increasing χ2 

ν, RMS ,
utting an upper limit on this value. 
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Table 4. χ2 /ν values for the dust models presented in this work, where ν = 27. 

Model 
Vincenzi et al. ( 2024 ) 

(DES, base) Linear 
Logistic 

R V (Logistic) S18 Logistic + Step S18 + Step 

χ2 
ν,c 3.0 2.9 2.5 2.5 2.5 2.5 

High mass χ2 
ν,μres 3.7 4.2 3.3 6.4 2.7 5.7 

Low mass χ2 
ν,μres 2.0 3.7 1.5 8.6 1.0 6.3 

High mass χ2 
ν, RMS 12.6 14 12 13 11 12 

Low mass χ2 
ν, RMS 4.0 1.0 3.0 5.0 3.0 5.0 

Total χ2 
ν 25.3 25.8 22.3 35.5 20.2 31.5 

Table 5. χ2 
ν results for increasing values of σR V , tested with the Logistic 

R V distribution. 

Model χ2 
ν, RMS Total χ2 

ν

σR V = 0 . 5 (reference) 15.3 22.7 
σR V = 0 19.6 27.1 
σR V = 0 . 2 19.2 27.0 
σR V = 0 . 4 19.8 27.3 
σR V = 0 . 6 16.7 25 
σR V = 0 . 8 22.3 30.7 

Table 6. χ2 
ν results for increasing values of γ , tested with the Logistic R V 

distribution. 

Model χ2 
ν, RMS Total χ2 

ν

γ = 0 (reference) 15.3 22.7 
γ = 0 . 08 12.6 18.9 
γ = 0 . 16 10.5 16.4 
γ = 0 . 24 25.4 33.6 
γ = 0 . 32 76.8 88.8 

Figure 3. The β versus host galaxy mass relationship for the DES data 
(black points) and each of our tested models (coloured lines). On the right, 
the conventional Tripp β, which is marginalized over mass, is presented for 
each model. 
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The σR V , variation, on the other hand, does not present a strong
onstraint on our models. First, this would indicate that variations in 
 V are not responsible for the observed Hubble residual scatter, as
e would expect to see improved fits to the Hubble residual scatter
ith a greater R V variation. Instead, we find that any σR V ≤ 0 . 4 is

qually supported by the data, likely a sign of a detection threshold
n the data that we cannot detect a variation in σR V below 0.4. 
Overall, all of our tested models noticeably underestimate the 
catter seen in SNe Ia. The addition of a colour/mass-independent 
catter floor of ∼0.02 impro v es our σμRMS χ

2 
ν values by a factor

f approximately two. This can be compensated by an age step,
ndicating that dust is not the only element at play in the observed
N Ia scatter. 

.2 SN Ia dust distributions 

he logistic R V distribution provides an impro v ed model for dust to
e the sole contributor to SN Ia scatter and the mass step. None the
ess, the model is unable to replicate the necessary level of Hubble
esidual scatter, and unable to recreate the mass step. 
Approaching from the alternative direction of galaxy observations, 

e find that SNe Ia with host galaxy dust properties drawn from the
lobal galaxy population do not well match either of our Hubble
esidual or scatter metrics, failing to recreate the mass step. This is
ecause after mapping the SN Ia host galaxy stellar mass function
nto the S18 galaxy R V values, there is an increase in R V with the host
alaxy stellar mass, contrary to the predictions of contemporary dust 
odels (including our Logistic function), which require lower R V in 
ore massive hosts. 
The S18 results indicate that sSFR, rather than stellar mass, does

how a change of R V in the sense required by the SN Ia distances:
 galaxy at fixed stellar mass will have a lower R V if it has a lower
SFR. Nevertheless, this trend works against the trend of increasing 
 V with stellar mass in the star-forming galaxies, such that the low-
ass star-forming galaxies and high-mass passive galaxies have 

omparable R V values. We illustrate this in Fig. 4 , which shows
he R V verus stellar mass relationship for simulated SNe Ia, colour
oded by the log ( sSFR ) value of the galaxy. Ev en e xcluding all
igh-mass star-forming galaxies, the largest �R V between low- and 
igh-mass galaxies is ∼0.3, less than the values needed to recreate
he mass step with R V alone: �R V = ∼1. The presence of star-
orming galaxies will serve only to increase the median R V value in
igh-mass galaxies. 

.3 Dark dust 

nstead of an intrinsic luminosity difference causing the unexplained 
tep in SNe of all colours, an offset could be introduced by so-called
dark dust’. Dark dust (e.g. Siebenmorgen, Kr ̈ugel & Chini 1999 ) is
ot selective in its extinction, such that all wavelengths are equally
xtinguished. If there were systematically more dark dust along sight 
ines to SNe Ia in young star-forming environments than those in
lder passive environments, then those SNe would be systematically 
ainter regardless of their colour. There is tentati ve e vidence for
uch a trend based on the emission from cold dust grains in passive
alaxies (Krugel et al. 1998 ; Siebenmorgen et al. 1999 ). 
MNRAS 534, 2263–2276 (2024) 
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M

Figure 4. The simulated R V versus host galaxy stellar mass relationship 
colour coded by log(sSFR), based on the galaxy data from S18 . The trend of 
increasing R V with host galaxy stellar mass is opposite to that predicted by 
contemporary SN Ia dust-based scatter models, which are shown in shades 
of red. The high-mass R V values for the contemporary SN Ia dust models 
o v erlap strongly. 
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.4 Multiple intrinsic populations 

nstead of, or complementary to, a variation in the extrinsic effects
f dust extinction, another method to explain and alleviate the
ost galaxy step is by assuming there are multiple populations
f intrinsic SN Ia parameters which correspond to one or more
rogenitor scenario and/or explosion mechanism. Our Logistic +
ntrinsic Step model is a simple such example. Evidence for multiple
opulations already exists in the SN stretch parameter (Rigault et al.
018 ; Wiseman et al. 2022 ; Ginolin et al. 2024 ). Wojtak, Hjorth
 Hjortlund ( 2023 ) find evidence for two populations o v er both
N stretch and SN colour: a population of faster, redder SNe and a
opulation of slower, bluer SNe. The distribution of these populations
cross host galaxies is not homogeneous (as expected given the well
stablished stretch–host correlation (e.g. Mannucci, Della Valle &
anagia 2006 ; Sulli v an et al. 2006 ; Rigault et al. 2013 ; Ginolin et al.
024 ) and Wojtak et al. ( 2023 ) suggest that a significant fraction of
he host mass step can be explained if these two populations have
ifferent mean absolute magnitudes, although it is unlikely to be able
o explain the diverging Hubble residuals in redder SNe that moti v ates
he use of the R V parameter in this work. The Wojtak et al. ( 2023 )
odel is trained on a different data set, and to apply the model to
ES-SN5YR data would require it to be retrained on the DES data
hich is a full analysis in its own right and is deferred to future
ork. 

.5 Conclusions 

e conclude that if a varying R V is responsible for the SN Ia mass
tep and its evolution with SN colour, then the extinction along SN
a lines of sight, and its relationship with the host galaxy properties,
s not well reproduced by the corresponding global attenuation of
N Ia host galaxies. There are four possible explanations for this
ehaviour: 
NRAS 534, 2263–2276 (2024) 
(i) the attenuation measured from integrated galaxy observations,
nd how it relates to global galaxy properties, is not representa-
ive of how line-of-sight extinction varies with these properties,
nd/or 

(ii) SNe Ia are preferentially observed along lines of sight at the
xtreme ends of dust distributions, and/or 

(iii) Galaxies contain significant quantities of dark dust, and there
s systematically more in low-mass, star-forming environments,
nd/or 

(iv) There is an intrinsic brightness difference in SNe Ia that
volves with SN colour but is not caused by dust, such as two
opulations of M 0 or c int . 

The inability of our dust-only models from the literature to recreate
he mass step appears to match with near-infrared measurements of
Ne Ia, particularly Thorp et al. ( 2021 ) and Ward et al. ( 2023 ),
oth analyses of SNe Ia with the BayeSN light curve fitter. These
tudies do not find a significant �R V between high- and low-mass
alaxies. 

We conclude that a portion of the observed mass step is likely
aused by an intrinsic brightness difference closely related to the age
f the SN progenitor and its local environment, and that an especially
arge �R V ( > 1) is not supported by galactic R V distributions. This
ay be due to SNe Ia preferentially selecting the extremes of an R V 

istrib ution, b ut it is more likely that the method of measuring R V 

nd E( B − V ) for SNe and galaxies are incompatible. Measuring
he dust of a supernova involves a single line of sight and can be
escribed as extinction, whereas a non-point source measurement
cross a galaxy requires accounting for attenuation and scattering;
his is described further in Che v allard et al. ( 2013 ), Narayanan et al.
 2018 ), and Duarte et al. ( 2022 ). 

The discrepancy between the SN Ia extinction and galactic atten-
ation presents a new difficulty for using the host galaxy properties
f an SN Ia to standardize its distance, and further work must be
one to determine a way to connect the host galaxy dust properties
o the dust that is along the line of sight to the supernova. It appears
hat these initial attempts to directly provide a one-to-one correlation
etween the properties of the host galaxy and its supernova will need
ontinuing research. 

The introduction of an age step partially ameliorates the need of
n otherwise quite large �R V between high- and low-mass galaxies,
ut this benefit primarily occurs in our modelling of the Hubble
esidual scatter, rather than the mass step itself. That the size of the
ge step does not make a large impact on the mass step is explained by
iseman et al. (in prep.), but points to further work on disentangling

ifferent tracers of anomalous luminosity offsets. 
In the shorter term, incorporating dust into SN Ia standardization

as provided benefits beyond modelling the mass step, being able to
etter recreate the observed scatter in SN Ia data, and engendering
 more realistic understanding than post-hoc grey scatter additions
Brout & Scolnic 2021 ; Popovic et al. 2021 , 2023a ; Brout et al. 2022 ).

e provide an improvement to the R V step used in previous literature
e.g. Brout & Scolnic ( 2021 ); Wiseman et al. ( 2022 ); Popovic et al.
 2023b )) via the use of a smoothly varying logistic function that
erforms better than a linearly-varying R V distribution. Here, we
ave not rigorously optimized the logistic R V nor the age step size;
uch work ought to be incorporated into pipelines such as UNITY
Rubin et al. 2015 ) or Dust2Dust (Popovic et al. 2023b ). 
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Figure A1. Goodness-of-fit criteria for the baseline DES model. Top panel 
is the colour distribution, with data in grey bars and simulation in solid 
histogram. Middle panel is the c versus Hubble Residuals relationship, split 
on the host galaxy stellar mass. High-mass mass data is presented in filled 
circle, low-mass data in open circle. High-mass simulations are shown in 
dashed line, low-mass simulations in dash–dotted line. Bottom panel shows 
the scatter in the Hubble Residuals, with the same presentation as the middle 
panel. 
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Figure A2. Goodness-of-fit criteria for the S18 model. Top panel is the 
colour distribution, with data in grey bars and simulation in solid histogram. 
Middle panel is the c versus Hubble Residuals relationship, split on the host 
galaxy stellar mass. High-mass data is presented in filled circle, low-mass 
data in open circle. High-mass simulations are shown in dashed line, low- 
mass simulations in dash–dotted line. Bottom panel shows the scatter in the 
Hubble Residuals, with the same presentation as the middle panel. 

Figure A3. Goodness-of-fit criteria for the Logistic model. Top panel is the 
colour distribution, with data in grey bars and simulation in solid histogram. 
Middle panel is the c versus Hubble Residuals relationship, split on the host 
galaxy stellar mass. High-mass data is presented in filled circle, low-mass 
data in open circle. High-mass simulations are shown in dashed line, low- 
mass simulations in dash–dotted line. Bottom panel shows the scatter in the 
Hubble Residuals, with the same presentation as the middle panel. 
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M

Figure A4. Goodness-of-fit criteria for the Logistic + Step model. Top panel 
is the colour distribution, with data in grey bars and simulation in solid 
histogram. Middle panel is the c versus Hubble Residuals relationship, split 
on the host galaxy stellar mass. High-mass mass data is presented in filled 
circle, low-mass data in open circle. High-mass simulations are shown in 
dashed line, low-mass simulations in dash–dotted line. Bottom panel shows 
the scatter in the Hubble Residuals, with the same presentation as the middle 
panel. 

Figure A5. Goodness-of-fit criteria for the Linear model. Top panel is the 
colour distribution, with data in grey bars and simulation in solid histogram. 
Middle panel is the c versus Hubble Residuals relationship, split on the host 
galaxy stellar mass. High-mass data is presented in filled circle, low-mass 
data in open circle. High-mass simulations are shown in dashed line, low- 
mass simulations in dash–dotted line. Bottom panel shows the scatter in the 
Hubble Residuals, with the same presentation as the middle panel. 
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