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Highlights 

 

• We demonstrate that the Privacy Paradox extends to aLtudes and interacIons with 

eHealth systems, whereby users are mistrus]ul of internet-based healthcare systems, and 

how personal data is used, but nonetheless use these systems for convenience or lack of 

alternaIves. 

• This effect appears regardless of mental health status. 

• There are ethical consideraIons for development and prescripIon of eHealth intervenIons 

for mental health and wellbeing. 
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Abstract 

Background: Interest in eHealth has grown since the Coronavirus (COVID-19) pandemic. 

Use of internet-based technologies (IBTs) and arIficial intelligence (AI) has the potenIal to 

transform the delivery of mental healthcare services, however, trust remains a pivotal factor in 

public acceptance and adopIon of these systems.  

Aims: We invesIgated aLtudes and behaviours towards eHealth services, with a focus on mental 

health and wellbeing provision,  in the general populaIon and individuals with experience of 

serious mental illness. Our invesIgaIon was underpinned by the extended technology 

acceptance model (TAM2), which included trust. 

Methods: Aeer trialling a cogniIve training exercise involving autonomous feedback, we 

prompted parIcipants’ views on and trust in IBTs, autonomous systems (AS) and AI for health 

care. We conducted 22 semi-structured interviews in total, including 8 individuals who declared 

having experience of a serious mental illness.  

Results: We principally idenIfied the privacy paradox extends to eHealth, whereby individuals 

engaged with IBTs despite distrusIng them and/or having privacy concerns regarding them, and 

this was across all parIcipants.  Behaviours instead were driven by both convenience, ease of 

use, and lack of choice or alternaIves.  

Conclusions: Whilst trust is a factor in uptake and engagement with eHealth, there are other 

factors involved. It is concerning that individuals will uIlise eHealth systems despite mistrusIng 

them or their developers. There are clear ethical implicaIons for both healthcare providers 

prescribing eHealth, and developers of these systems, with consideraIons relevant across the 

mental health and wellbeing spectrum. To foster trust in IBTs, parIcularly those using AI, a 

balance is needed between human and eHealth provision. This may lead to greater trust and 

acceptability of systems, yielding beher outcomes for paIents.   
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1. Introduc0on 

eHealth is the delivery of healthcare services, using digital informaIon and communicaIon 

technologies, known as internet-based technologies (IBTs). eHealth oeen uses ArIficial 

Intelligence (AI), the use of intelligent algorithms, to perform tasks or make decisions that would 

otherwise require human intelligence. Autonomous Systems (AS) are used in many sectors of the 

economy from social media to self-driving cars, or aspects of diagnosis and healthcare delivery. 

These systems can deploy a range of AI techniques, from expert system logic models through to 

deep-learning machine learning techniques such as Large Language Models (LLMs). Within 

eHealth service delivery, AI techniques have been used in the delivery of intervenIons[1] and 

the guiding of diagnosIc processes[2]. The benefits of such techniques need to be matched by 

beher understanding of issues around ethics, bias and trustworthiness[3]. eHealth for mental 

health can support a diverse range of needs, in a variety of health care seLngs, through 

providing AI support , from text-messaging, peer support and illness self-management[4], to 

adjunct or out-of-hours support and web-based psycho-educaIon and therapeuIc intervenIons, 

and be useful alongside well-established intervenIons[5], [6].  eHealth can improve medicaIon 

adherence and clinical engagement with psychological services in serious mental illnesses 

(SMI)[7], [8]. eHealth can also improve symptoms of mental health when used as an adjunct to 

psychotherapy [9]. During the coronavirus pandemic, the rapid shie to online therapy further 

highlighted the importance and usefulness of wide-ranging applicaIons of eHealth to support 

mental health[5]. 

Across diagnoses, dropout rates from psychotherapy, such as CogniIve Behavioural Therapy (CBT), 

vary from 15.9%, at pre-treatment, and 26.2%, during treatment [10], where pracIcal factors, such 

as seLng (in-paIent vs. outpaIent), format (in-person vs. online), and duraIon influence the rate 

of drop-outs. TherapeuIc eHealth technologies can allow individuals to complete intervenIons 

with greater convenience and may overcome pracIcal and interpersonal barriers[11]. eHealth also 

has posiIve implicaIons for desIgmaIsaIon and paIent empowerment through managing 

treatment in a variety of formats [12]. Nonetheless, clear individual differences drive a preference 

for in-person versus eHealth support and must be carefully considered, in addiIon to personal 

experiences, abiliIes and beliefs [13], [14], [15]. Yet, a significant barrier to engaging with eHealth 

is trust. 
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The future role that eHealth should play in the delivery of therapeuIc intervenIons, parIcularly 

considering the use of AI such as chatbots[16], remains an open debate. Even though automaIon 

may support improved access and adherence to healthcare, the views and experiences of users 

across the mental health spectrum (from good mental health to severe, negaIve mental health 

experiences) must be considered in their design, development and implantaIon. 

 

1.1. Trust: A.tudes and Behaviours Towards IBTs 

Trust involves both a trustor and a trustee that may be a person, computer, or agent[17]. Trust may 

be defined as "the willingness of a party to be vulnerable to the acIons of another party based on 

the expectaIon that the other will perform a parIcular acIon important to the trustor, 

irrespecIve of the ability to monitor or control the other parIes" [p.712]. Its conceptualisaIon 

may equally involve the condiIon of risk [18] and a reliance on others as a condiIon of that risk 

[19]. A disIncIon has been made between trust in online and offline environments[20] where the 

object of offline trust is typically a human or an enIty (organisaIon), whilst in online trust the 

object is ’the internet’. This raises quesIons on whether it is truly possible for humans to 

experience trust in a nonhuman enIty [21]. Trust in an agent can be influenced by an expectaIon 

of capability, or discrepancy between individuals’ expectaIons and the agent's real 

capabiliIes[22], posing a challenge in eHealth where repeated engagement is vital for paIent 

treatment,  especially among populaIons that may experience a lack of trust in both online and 

offline seLngs.  Individuals’ propensity to trust and source trustworthiness influence this so-called 

inten%on to trust[23], where propensity to trust is related to clarity of source trustworthiness. 

Individual level factors, the health system and its reputaIon, and interacIon-related factors also 

play a part in influencing trust in eHealth[24]. 

Understanding paIents’ perspecIves on internet-based technologies (IBTs) and eHealth, can help 

us understand how IBTs are perceived and experienced, and what aspects are helpful or barriers 

to engagement. This can, in turn, help to develop more acceptable intervenIons. For instance, 

work on respiratory, cardiovascular and chronic pain condiIons has emphasized the need for 

user-centred flexible design and integraIon with exisIng healthcare systems [25], [26] alongside 

the pivotal role of trust in healthcare providers and technology, underscoring the intricate 

interplay between technological features and the human element in healthcare[27]. 

InvesIgaIons into digital pla]orms for monitoring mental health condiIons revealed that ease of 
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use, accessibility, and tailored content were facilitators, while challenges like technical issues, a 

lack of human interacIon, and privacy concerns hindered engagement [28]. As the ‘Human-AI’ 

interacIon conInues to advance, the role of trust in the pracIcal success of AI tools for eHealth 

cannot be overstated [29]. Research indicates public scepIcism about reliance on AI, preferring 

human expert involvement in criIcal decision-making scenarios, even when these experts may 

occasionally err [30], [31]. Consequently, operaIonalising AI systems in real-world applicaIons 

necessitates an understanding of human trust in this technology. IntersecIng the consideraIon 

of trust in eHealth use is the observaIon that behaviour does not always reflect aLtudes. For 

example, the privacy paradox describes the tendency for users to be lax around privacy-

protecIng measures, despite holding aLtudes of concern [32].  

  Several factors contribute to the need to understand and address trust in AI systems. Firstly, 

research has consistently demonstrated that trust serves as a prerequisite for the acceptance, 

adopIon, and effecIve use of technology, in general, [33], [34] and AI, in parIcular[35]. 

Secondly, the adopIon of AI-based support systems is not a one-Ime event; rather, trust is an 

ongoing, dynamic process characterized by fluctuaIons between under-trust and over-trust[36]. 

Therefore, it has become increasingly essenIal in the literature to quanIfy when, how, why, and 

under what condiIons individuals tend to exhibit under-trust or over-trust in these systems[37]. 

IntegraIon of AI and autonomous systems into widespread eHealth applicaIons is not a 

completely new concept. One example is the NHS COVID-19 tracing app which incorporated 

autonomous decision-making. While many may be familiar with the applicaIon itself, a recent 

study found that only one-fieh of parIcipants were aware of the autonomous element [33] and 

that distrust impeded parIcipants’ willingness to accept and subsequently adopt the app on a 

long-term basis. The authors addiIonally found a lower sense of trust in the NHS among BAME 

parIcipants, prompIng concerns around accessibility and inclusivity with online healthcare 

systems. We endeavour to build upon this work by looking at the role of individual differences in 

trust, as a way to develop more inclusive systems by design. 

 

1.2. Intersec<onal Impact of Trust and Paranoia 

The experience of suspicion and paranoia is most common in individuals living with serious 

mental health problems. Whilst 0.7% of the adult populaIon is diagnosed with psychosis-related 
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disorders[38] , trait paranoia exists on a conInuum that is measurable in the general populaIon. 

Further, cyber-paranoia and cyber-fear [39] related to paranoia and fear about ’cyber’ or IBTs, is 

present in the general popula1on, and dis1nct from paranoid, psychosis-related 

delusions. These phenomena are understood to be more frequent for those with less 

understanding of how the IBTs work. Internet-related paranoia and suspicion have been reported 

since the introducIon of the internet, [40] but have been more recently idenIfied as a barrier to 

clinical engagement via telehealth systems, during the Coronavirus pandemic [41]. The extent to 

which these beliefs impact the use of IBTs and eHealth, in clinical and general populaIons, 

remains unknown and warrants further invesIgaIon. Similarly, addiIonal research is needed to 

understand how internet-related paranoid beliefs may interact with trust in IBTs. 

In this context, our qualitaIve invesIgaIon focuses on trust in AI, AS and IBT tools, employed in 

eHealth applicaIons, exploring how users’ trust in these systems is constructed and evolves. 

ParIcularly, this research aims to shed light on the nuanced dynamics of trust, in the realm of 

mental health and eHealth technologies, contribuIng valuable insights for the effecIve 

integraIon and acceptance of such technologies in pracIcal seLngs. This was achieved by asking 

parIcipants to engage with a simple AI cogniIve training programme and providing their 

thoughts on the system, as well as the broader concept of IBTs, AI and AS. 

We drew on the following TAM2 extended framework [33] which includes the added variable of 

trust. However, in order to make these systems more inclusive by design, we must understand 

whether experiences of trust differ across the mental health spectrum. 
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Figure 1: A proposed model for the influence of serious mental illness on trust, experience, and intenIon to 

use eHealth applicaIons, based on TAM2 with the added component of trust [33] 

1.3. Research Ques<ons 

We set out to understand the aLtudes towards eHealth services among people with experience 

of serious mental illness (SMI), as well as the general populaIon. 

 RQ1: What a/tudes do individuals have towards trus%ng eHealth services?  

RQ2: Do a/tudes towards eHealth services differ between people with experience of serious 

mental illness (SMI) and the general popula%on? 
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2. Methods 

2.1. Design 

This online interview study invited parIcipants who completed a quanItaIve quesIonnaire to 

parIcipate in an interview. ParIcipants were asked to spend 20 minutes using an eHealth 

cogniIve training applicaIon before the interview. 

2.1.1. Public Involvement Ac3vi3es  

The study was conceived aeer discussions with mental health pracIIoners and people with 

experience of serious mental illness (SMI) on the role of trust in eHealth for SMI. Feedback on 

the study concept was sought from members of the general public with experience of SMI, via 

public engagement events, to understand their perspecIves and co-develop research quesIons, 

and understand what interview topics would be of interest. Feedback included themes to cover, 

ways to ask the quesIons and clarity of study descripIon and instrucIons. Public collaborators 

also supported the interpretaIon of results. These acIviIes informed the final version of our 

study, as outlined below. 

 

2.2. Par<cipants 

ParIcipants were recruited via an online recruitment website and social media. ParIcipants were 

over 18 years of age. Twenty-two parIcipants took part in a semi-structured interview- eight had 

a diagnosis of SMI (two had a self-reported diagnosis of psychosis, six had a self-reported 

diagnosis of depression), and 14 reported no previous history of mental health problems.  

57% of the parIcipants idenIfied as women, and in the control group this figure was 73%. The 

majority of the sample idenIfied as being from a White ethic background, (PSD = 91.4%., 

controls = 92.3%). ParIcipants had a mean age of 46 years (Range = 23-75), ~71% idenIfied as 

female, and the majority of the sample idenIfied as being from a White ethic background 

(76.2%), 14.3% idenIfied as being from a mixed background, 4.7% idenIfied as being from an 

Asian ethnic background, and 4.7% idenIfied as being from a Black ethnic background. 
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Par;cipant Number Clinical Condi;on Total Par;cipants 

ParIcipants 1-2 Psychosis 2 

ParIcipants 3-8 Depression 6 

ParIcipants 9-22 None(Control) 14 

 
2.3. Materials 

ParIcipants engaged with a 20-minute eHealth cogniIve training applicaIon ahead of the 

interview (See supplementary material S1). This was done to provide insights into eHealth system 

factors, including levels of autonomy and automaIon. The use of cogniIve training was by 

design, to ensure interacIons with the system applied to all parIcipants and was not specific to 

individual health condiIons. The interview quesIons were categorised into the following 

themes: trust in internet-based technologies; understanding and trust in eHealth apps; and 

effects of using the eHealth training app. Full details of the study materials can be found in the 

Supplementary Material. 

2.4. Procedure 

The semi-structured interviews, held between March and May 2023, were conducted by two of 

the authors. Aeer providing informed consent, parIcipants signed up for an interview slot. The 

opIon was given for either an in-person or online interview, but all parIcipants chose to have an 

online interview. ParIcipants were asked to complete the 20-minute training exercise before the 

interview. The interviews lasted approximately 30-45 minutes in duraIon, and parIcipants were 

each thanked with a £10 Amazon voucher. 

2.5. Data Analysis 

ThemaIc analysis as described by Braun and Clarke (2006) was applied to make sense of the 

data. The coding process was considered to be latent because of the researchers’ backgrounds in 

technology ethics. Codes were iniIally created by EG using a grounded approach and they were 

later cross-checked between EG and MA to ensure inter-coder reliability. Themes were decided 

upon once the codes were finalised, and a final codebook was devised (see Appendix 7.3 ). 
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2.5.1. Ethics and Statement of Reflexivity 

The current study is part of a larger project exploring the trustworthiness of autonomous systems 

for paIents to use in healthcare seLngs. The authors are aware that technology can be both 

beneficial and harmful for individuals, organisaIons, and society. As such, we ahempted to cover 

the spectrum of views by giving equal weight to posiIve, neutral, and negaIve accounts in the 

analysis. The authors hold backgrounds in clinical psychology, healthcare, human-computer 

interacIon, and computer science. 
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3. Results 

From our results, four key themes emerged: (1) source-related distrust; (2) individual differences 

in (dis)trust; (3) the privacy paradox; and (4) affecIve outcomes and (dis)trust. Overall, 50% of 

parIcipants [7 controls and 4 with depression] classified the need to have trust in internet-based 

technologies as ‘very important’. Moreover, one parIcipant with psychosis [ParIcipant 2] instead 

explained how they "don’t trust anything". Therefore, trust (or the lack thereof) in technologies 

which employed the Internet appeared to heavily affect the lives of the majority of the 

parIcipants in this study, regardless of their mental health status. Below, we first discuss causes 

of distrust (source and individual differences), before outlining tensions that may override these 

factors. Lastly, we outline the privacy paradox that we idenIfied, along with the affecIve 

outcomes of (dis)trust. Sixteen parIcipants described the cogniIve training applicaIon as easy 

to use, but six were indifferent or found aspects of the system’s usability and usefulness unclear. 

3.1. Source-related (Dis)trust  

In deliberaIng their views on trust in internet-based technologies (IBTs) more generally, 

parIcipants spoke to the importance of context, credibility, and reputaIon. This translated to a 

need to look for a website’s encrypIon [ParIcipant 14, control], for example. Just over one-fieh 

(22.7%) of parIcipants expressed their sense of distrust in social media sites, poinIng to events 

such as the Cambridge AnalyIca scandal. Similarly, in the context of cookie seLngs, it was 

suggested that  

"[companies] look good by asking, but your answer doesn’t really maOer." [ParIcipant 7, 

depression]  

If a source was not deemed trustworthy, the perceived risk of negaIve consequences rose, 

possibly impacIng the (shorter) Ime spent on a website. 

"If I go onto the wrong website that I don’t trust, it might...I don’t 
know...infect my computer or something."[Par%cipant 21, control] 

The overall consensus among parIcipants was that power imbalances exist between large 

companies and individual end-users. These may raise transparency-related issues and may fuel a 

sense of distrust. 
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"It’s so obfuscated...with the amount of loopholes they can get away 
with...it’s quite difficult to know that source is definitely trustworthy...so it’s 

quite tricky I think at this %me." [Par%cipant 6, depression] 

Referring to the cogniIve applicaIon parIcipants were asked to trial before the interview, 

over a third (36.4%) of individuals felt their trust for the applicaIon related to the reliability of 

the source [Anonymous]. With regards to the task itself, three control parIcipants (13.6% of the 

total sample) ahributed their trust to the clarity of training instrucIons. However, one parIcipant 

with psychosis felt an overall sense of distrust towards the researchers:  

"If you’d said there are no tricks, it’s all honest, there’s no reason why I’d s%ll 
believe that. I’d s%ll think I’m being tricked." [Par%cipant 2, psychosis].  

 

As such, the source of technology and clarity of expression are necessary for generaIng or 

establishing trust in IBTs. In the next secIon, we outline a related, but disInct, determinant of 

(dis)trust: individual differences. 

3.2. Individual Differences in (Dis)trust 

In general, 31.8% of our sample felt as though vigilance was required when engaging with 

IBTs. There was variability in parIcipants’ familiarity with technology, where parIcularly older 

adults had proporIonately more anxiety and worry surrounding digital tools. As explained by one 

parIcipant, 

"I’m in my 70s. I’m not very good technically, and that makes me 
apprehensive." [Par%cipant 8, depression].  

However, age was not the only determinant of distrust for parIcipants. ScepIcism due to a 

mental health diagnosis and a more careful aLtude were closely intertwined in the results we 

gathered. 

To complement that, our parIcipants varied in terms of self-awareness and the extent to 

which they felt educated about AI, AS, and IBTs. For example, while ParIcipant 15 [control] 

explained that they accept cookies because they understand how their data may be stored and 

used, one parIcipant said they tend to reject cookies because they are  

"not smart enough to know what it’s going to do."[Par%cipant 11 [control] 
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Relatedly, the pace at which technology is developing presents a challenge for the use of IBTs, 

and has direct implicaIons for trust: 

"I try [to keep up with new technologies], but I don’t think I do enough. I also 
suspect it’s quite hard to keep up with what can be done. You know, there’s 
new things all the %me and you’re thinking is this OK or not?" [Par%cipant 9, 

control]  

On the other hand, the advancement of AI was described in a posiIve light: 

"I’m more inclined to trust technology now as it advances, and of course I’m 
thinking in par%cular about AI." Par%cipant 8 [depression] 

When asked about which parts of the app they thought were autonomous, many were 

unsure how to answer. Only three individuals in our sample (13.6%) [ParIcipant 1, psychosis; 

ParIcipant 7, depression; ParIcipant 12, control] menIoned the autonomous element within the 

feedback, showing low overall awareness across our sample. 

In addiIon to the highlighted individual differences, social factors were also noted as 

influencing human-computer relaIonships. In the wider societal context, a balance between 

technology-centred and purely social interacIons was advised by our parIcipants. 

 

3.2.1. Social Elements: The Right Balance Between Technology and Human Contact 

Throughout our interviews, parIcipants spoke of the balance that was desired between AI and 

human contact. 

Related to their using the AI cogniIve training applicaIon and similar systems in the future, while 

some parIcipants indicated a desire for conInued human contact:  

"probably would [con%nue to use similar AI tools] because there’s less interac%on in terms of, you 

know, human interac%ons." Par%cipant 10 [control] 

Other parIcipants experienced a warm interacIon through the training, for example: 

"It was programmed, but it was meaningful rather than coldly mechanical." 

[ParIcipant 8, depression] 
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Some parIcipants were more aware of the processes involved in programming AI, with an 

understanding that human limitaIons may seep into design decisions. Among them, one 

parIcipant spoke about the unpredictable nature of human morals in relaIon to technology 

development, which can act as a barrier to trust in technology. Thus, we found a disIncIon 

between (dis)trust in the technology itself and (dis)trust in programmers. For instance: 

"Even in normal life you hope that somebody’s going to behave sensibly and honestly 

and honourably. But, you know, you don’t have that with human beings." [ParIcipant 

20, control] 

ParIcipants felt as though self-affirming feedback from the training applicaIon increased 

their trust in it. That is, each Ime the feedback aligned with their personal evaluaIon of their 

performance, they developed more trust in the system. This was not the case for all parIcipants, 

though, with some expressing cynicism about the honesty and/or accuracy of the feedback: 

"I was right so o`en I didn’t necessarily trust that was tailored towards me. So, in 

that respect, I don’t think I did par%cularly trust it." [ParIcipant 17, control] 

Even though parIcipants were complaining about how liOle responses from IBTs were tailored to 

individual needs, they were also aware of the role played by privacy in the accommodaIon of the 

contents. In this sense, privacy was found to be in a paradoxical relaIon with individualised 

responses and interacIons between users and technologies. 

3.3. (Dis)trust in Internet-based Technologies: The Privacy Paradox 

According to our parIcipants, trust was more important when sharing sensiIve or private 

informaIon online. However, our interviewees also highlighted that aLtudes did not always 

translate to behaviour, with over half of the sample (54.6%) acknowledging a paradox that existed 

between trust and IBT usage. 

According to this paradox, 12 out of the 22 parIcipants declared a lack of trust in the 

Internet, yet conInued to use IBTs and/or abide by cookie seLngs they did not feel inherently 

comfortable with. For instance, they commented: 

"I don’t en%rely trust anything on the internet, but I do tend to not- apart 
from the likes of cookies and that- I tend to go along with an awful lot." 

[Par%cipant 9, control] 
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"I want to say [trust is] really important, but I’d say fairly important. I know 
some%mes I’m a bit lax with it, so it can’t be that important.” [Par%cipant 1, 

psychosis] 

The excerpts reported above illustrated that both the control and paIent groups claimed to 

distrust the Internet, yet sIll used it. If given the choice, though, parIcipants menIoned that 

they preferred to reject non-essenIal cookies, to minimise the scope of personal data collected 

about them. 

ParIcipants jusIfied such misalignment between their aLtudes of distrust and their 

behaviour with convenience and Ime-saving benefits. That is, parIcipants acknowledged the 

ease of use and accessibility advantages that oeen came with accepIng all cookies, although 

they also expressed concerns regarding the trade-offs between privacy/trust and a user 

experience with greater funcIonality. 

ParIcipants also expressed feeling obliged to use IBTs, so that they could avoid feeling excluded 

or prevented from using resources. 

"And I don’t trust it but as I said before, I have to in a way trust it in order to 
get to do what I want to do."[Par%cipant 4, control] 

"I suppose an analogy would be if someone came up put a gun to my head 
and said, “would you like to give me all your money?”, and I said yes, I 

haven’t really got an op%on in that moment. But I suppose I have agreed to 
it, so there you go." [Par%cipant 2, psychosis] 

Therefore, the parIcipants alluded to diminished choice and forced consent as potenIal 

outcomes of their online behaviours. As such, when quesIoned about factors that might have 

increased their trust in the training acIvity, 3 parIcipants [1 control, 1 with depression, and 1 

with psychosis] reported a desire for the privacy of the informaIon they provided. 

In this sense, emoIons consItuted both a cause and a result of the interacIon with IBTs. If 

the emoIonal desire not to feel excluded nor compromised could be considered as a cause for 

using IBTs despite their distrust in them, the outcome of such a usage resulted in distress and 

anxiety responses from our parIcipants. 
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3.4. Affec<ve Responses and (Dis)trust 

The emoIonal aspects of AI, AS and IBTs were frequently menIoned by parIcipants (68.2% of 

the total sample), with a range of posiIve, neutral, and negaIve affecIve responses idenIfied. 

First of all, a general sense of anxiety and worry emerged when talking about IBTs and AI. 

Specifically, parIcipants discussed their anxieIes in terms of AI capabiliIes, fear of misuse, 

and the prospect of AI subsItuIng human employees. For example,  

"some%mes it is quite worrying how good AI has become." Par%cipant 20 [control] 

while AI was described as having “bad forces” [ParIcipant 16, control], with the potenIal for 

abuse based on the volume of data that could be fed into the system [ParIcipant 2, psychosis].  

As a way to minimise such worries, two parIcipants alluded to the need for greater 

regulaIon of AI in the future. 

"I think there will be backlash obviously. You know, 7 billion people in the 
world that want to con%nue to use their brains and complete their work. I 
hope it will be able to be regulated in a way that it can enhance people’s 

work." [Par%cipant 18, control] 

A degree of annoyance, disappointment, and frustraIon came with the puniIve nature of 

cookie rejecIon. Such an opIon to reject cookies was perceived by one individual in parIcular as 

designed to  

"wear you down" [Par%cipant 9, control], 

posing concerns on the extent to which users actually have choice and control over the 

collecIon of their online experience and data. 

Similarly, others described feeling suspicious about AI, AS, and IBTs more generally. We viewed 

that suspicion as a possible double-edged sword. Some described suspicion as posiIve in relaIon 

to being relaIvely vigilant and cauIous on the Internet, for example:  

"Maybe we’re more in tune now just to spot dodgy things." [Par%cipant 18, control]. 
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On the other hand, generalised suspicion in these systems could lead to undue anxiety and worry 

with trustworthy tools. For instance, one parIcipant with psychosis felt as though a degree of 

decepIon was involved in the cogniIve training applicaIon task , having said  

"I’m assuming there were a couple of tricks in there." [Par%cipant 2, psychosis]. 

In this sense, suspicion could be understood as the cause, while cauIon/sensibility, anxiety, 

and worry may be understood as potenIal consequences. Lastly, two individuals [controls] felt 

that the tone of the cogniIve training feedback given by AI caused feelings of infanIlisaIon, 

which led to distrust in the system. The excerpt below provides examples of these feelings. 

"In some way or another it sounded a bit condescending, you know, the answer that came 

back...if a child sat in front of this I suppose they would have been happy" [ParIcipant 20, 

control] 

In summary, we found a range of affecIve responses to AI, AS, and IBTs. Though some 

parIcipants held negaIve aLtudes around trust towards AI, AS, and IBTs, they reportedly 

experienced enjoyment with the training acIvity, indicaIng different responses to individual IBTs 

and eHealth systems. In the context of affecIve responses associated with general AI, AS, and 

IBTs, we reveal the potenIal for individuals to feel heightened annoyance, anxiety, worry, 

frustraIon, disappointment and suspicion with their decreased lack of control over the power 

held by the designers and implementers of these systems. 

Figure 2 depicts an adapted version of the TAM2 [33] based on our results. We found no 

significant differences in aLtudes towards trust across the mental health spectrum. Instead, 

moderators of intenIon to use included experience with AI, AS, and IBTs, lack of voluntariness, 

and aLtudes towards trust. We show that the conflict between intenIon to use and actual usage 

behaviour (the trust paradox) may lead to unfavourable affecIve responses. 

(Dis)trust was related to the source and/or individual differences. We parIcularly found social 

elements, such as preferences for human contact and human-like qualiIes of technology, 

influenced the sense of trust in IBTs. Finally, we noted that these determinants of (dis)trust were 

not necessarily fixed, as they were malleable and context-dependent. That meant that users 

experienced tensions when engaging with IBTs, including the preference for convenience and 

Ime saving, ease of use, power imbalances, and obligaIons. UlImately, the causes of (dis)trust 
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appeared to interact with these tensions, leading to a privacy paradox, and, in turn, enabling 

posiIve, neutral, and negaIve emoIons to simultaneously occur. 

 

Figure 2: The paradox of trust in online technology across the mental health spectrum: an extended version of 

TAM2 based on Dowthwaite et al. (2021) [33]. 
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4. Discussion 

This study aimed to qualitaIvely invesIgate individual perspecIves on trust in AI, AS, and IBT 

tools employed in eHealth applicaIons. This was achieved by interviewing a range of individuals, 

both with and without experience of serious mental illness (SMI), about their 1) aLtudes and 

trust towards AI, AS, and IBT, and 2) asking them to engage with a simple AI cogniIve training 

programme, which included real-Ime automated feedback to provide experience with 

autonomous, individualised feedback on task performance. 

Analysis of our interviews revealed the privacy paradox[32] extends to use of online eHealth 

IBTs, translated to eHealth systems, whereby aLtudes of distrust did not prevent parIcipants 

from engaging with IBTs and AS that used AI. Contrary to expectaIons, views on trust did not 

vary between the clinical and non-clinical groups. However, we noted other individual differences 

that influenced trust, such as age, self-educaIon, self-awareness, and social preferences 

surrounding human contact and human qualiIes of technology. In alignment with prior literature 

[24] [42] the reputability of the recruitment source accounted for their trust in the cogniIve 

training applicaIon, but parIcipants noted the difficulty in keeping up with the credibility of 

sources online. AddiIonally, we found that all parIcipants may feel suspicious of technology, 

potenIally resulIng in more generalised technology-related anxiety and worry. Below these 

results are discussed in more depth, along with our suggesIons and implicaIons for pracIIoners 

and technology designers. 

4.1. Technology Acceptance, the Paradox of Trust, and Affec<ve 
Responses 

Although trust reportedly serves as a prerequisite for the acceptance, adopIon, and effec%ve use 

of technology and eHealth [34] [33] [43], our results suggest that this distrust does not enIrely 

influence actual usage behaviour. User accounts appear to support this by expressing that they 

feel they have to exercise control over how they access services in today’s society, despite having 

lihle control over this. In this sense, our findings complement prior literature where eHealth 

provision is seen as posiIve, convenient and empowering, by adding user concerns about privacy 

and data security [12] as another component. Nevertheless, privacy and security concerns do not 

always prevent people from engaging with these technologies; rather, they may conInue to 

engage with distrust and discomfort, due to obligaIon. 



"I don’t trust it, but I have to trust it" 

Gentry et al. 2024 Page 21 of 16 

In line with this finding, when given the opIon to have an in-person interview, all parIcipants 

chose to conduct theirs online, supporIng the presence of a privacy paradox further. The varied 

transparency in data usage and privacy agreements parIcipants must agree to before using 

eHealth and broader IBTs was also highlighted as a factor related to trust, adding to this 

interpretaIon. By improving, standardising and regulaIng communicaIon around system 

capabiliIes and data privacy, though, accessibility can be maximised. As such, a combined 

approach to eHealth, which uIlises services delivered by humans and is supported by 

autonomous systems may be the most acceptable way to uIlise eHealth systems and promote 

trust [44]. 

From a theoreIcal perspecIve, our results draw ahenIon to the reducIonist nature of the 

original TAM [45], parIcularly in its ability to predict actual usage behaviour, given the increasing 

scope of factors outside of users’ control. AddiIonally, TAM did not appear to account for 

fluctuaIons in trust which is oeen implied in the interacIons humans have with digital 

technologies[36]. From a pracIcal perspecIve, while individuals may engage with eHealth 

systems despite feelings of distrust, the affecIve discomfort associated with these engagements 

must not be overlooked. Our parIcipants specifically menIoned the anxiety and worry related to 

distrust and data privacy, but the lack of alternaIves may force users to interact with systems 

they do not trust. We therefore contribute an understanding of the unfavourable affecIve 

responses that may be associated with the trust paradox across the mental health spectrum. 

These findings necessitate further invesIgaIon into the long-term effects of the trust paradox on 

users’ mental health, to ensure the benefits of any intervenIon outweigh the risks. They also 

highlight implicaIons for prescribers and developers to reduce this feeling of conflict when 

interacIng with eHealth. 

4.2. Distrust in Technology Across the Mental Health Spectrum 

We found that views towards autonomous systems did not vary across clinical groups. Not only 

do our results support the general noIon that paranoia and suspicion may act as a barrier to 

clinical engagement [41] but this barrier extends more broadly to the general populaIon. We 

idenIfied a general sense of paranoia among all groups in our sample. Our results extend on 

previous work by demonstraIng paranoia about IBTs in the general populaIon translates to 

eHealth [39]. Similarly, individuals may over-perceive the capabiliIes of an autonomous system, 

which may lead to distrust, as highlighted by [22]. This has implicaIons for the development and 
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deployment of eHealth systems across the spectrum of healthcare provision. InteresIngly, very 

few parIcipants in our sample (13.6%) were aware of the autonomous element within the 

training applicaIon. These findings resonate with previous work about the COVID-19 contact 

tracing app [33] which highlighted that only one-fieh of parIcipants were aware of the app’s 

autonomous decision-making.  

Taken together there are clear implicaIons for the transparency of design decisions. AddiIonally, 

it is evident that people want more regulaIon of these systems', as those not providing a 

diagnosis operate in a regulatory vacuum. The UK government announced funding for research 

into the regulaIon of digital mental health tools [46] which, in due course, may help to miIgate 

some distrust; however, unIl a clear regulatory framework is established, people may conInue 

to engage with an understandable degree of apprehension. 

4.3. The Balance Between Humans and Autonomous Systems: 
Establishing Trust over Time 

As evidenced by our findings, we are not yet at a point of eHealth replacing healthcare 

completely. However, in line with prior suggesIons, a blended approach with a combinaIon of 

in-person care, supported or supplemented by eHealth may increase a sense of empowerment, 

choice, and control for service users[12].  

Similarly, issues of inclusivity must be addressed when considering user ability, percepIon of 

ease of use, and familiarity with eHealth systems, IBTs, and technology more generally. In 

broader terms, people who may benefit from eHealth systems may be ‘lee behind’ in terms of 

provision if they are not given human alternaIves to system-based support, or appropriate 

support to understand and learn about available systems[47], [48]. The right balance must 

therefore be established between human and technology-based healthcare provision for the 

development of trust over Ime. 

TAM2 places emphasis on voluntariness as a key driver in the acceptance of IBTs, further 

highlighIng the role of the healthcare professional and choice in eHealth provision. However, we 

found that voluntariness is rarely possible because of how deeply embedded these technologies 

have become in every aspect of modern society. While educaIon may help to overcome some of 

this paranoia, our parIcipants idenIfied the speed at which technologies are developing as a 

barrier to conInuous educaIon and awareness. The role of the healthcare professional in this 
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context is criIcal, placing responsibility on them to ensure parIcipants are well-placed and 

sufficiently informed to support engagement with eHealth systems. Brown and Halpern[16] state 

that “providers have a responsibility to help recover the person’s autonomy through suppor%ve 

rela%onships.” [p.2]. However, prescribers must themselves have knowledge and confidence in 

the eHealth systems they are recommending or uIlising as part of a therapeuIc treatment plan 

and be able to support service users in the use of these systems. Together, these consideraIons 

have implicaIons for both healthcare providers and developers of eHealth technologies. 

4.4. Implica<ons for Designing Trustworthy Autonomous Systems in 
Healthcare 

A wide range of implicaIons can be deduced from our study with regards to designing more 

inclusive and trustworthy eHealth tools. As our results highlighted paranoia and suspicion around 

eHealth and IBTs did not seem to differ across clinical status, most consideraIons are 

generalisable to physical and mental eHealth provision. There are clear ethical implicaIons for 

developers and prescribers of e-Health intervenIons, as individuals may use them despite 

lacking trust. To improve this situaIon, it is important that new technology and online systems 

are developed ethically, and responsibly, to be more trustworthy. This involves us all collecIvely 

imagining and considering the impact and consequences of new systems, and addressing them, 

alongside collaboraIon with end users. Further, prescribers should themselves understand data 

usage and privacy, and be confident in, and trust in systems they are recommending to paIents. 

This may require pracIIoners extending knowledge of intervenIons to include digital 

implementaIon and technical skills [49]. 

4.5. Limita3ons and Proposed Direc3ons for Future Research 

We experienced difficulty in recruiIng parIcipants with a broad experience of mental health 

difficulIes. Most parIcipants had experienced depression or anxiety, which are the most 

common mental health problems in England [38].  Whilst online studies are preferred by 

individuals with SMI [50] these experiences and diagnoses are nonetheless much less common 

and thus more difficult to recruit. Our study demonstrates a realisIc representaIon of the 

mental health spectrum in England.  

In this study, the parIcipants were asked to try an AI cogniIve training system. We found that 

most parIcipants were unable to see its immediate usefulness, given the fact that it was being 

used in a research context. Whilst cogniIve training applies to all members of the populaIon, 
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most eHealth systems would be recommended for a specific purpose. In a real-world context, 

people may be more likely to engage with eHealth if it was recommended as part of their wider 

healthcare plan. Whilst our interviews were not solely about parIcipant interacIons with an 

eHealth AI cogniIve training applicaIon, insight into parIcipants’ trust may be limited aeer just 

one interacIon with the tool, especially considering the fact that trust is conceptualised as a 

dynamic process to be established over Ime [36]. Future research might consider mulIple 

interacIons with the system to assess how trust in specific AI tools may or may not change or 

develop over Ime, and how the development of trust may be experienced differently across the 

mental health spectrum. 

4.6. Conclusion 

We invesIgated the role of trust in aLtudes and the use of eHealth and IBTs in a mixed sample 

of people with and without experience of serious mental illness. Our interviews highlighted that 

aLtudes towards trust in eHealth systems do not differ between people with serious mental 

health problems and the general public. We principally idenIfied a paradox, whereby 

parIcipants were mistrus]ul of eHealth and IBTs, but conInued to use them due to posiIve 

aspects of convenience and ease of use, but also due to perceived power imbalances with large 

companies, and obligaIons. 

There are clear ethical implicaIons for developers and prescribers of eHealth intervenIons, as 

individuals may use them and share personal, sensiIve data, despite lacking trust. To improve 

this situaIon, it is important that new technology and online systems are developed ethically, 

and responsibly, to be more trustworthy. Further, prescribers should themselves understand data 

usage and privacy, and trust in the systems they are recommending to paIents. 
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Supplementary Material 

S1 Training Ac3vity with Real-3me Autonomous Feedback 

The training involved a working memory exercise, whereby in the first part of the acIvity, 

parIcipants were asked to look at and remember as many images as possible. The second part of 

the acIvity involved memory recall, whereby they were asked to press the leher ‘D’ if they 

believed the image appeared on the lee, and the leher ‘J’ if they thought the image appeared on 

the right. Aeer each selecIon, they were asked to rate their self-awareness in terms of accuracy 

parIcipants aeer they made their decision, indicaIng if they had good self-awareness or poor 

self-awareness on a scale of 1 (rela%vely low confidence) to 6 (rela%vely high confidence). 

Autonomous feedback was presented to parIcipants aeer each trial. 

 

Figure 3: Self-awareness raIng scale shown to parIcipants during the training exercise 

 

Figure 4: Autonomous feedback when parIcipants had great self-awareness 
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Figure 5: Autonomous feedback when parIcipants had poor self-awareness 

S2  Semi-Structured Interview Prompts 

Trust in Internet-based Technologies 

1. What do you understand to be meant by AI and autonomous systems, and how do you 

think they are used in internet-based technologies? 

2. When asked to consent to data collecIon online, for example with cookies, how do you 

decide and why? 

3. How important is trust for you when you use internet-based technologies? 

Understanding of Trust and Trust in the App 

1. Which parts of the applicaIon app did you like or not and why? 

2. How easy was it for you to use the app? 

3. How useful did you find the app? 

4. Overall, did you trust the app? Why? 

5. How do you think the applicaIon worked? 

6. Which parts of the applicaIon do you think were autonomous/AI? 

7. Did you trust the autonomous feedback and why? 

8. Were the answers you received as expected? 

9. Did this affect your trust in the app? 

Effects of the App 

1. Did using this training have any impact on your feelings towards internet-based 

technologies? What about whether they are trustworthy? 
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2. Did use this training have any other impact on you (e.g., on how you use these types of 

technologies?) 

3. Would you be open to conInuing using this or similar AI tools? Why or why not? 

4. Would you recommend this tool or similar tools to your friends and family? 

5. Is there anything that would have increased your trust in the app? 

Thema3c Analysis Codebook 

Themes Codes 

(Dis)trust in internet-based technologies: 

the privacy paradox 

aLtudes and aversion; misalignment of aLtudes and 

behaviours; privacy-related issues; obligaIons 

Individual differences in (dis)trust age-related issues; self-educaIon and self-awareness; 

accuracy; social elements 

Source-related (dis)trust trust and reliance; transparency-related issues; 

reputaIon and credibility; trust dependent on company 

or pla]orm; power imbalances; clarity 

AffecIve outcomes and (dis)trust enjoyment; frustraIon and disappointment; 

infanIlisaIon; uncertainty and convicIon; annoyance; 

anxiety and worry; suspicions; decepIon; comfort; 

indifference and neutrality; avoidance behaviour 

 


