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Abstract—Flexible intelligent metasurface (FIM) technology
shows promise in terms of enhancing both the spectral and
energy efficiency of wireless networks. An FIM is composed
of an array of low-cost radiating elements, each of which
can independently radiate electromagnetic signals, while flexibly
adjusting its position along the direction perpendicular to the
surface by a process termed as “morphing”. This is of particular
interest for wireless communication systems operating at Ter-
ahertz frequencies, where deep fading generally occurs within
a few millimeters. Hence, in contrast to conventional rigid 2D
antenna arrays, the FIM surface shape may be reconfigured to
improve the channel quality by beneficial 3D morphing. In this
paper, we investigate the multiuser downlink, where an FIM
deployed at a base station (BS) communicates with multiple
single-antenna users. We formulate an optimization problem for
minimizing the total downlink transmit power at the BS, by
jointly optimizing the transmit beamforming and FIM surface
shape, subject to an individual signal-to-interference-plus-noise
ratio (SINR) constraint of each user as well as a constraint on
the maximum FIM morphing range. To solve this problem, we
first consider a simple single-user scenario and show that the
optimal 3D surface shape is achieved by independently adjusting
each FIM element to the position having the strongest channel
gain. However, in realistic multiuser scenarios, FIM surface-shape
morphing involves complex tradeoffs. To address this issue, an ef-
ficient alternating optimization method is proposed to iteratively
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update the FIM surface shape and the transmit beamformer to
gradually reduce the transmit power. Additionally, we analyze the
performance gain of the FIM, showcasing a logarithmic received
power scaling law versus its maximum morphing range. Finally,
simulation results show that the FIM reduces the transmit power
by about 3 dB compared to conventional rigid 2D arrays at a
given data rate1.

Index Terms—Flexible intelligent metasurface (FIM), transmit
beamforming, surface-shape morphing, MIMO, intelligent sur-
faces.

I. INTRODUCTION

NEXT-GENERATION wireless networks aim for sup-
porting many innovative applications, such as brain-

computer interfaces, high-fidelity holograms, connected
robotics, and autonomous vehicles [1]. However, these appli-
cations entail very stringent quality-of-service (QoS) demands,
including extremely high data rates, ubiquitous and ultra-
reliable connectivity, as well as ultra-low latency [2], which
cannot be readily achieved by the current network infrastruc-
ture. While deploying large numbers of antennas and base sta-
tions operating at higher frequencies having ample bandwidth
could meet these goals, both the energy consumption and hard-
ware costs of such solutions would be excessive. To balance
these challenging QoS requirements against energy efficiency,
researchers have developed sophisticated wireless technologies
over the past decade. Among them, the emerging metasurface
technology is regarded as one of the most promising solutions
[3]–[6].

Generally speaking, a metasurface is an artificially engi-
neered planar surface constructed of an array of tiny meta-
atoms [3]. Each meta-atom is capable of independently radi-
ating or scattering wireless signals by beneficially modifying
the properties of electromagnetic (EM) waves, such as their
amplitudes, phases, and polarizations [5]. In recent years, de-
ploying near-passive reconfigurable intelligent surfaces (RISs)
in wireless networks has shown significant potential for shap-
ing wireless propagation environments [7]. For example, in
indoor scenarios, installing RISs on walls or ceilings can
circumvent the blockage of the line-of-sight (LoS) propagation
link between a WiFi access point and a mobile device [8],
hence significantly increasing the received signal strength.
Since RISs interact with incoming signals without requiring
power amplifiers and complex signal processing, they avoid
the costly radio frequency (RF) hardware of conventional
active transceivers [4].

1The code for this paper is available at https://github.com/JianchengAn.

https://github.com/JianchengAn
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Fig. 1. Illustration of some existing FIMs.

While RISs promise appealing benefits, their real-world
applications still face several major challenges [9]. Firstly, the
acquisition of channel state information (CSI) is more difficult
for RIS-aided networks, since a large number of pilots are
required to probe the two-hop source-RIS-destination channels
[4]. Secondly, the RIS phase shifts have to be optimized
together with an active transmit beamformer to enhance the
network performance, resulting in high computational com-
plexity [8]. Thirdly, the optimized phase shifts have to be
sent to the RIS controller over a dedicated feedback link,
imposing additional control signaling overhead [7], [10]. The
wireless research community is actively working on practical
deployments of RISs having scalable overhead and complexity,
as detailed in [11]–[13].

A complementary approach to the near-passive RISs is to
harness active metasurfaces as transceivers, which are known
as large intelligent surfaces (LISs) [14]. Given an electrically
large aperture operating in high-frequency bands, the near-field
Fresnel region of an LIS may extend to hundreds of meters
[15]. The intrinsic spherical wavefront characteristics allow it
to reap the full spatial multiplexing gain even under strong LoS
propagation conditions [16]. Furthermore, metasurfaces allow
for EM operations at an unprecedented level of resolution [17],
which underpins the concept of holographic multiple-input and
multiple-output (MIMO) communications by modeling an LIS
as a near-continuous array of a massive number of infinitesi-
mally small antennas [18]–[21]. In [22], Dardari demonstrated
that the effective spatial degrees of freedom (DoFs) offered by
holographic MIMO schemes are determined by normalized
geometric factors with respect to the wavelength. The unique
features of metasurfaces underpin the recent rediscovery of
electromagnetic information theory, which aims at i) studying
and designing physically consistent communication models
and wireless transmission schemes, and ii) quantifying the
maximum amount of information that can be transmitted over
a wireless channel, while considering the physical limitations
governed by EM laws [23].

Additionally, taking full advantage of wireless propagation

environments requires the accurate control of the EM field gen-
erated by practical metasurfaces, which, however, have to bal-
ance the capability of EM field shaping against the hardware
complexity. In this context, the stacked intelligent metasurface
(SIM) technology has been proposed for facilitating precise
EM control, while implementing some functions, such as
MIMO precoding, in the wave domain [24], [25]. Specifically,
the computations required are automatically carried out, as the
EM waves propagate through an optimized SIM at the speed
of light [26]. SIM technology represents a significant reduction
in cost, energy usage, and complexity compared to traditional
full-digital and hybrid MIMO architectures, while opening up
new opportunities for advanced computation relying on EM
signal processing [27].

Nevertheless, publicly reported studies on metasurface ap-
plications conceived for wireless communications have gen-
erally adopted rigid metamaterials [3], [6]. Recently, how-
ever, thanks to developments in micro- and nano-fabrication
as well as to the discovery of flexible metamaterials, it
has become possible to create flexible intelligent metasur-
faces (FIMs) by depositing dielectric inclusions onto a con-
formal flexible substrate [28], [29]. Common flexible sub-
strates with excellent EM and mechanical properties in-
clude polyimide, polystyrene, polydimethylsiloxane (PDMS),
polyethylene terephthalate (PET), and poly(methyl methacry-
late) (PMMA) [30]. Among these, PDMS – a type of silicone
polymer – is used most commonly in electronics and opto-
electronics due to its low EM losses, ease of fabrication, and
favorable elasticity during reversible deformation. Addition-
ally, FIMs can be produced on plastic, elastomeric, and textile
substrates [30].

In contrast to rigid metasurfaces, FIMs show significant
potential for a wider range of applications, particularly for
wave manipulation on conformal and curved surfaces [30].
Potential applications include soft robotics, wearable sensors,
invisibility cloaks, artificial smart skin, and implantable de-
vices. Fig. 1 shows some examples of typical FIMs and
their applications. In Fig. 1(a), a conformal metasurface is



DRAFT 3

constructed by embedding silicon disk nanoantennas in a
flexible PDMS layer, achieving fine-granularity EM response
modification [29]. Fig. 1(b) presents a flexible metaphotonic
device consisting of a metallic resonator array on a flexible
polyimide substrate, which exhibits an ultrafast switching
speed [31]. Fig. 1(c) shows an artificial intelligence-driven
invisibility cloaking metasurface capable of rerouting light
to conceal objects and adapting to time-varying environ-
ments [28], [32]. Inspired by pangolin scales, the authors
of [33] fabricated an FIM by periodically mounting rigid
EM dissipative scales on a stretchable PDMS substrate, with
each scale overlapping its surroundings. As illustrated in Fig.
1(d), this design retains flexible deformation and penetration
resistance capabilities. Moreover, Fig. 1(e) shows photonic
chip sensor arrays constructed on pliable polymer substrates
[34]. These microlaser-based flexible mechanical sensors could
detect deformations of flexible chips stimulated by external
forces, allowing differentiation of different external types of
forces, including the recognition of hand gestures.

While existing FIMs can achieve responsive EM tuning
on soft substrates, they cannot support dynamic and pro-
grammable morphing between different surface shapes. To
address this aspect, the authors of [35] have designed a
programmable-shape surface that exploits a liquid metal soft
microfluidic network embedded in an elastomer matrix and
controlled by EM actuation, which is capable of morphing
in real-time with fully reversible capabilities. The liquid-solid
phase transition of the liquid metal enables the FIM to fix
its surface shape on demand, yet remain reconfigurable. More
recently, an FIM was constructed from a matrix of tiny metallic
filaments [36], driven by reprogrammable distributed Lorentz
forces emanating from electrical currents passing through a
static magnetic field2. This endows the FIM with precise and
rapid dynamic morphing capabilities for promptly changing
its structure. Incorporating a mechanical locking construction
can hold the newly morphed shapes.

Despite these rich applications, deploying FIMs in wireless
networks remains unexplored. In fact, FIMs are particularly
well-suited for wireless communications. More specifically,
wireless channels generally experience fading effects due
to multipath propagation. Multiple copies of the transmitted
signal traveling along different paths having different signal
attenuations, delays, and phase shifts may result in either
constructive or destructive interference at the receiver [37].
However, severe destructive interference can significantly de-
grade the channel quality, leading to communication outages.
Fortunately, strategically optimizing the location of each FIM
element may guarantee that the multiple copies of the signal
that impinge upon the FIM add constructively to boost the
received signal power. This is especially beneficial for wireless
networks operating in the mmWave and THz bands [38], since
the coherence distance is very small. Therefore, the FIM is
expected to be a promising technology for further improving
both the spectral and energy efficiency of next-generation
wireless networks.

2Please refer to https://www.eurekalert.org/multimedia/950133 to watch a
video demonstrating the real-time morphing ability of an FIM.

Against this background, we investigate a multiuser
multiple-input single-output (MISO) communication system
in which an active FIM is deployed at the base station (BS).
Specifically, we formulate an optimization problem for mini-
mizing the total transmit power at the BS by jointly optimizing
the transmit beamforming vectors and the morphed surface
shape of the FIM, subject to specific signal-to-interference-
plus-noise ratio (SINR) requirements for each user and the
morphing range of the FIM. To solve the formulated problem,
we first consider a single-user setting and demonstrate that
the optimal surface shape of the FIM is obtained when each
element is positioned for maximizing the channel gain. The
optimal position is determined using the golden-section search
(GSS) technique [39]. However, in multiuser scenarios, the
surface shape of the FIM has to cater for the SINR require-
ments of multiple users, which is a difficult problem to solve
optimally due to the non-convex SINR constraints. Therefore,
we propose an efficient alternating optimization algorithm for
iteratively updating the surface shape of the FIM and the
transmit beamforming vectors. In each iteration, the optimal
transmit beamforming weights are derived in a closed form
given the surface shape of the FIM, while the surface shape
of the FIM is updated for increasing the SINR margin and
for implicitly reducing the transmit power. Numerical results
demonstrate that harnessing an FIM can substantially reduce
the transmit power required at the BS to fulfill the SINR targets
of the users. Moreover, the analytical and simulation results
indicate that the transmit power is reduced logarithmically
with the morphing range of the FIM normalized by the radio
wavelength.

The remainder of this paper is organized as follows. Section
II introduces the system and channel models of an FIM-
assisted multiuser MISO system. Section III presents the
problem formulated for minimizing the transmit power by
optimizing the transmit beamforming weights and the surface
shape of the FIM. Section IV introduces the proposed solution
and analyzes the performance of the FIM in a single-user
scenario, while Section V proposes an efficient alternating
optimization algorithm for solving the problem formulated for
a multiuser scenario. Section VI presents numerical results to
evaluate the performance of the proposed FIM. Finally, Section
VII concludes the paper.

Notation: Scalars are denoted by italic letters. Vectors and
matrices are represented by bold-face lowercase and uppercase
letters, respectively; j =

√
−1 denotes the imaginary unit.

|z| and ℑ (z) denote the absolute value and the imaginary
part of a complex number z, respectively. For a complex-
valued vector v, ∥v∥ denotes its Euclidean norm, and diag (v)
produces a diagonal matrix with the elements of v on its
main diagonal. For a square matrix S, S−1 and (·)1/2 denote
its inverse and square root, respectively. For any general
matrix M , MT , M∗, MH , rank (M), and [M ]p,q denote
its transpose, conjugate, Hermitian transpose, rank, and the
(p, q)-th element, respectively. IN denotes an identity matrix,
while ⊙ represents the Hadamard product. Furthermore, E (·)
stands for the statistical expectation, and log (·) represents
the natural logarithm. sinc (x) = sin (πx) / (πx) is the sinc
function. mod (x, y) returns the remainder from dividing x

https://www.eurekalert.org/multimedia/950133
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A FIM with N radiating elements
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Fig. 2. Schematic of a multiuser MISO system, where an FIM is deployed
at the BS.

by y. ⌊·⌋ and ⌈·⌉ represent the floor and ceiling functions,
respectively. The gradient of a scalar function f is denoted
by ∇f . R denotes the set of real numbers, while Cn and
Cx×y denote the sets of n-dimensional complex vectors and
of x × y complex matrices, respectively. The distribution of
a circularly symmetric complex Gaussian (CSCG) random
vector with mean vector x and covariance matrix Σ is denoted
by ∼ CN (x,Σ), where ∼ means “distributed as”. U (x, y)
represents the uniform distribution over the interval (x, y).

II. SYSTEM, CHANNEL AND SIGNAL MODELS

A. System Model

As shown in Fig. 2, we consider the downlink of a multiuser
MISO communication system operating in a single cell, where
a BS equipped with an FIM communicates simultaneously
with K single-antenna mobile users. The FIM antenna array
is modeled as a uniform planar array (UPA) located on the
x-z plane. Let N = NxNz ≥ K represent the total number of
transmit antennas, with Nx and Nz referring to the number of
antenna elements along the x-axis and z-axis, respectively. We
define the sets of antennas and users as N ≜ {1, 2, · · · , N}
and K ≜ {1, 2, · · · ,K}, respectively.

In contrast to conventional communication systems relying
on rigid antenna arrays, each radiating element of the FIM
can be flexibly positioned along the direction perpendicular
to the surface, i.e., the y-axis, with the aid of a controller.
Specifically, let pn = [xn, yn, zn]

T ∈ R3, ∀n ∈ N represent
the location of the n-th radiating element3. Taking the first
element as a reference point, we have

xn = dx ×mod (n− 1, Nx) , (1)
zn = dz × ⌊(n− 1) /Nx⌋ , (2)

for ∀n ∈ N , where dx and dz denote the spacing between
adjacent antenna elements in the x- and z-directions, respec-
tively. Furthermore, the y-coordinate of each radiating element

3In this paper, we focus on morphing the surface shape of the FIM, with
each element on the FIM abstracted as a point for simplicity. The examination
of real-world aperture losses caused by stretching the FIM is left for future
research.

can be adjusted within the maximum range allowed by the
reversible deformation of the FIM [36], satisfying

ymin ≤ yn ≤ ymax, ∀n ∈ N , (3)

where ymin and ymax represent the minimum and maximum
y-coordinates of each element, and ζ = ymax − ymin > 0
is termed as the morphing range characterizing the range of
reversible deformation. We set ymin = 0 throughout this paper.

As a result, the surface shape of the FIM is characterized
by

FIM’s surface shape: y = [y1, y2, · · · , yN ]
T ∈ CN . (4)

Remark 1: Note that placing the UPA on the x-z plane
is an arbitrary choice made for notational simplicity. All
the algorithms and conclusions discussed in this paper apply
regardless of the array orientation.

B. Multipath Channel Model

Moreover, we assume that all channels experience quasi-
static flat fading. Let hH

k ∈ C1×N , ∀k ∈ K denote the
baseband equivalent channel spanning from the FIM at the BS
to the k-th user’s receiver antenna. We adopt the multipath
channel representation of [40] to characterize the wireless
channels. Specifically, the channel hH

k is modeled as a com-
posite response of multiple propagation paths.

For a scatterer in the far field of the FIM, the phase
profile observed by the antenna array depends on the scattering
elevation angle θ ∈ [0, π), azimuth angle ϕ ∈ [0, π), and the
FIM’s surface-shape vector y. Specifically, the array steering
vector a (y, ϕ, θ) is given by

a (y, ϕ, θ) =
[
1, · · · , ejκ(xn sin θ cosϕ+yn sin θ sinϕ+zn cos θ),

· · · , ejκ(xN sin θ cosϕ+yN sin θ sinϕ+zN cos θ)
]T

,

(5)

where κ = 2π/λ represents the wavenumber, with λ denoting
the carrier’s wavelength.

Furthermore, let L represent the number of propagation
paths between each user and the BS, while the corresponding
path set is defined by L ≜ {1, 2, · · · , L}. The complex gain
of the ℓ-th propagation path spanning from the k-th user to
the BS is represented by αk,ℓ ∈ C, ∀ℓ ∈ L, ∀k ∈ K, while θℓ
and ϕℓ are the elevation and azimuth angles of arrival (AoA),
respectively, for the ℓ-th propagation path. As a result, the
narrowband channel hk can be written as

hk (y) =

L∑
ℓ=1

αk,ℓa (y, ϕℓ, θℓ) , ∀k ∈ K. (6)

In this paper, we assume that αk,ℓ, ∀ℓ ∈ L, ∀k ∈ K are
independent and identically distributed (i.i.d.) CSCG variables,
satisfying αk,ℓ ∼ CN

(
0, ρ2k,ℓ

)
, where ρ2k,ℓ represents the

average power of the ℓ-th path associated with the k-th user
[40]. Furthermore, let βk characterize the path loss between the
k-th user and the BS. Thus, we have

∑L
ℓ=1 ρ

2
k,ℓ = βk, ∀k ∈ K.

Remark 2: We adopt a time-division duplexing (TDD)
protocol for uplink and downlink transmissions. Channel reci-
procity is utilized for the CSI acquisition in the downlink
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based on the uplink channel training. To characterize the
theoretical performance gain of the FIM, we assume that
both the BS and users have perfect knowledge of the CSI,
which can be obtained by probing channels associated with
predesigned surface shapes and employing appropriate inter-
polation techniques. Moreover, advanced techniques, such as
the compressed sensing and the space-alternating generalized
expectation maximization algorithm can be utilized to estimate
channels in FIM-assisted wireless systems at a moderate
overhead [41].

C. Signal Model

Space division multiple access (SDMA) is utilized for
separating the K different data signals spatially for serving
multiple users simultaneously over the same time/frequency
resource block [37]. The BS employs a linear transmit pre-
coding strategy to send signals from N antennas to multiple
users [42]. Let sk ∈ C, k ∈ K denote the normalized
information signal for user k, which are assumed to be inde-
pendent random variables with zero mean and unit variance.
Additionally, wk ∈ CN represents the dedicated beamforming
vector assigned to user k, and Pt =

∑K
k=1 ∥wk∥2 denotes the

transmit power of the BS. Therefore, the complex baseband
signal u ∈ CN transmitted from the BS can be expressed as

u =

K∑
k=1

wksk. (7)

After passing through the wireless channel, the complex
baseband signal rk ∈ C, ∀k ∈ K received at user k is
expressed as

rk = hH
k (y)u+ nk = hH

k (y)

K∑
k′=1

wk′sk′ + nk

= hH
k (y)wksk︸ ︷︷ ︸
Intended Signal

+hH
k (y)

K∑
k′=1, k′ ̸=k

wk′sk′

︸ ︷︷ ︸
Interference

+ nk︸︷︷︸
Noise

, (8)

where nk ∼ CN
(
0, σ2

k

)
represents the additive white Gaus-

sian noise (AWGN) at user k’s receiver, with σ2
k being the

corresponding noise power.
Accordingly, the SINR experienced by user k can be deter-

mined as

SINRk =

∣∣∣hH
k (y)wk

∣∣∣2
K∑

k′=1, k′ ̸=k

∣∣∣hH
k (y)wk′

∣∣∣2 + σ2
k

, ∀k ∈ K. (9)

Remark 3: Conventionally, the multiuser transmit beam-
former has to strike tradeoffs between boosting the signal
power for the intended user, while reducing the interference
for others. On the other hand, the FIM provides extra design
DoFs to meet the QoS requirements in a more energy-efficient
way. The surface shape of the FIM can be morphed so that the
desired signal components add constructively at the intended
user, while combining destructively at unintended users.

Remark 4: Note that the surface shape of the FIM is only
updated at each new channel coherence block, which occurs
on a much longer timescale than the symbol duration. With
advanced EM actuation technology, it is possible to achieve
dynamic surface-shape morphing in just a few milliseconds
[36]. Moreover, for rapidly time-varying channels with shorter
coherence time, one may consider to optimize the ergodic
performance over multiple coherence blocks or design sub-
optimal methods for morphing the surface shape of the FIM
to strike tradeoffs between the achievable performance and
implementation complexity.

III. POWER MINIMIZATION PROBLEM FORMULATION

In this section, we aim for minimizing the total transmit
power at the BS by jointly optimizing the transmit beam-
forming vectors {wk} associated with multiple users and the
surface shape y of the FIM, subject to a set of individual
SINR requirements for the K users and the morphing range.
Specifically, the joint optimization problem is formulated as

(PA) min
{wk},y

K∑
k=1

∥wk∥2 (10a)

s.t.

∣∣∣hH
k (y)wk

∣∣∣2
K∑

k′ ̸=k

∣∣∣hH
k (y)wk′

∣∣∣2 + σ2
k

≥ γk, ∀k ∈ K,

(10b)
0 ≤ yn ≤ ymax, ∀n ∈ N , (10c)

where γk > 0 represents the minimum SINR requirement for
user k to achieve its desired data rate.

While the objective function of (PA) and the constraints
in (10c) are convex, problem (PA) is challenging to solve
optimally due to the non-convex constraint in (10b) [8], [42].
Additionally, the transmit beamforming vectors and the FIM’s
surface shape are highly coupled. In the next section, we first
solve (PA) for the single-user case, which is then generalized
to the multiuser scenario in Section V.

IV. SINGLE-USER SCENARIO

In this section, we aim for gleaning fundamental insights
into designing the optimal surface shape of the FIM for K = 1.
In this case, problem (PA) is simplified to

(PB) min
w,y

∥w∥2 (11a)

s.t.
∣∣∣hH (y)w

∣∣∣2 ≥ γσ2, (11b)

0 ≤ yn ≤ ymax, ∀n ∈ N , (11c)

where the user index subscript has been omitted for the sake
of brevity. Nevertheless, problem (PB) remains non-convex,
since the left-hand-side of (11b) is not jointly concave with
respect to h (y) and w. Next, we will decompose problem
(PB) into two subproblems and solve them efficiently.
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A. Optimal Transmit Beamforming – MRT

Given the surface shape of the FIM y, the optimal transmit
beamforming vector w of problem (PB) is the one that
maximizes the signal power received by the intended user.
This yields the well-known maximal ratio transmission (MRT)
beamforming along the same direction as the channel [37], i.e.,

wo =
√
Pt

h (y)

∥h (y)∥
. (12)

B. Surface-Shape Morphing – Golden-Section Search

Substituting the optimal beamforming vector wo into prob-
lem (PB) yields the following simplified problem:

(PC) min
y

Pt (13a)

s.t. Pt ∥h (y)∥2 ≥ γσ2, (13b)
0 ≤ yn ≤ ymax, ∀n ∈ N . (13c)

It is easy to verify that the optimal transmit power of problem
(PC) is P o

t = γσ2/ ∥h (y)∥2. As a result, minimizing the
transmit power is equivalent to maximizing the channel gain,
and the original problem is reduced to

(PD) max
y

∥h (y)∥2 (14a)

s.t. 0 ≤ yn ≤ ymax, ∀n ∈ N . (14b)

Note that, for the single-user scenario, the surface-shape
morphing can be decoupled into the position optimization
of N individual elements due to the fact that ∥h (y)∥2 =∑N

n=1 |hn (yn)|2. More explicitly, each term in the objective
function depends only on the position of the corresponding
element. This means that solving problem (PD) is equivalent
to solving N separate subproblems as follows:

(PE) max
yn

|hn (yn)|2 (15a)

s.t. 0 ≤ yn ≤ ymax. (15b)

Note that the original problem has now been simplified to
a single variable optimization problem with respect to the
position yn of the n-th element, which can be readily solved
by applying a standard line search method. Additionally, it is
demonstrated that, in a single-user scenario, each FIM element
should be positioned to have the highest channel gain.

Furthermore, the GSS approach combined with appropri-
ate exploration techniques [39] can be utilized for further
reducing the search complexity4. To address the issue that
the GSS might only find a local maximum of the objective
function |hn (yn)|2, we divide the interval [0, ymax] into mul-
tiple smaller regions and apply the GSS in each segment.
Specifically, assuming that the interval is divided into M
segments: 0 = yn,0 < yn,1 < · · · < yn,M = ymax, and
let yo

n,m, m = 1, 2, · · · ,M denote the local maximum point
obtained by applying the GSS in the m-th segment. As a result,
the optimal position for the n-th element is determined by

yo
n = arg max

yn∈Gn

|hn (yn)|2 , (16)

4In MATLAB, the GSS approach has been encapsulated into a built-in
function – fminbnd.

where Gn ≜
{
yn,0, y

o
n,1, yn,1, y

o
n,2, yn,2, · · · , yo

n,M , yn,M

}
represents the set that collects the endpoints and local maxi-
mum points of all segments. Note that the end points of each
segment are also included in Gn, since the GSS approach only
evaluates the function at the interior points in each segment.

Solving problem (PE) for all N elements results in the
optimal surface shape of the FIM yo = [yo

1, y
o
2, · · · , yo

N ]
T .

Remark 5: The convexity of |hn (yn)|2 can be asymptot-
ically guaranteed by appropriately increasing the number of
segments in the interval 0 ≤ yn ≤ ymax, thus ensuring
that the solution in (16) is globally optimal. For instance,
when considering a single scatterer, |hn (yn)|2 is a periodic
function with period λ/ (sin θ sinϕ). In this case, taking
M = ⌈κymax sin θ sinϕ/π⌉ is adequate. When considering
rich scattering environments, the value of M may have to be
increased linearly with the number of scatterers.

C. Performance Analysis

Next, we examine the performance gain attained by the
FIM by deriving the scaling law of the average power Pr
received at the user with respect to the maximum morphing
range ymax. In order to obtain essential insights, we make
some reasonable assumptions for simplifying the analysis and
explain their effects.

• We assume that the number of scatterers approaches
infinity, i.e., L → ∞. According to the Lindeberg-Lévy
central limit theorem, the channel coefficient becomes a
random variable satisfying hn (yn) ∼ CN

(
0, β2

)
and

E
(
|hn (yn)|2

)
= β2, which means that the channel

experiences Rayleigh fading.
• We assume an isotropic channel environment, so the

spatial correlation between an arbitrary pair of spatial
points for an antenna element is characterized by rm,m′ =
sinc (κdm,m′/π) [19], where dm,m′ is the corresponding
distance.

• We assume the statistical independence between arbitrary
pairs of antenna elements. This can be achieved by
considering half-wavelength element spacing, i.e., dx =
dz = λ/25.

Specifically, the average power received by the user is given
by

Pr = PtE
(
∥h (y)∥2

)
= Pt

N∑
n=1

E
(
|hn (yn)|2

)
. (17)

When a rigid antenna array (i.e., yn = 0), or an FIM having
a random surface shape (i.e., yn ∼ U [0, ymax]) is used, the
average received power is given by Pr = PtNβ2, which
increases linearly with N . By contrast, the average received
power of the optimal FIM surface shape is summarized in
Proposition 1.

5Note that the statistical independence cannot be strictly satisfied for a
UPA. However, as the element spacing increases, the correlation between
the elements becomes negligible. In order to characterize the effects of ζ
on system performance, we assume i.i.d. channels across different elements,
which is a reasonable approximation in many situations.
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TABLE I
TYPICAL VALUES OF ∆(ζ) WITH RESPECT TO ζ .

ζ 0 λ/2 λ 3λ/2 2λ 5λ/2 3λ 7λ/2 4λ

∆(ζ) 0.43 0.48 0.50 0.53 0.55 0.60 0.60 0.62 0.63

Proposition 1: For the optimal FIM surface shape yo =
[yo

1, y
o
2 · · · , yo

N ]
T , the average power received by the user is

given by

Pr ≃ PtNβ2 [log (κζ/π + 1) + C +∆(ζ)] , (18)

where C ≈ 0.57722 is the Euler-Mascheroni constant, while
∆(ζ) characterizes the gap between the numerical and the
analytical results. Typical values of ∆(ζ) with respect to the
morphing range ζ are listed in Table I.

Proof: Please refer to Appendix A.
The logarithmic power scaling law in Proposition 1 indi-

cates that the transmit power of the BS can be scaled down
by a factor of 1/ log (κζ/π) for the optimal FIM surface shape,
without compromising the user’s received signal power. This
is due to the fact that the FIM provides an inherent selection
gain by strategically placing each element at the position of
the strongest channel gain [37]. Additionally, Proposition 1
also characterizes the maximum power gain that an FIM can
offer in practical scenarios with a limited number of scatterers.

V. MULTIUSER SCENARIO

In this section, we characterize FIM-assisted multiuser
MISO communications. Since the joint optimization problem
(PA) is quite challenging to solve optimally, we propose
an efficient alternating optimization algorithm and derive the
asymptotic beamforming vectors in the high signal-to-noise
ratio (SNR) region.

A. The Proposed Alternating Optimization Algorithm

The alternating optimization algorithm involves solving a
pair of subproblems. Specifically, the transmit beamforming
vectors and the FIM’s surface shape are optimized iteratively
in an alternating fashion, until convergence is reached.

1) Transmit Beamforming Optimization {wk} Given the
FIM’s Surface Shape ŷ: For a tentative surface-shape vector
ŷ, the wireless channel spanning from user k to the BS is
determined by hk (ŷ) =

∑L
ℓ=1 αk,ℓa (ŷ, ϕℓ, θℓ) , ∀k ∈ K.

Thus, the original problem (PA) is reduced to only optimizing
the transmit beamforming vectors, i.e.,

(PF ) min
{wk}

K∑
k=1

∥wk∥2 (19a)

s.t.

∣∣∣hH
k (ŷ)wk

∣∣∣2
K∑

k′ ̸=k

∣∣∣hH
k (ŷ)wk′

∣∣∣2 + σ2
k

≥ γk, ∀k ∈ K.

(19b)

Note that problem (PF ) is the conventional power mini-
mization problem in the multiuser MISO downlink broadcast

channel, which can be efficiently solved by utilizing a fixed-
point iterative algorithm based on uplink-downlink duality
[43], [44]. It has been shown that Slater’s constraint qualifica-
tion is fulfilled [42], which implies that strong duality holds
and the Karush–Kuhn–Tucker (KKT) conditions are necessary
and sufficient for determining the optimal solution.

By leveraging the stationarity of KKT conditions at the
optimal solution [42], the optimal minimum mean square
error (MMSE) beamforming vectors wo

k, ∀k ∈ K have the
following general form

wo
k =
√
pk

(
IN +

K∑
k′=1

λk′
σ2
k′
hk′ (ŷ)hH

k′ (ŷ)

)−1

hk (ŷ)∥∥∥∥∥
(
IN +

K∑
k′=1

λk′
σ2
k′
hk′ (ŷ)hH

k′ (ŷ)

)−1

hk (ŷ)

∥∥∥∥∥︸ ︷︷ ︸
=w̃o

k, transmit beamforming direction

,

(20)

where λk ≥ 0 is the Lagrange multiplier associated with
the k-th SINR constraint, while pk denotes the corresponding
beamforming power. It can be readily proved by the method
of contradiction that the SINR constraints in (19b) are met
with equality at the optimal solution [45]. As a consequence,
solving the K linear equations in (19b) yields the solutions of
the K unknown beamforming powers pk as

[p1, p2, · · · , pK ]
T
= M−1

[
σ2
1 , σ

2
2 , · · · , σ2

K

]T
, (21)

where the (k, k′)-th element of the matrix M ∈ RK×K is
given by

[M ]k,k′ =


1
γk

∣∣∣hH
k (ŷ) w̃o

k

∣∣∣2 , k = k′,

−
∣∣∣hH

k (ŷ) w̃o
k′

∣∣∣2 , k ̸= k′.
(22)

By combining (20) and (21), we can express the structure
of the optimal beamforming vectors in terms of the Lagrange
multipliers λ1, λ2, · · · , λK . Leveraging the property of strong
duality, the Lagrange multipliers can be calculated using
convex optimization techniques [43] or by iteratively solving
the fixed-point equations shown in (23) [44].

2) Surface-Shape Morphing y Given the Beamforming Vec-
tors {ŵk}: Next, we consider morphing the FIM’s surface
shape y, given the calculated transmit beamforming vectors
ŵ1, ŵ2, · · · , ŵK in (20). In this case, problem (PA) is
reduced to a feasibility-check problem with respect to the
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λk =
γkσ

2
k

(γk + 1)hH
k (ŷ)

(
IN +

∑K
k′=1

λk′
σ2
k′
hk′ (ŷ)hH

k′ (ŷ)
)−1

hk (ŷ)
, ∀k ∈ K. (23)

FIM’s surface shape, which can be formulated as

(PG) Find y (24a)

s.t.

∣∣∣hH
k (y) ŵk

∣∣∣2
K∑

k′ ̸=k

∣∣∣hH
k (y) ŵk′

∣∣∣2 + σ2
k

≥ γk, ∀k ∈ K,

(24b)
0 ≤ yn ≤ ymax, ∀n ∈ N . (24c)

In order to obtain an efficient solution for the FIM’s
surface shape, we transform problem (PG) into an optimization
problem with an explicit objective function. The rationale
underlying this approach is that, in the transmit beamforming
optimization problem (PF ), all the SINR constraints will be
met with equality at the optimal solution [42]. Therefore,
morphing the surface shape to enforce the achievable SINR
for each user to be larger than the corresponding SINR target
in (PG) implicitly leads to a lower transmit power value in
(PF ). To this end, we define a slack variable ϵk to characterize
the residual SINR margin for user k, i.e.,

ϵk ≜
1

γkσ2
k

∣∣∣hH
k (y) ŵk

∣∣∣2 − 1

σ2
k

K∑
k′ ̸=k

∣∣∣hH
k (y) ŵk′

∣∣∣2 − 1,

(25)

which satisfies ϵk ≥ 0, ∀k ∈ K.
By introducing the auxiliary variable ϵk, (PG) is trans-

formed into

(PH) max
y

ϵ =

K∑
k=1

ϵk (26a)

s.t. 0 ≤ yn ≤ ymax, ∀n ∈ N , (26b)
ϵk ≥ 0, ∀k ∈ K, (26c)

which can be efficiently solved by applying the gradient ascent
method. Specifically, given the surface shape of the FIM
found from the last iteration as the initial point, we adapt it
towards the direction of the gradient for gradually increasing
the objective function value ϵ.

According to (25), the gradient of ϵ with respect to y is
given by

∇yϵ =

K∑
k=1

1

γkσ2
k

∇y

∣∣∣hH
k (y) ŵk

∣∣∣2
−

K∑
k=1

1

σ2
k

K∑
k′ ̸=k

∇y

∣∣∣hH
k (y) ŵk′

∣∣∣2 . (27)

Note that the gradient ∇yϵ in (27) depends on the general

term ∇y

∣∣∣hH
k (y) ŵk′

∣∣∣2 , ∀k, k′ ∈ K, which can be calculated
as [46]

∇y

∣∣∣hH
k (y) ŵk′

∣∣∣2 = −2κ
L∑

ℓ=1

sin θℓ sinϕℓ

×ℑ
{
αk,ℓ (a (y, ϕℓ, θℓ)⊙ ŵ∗

k′)hH
k (y) ŵk′

}
. (28)

Substituting (28) into (27) results in the explicit expression of
the gradient ∇yϵ, which is omitted here for brevity.

Therefore, at each iteration, the surface shape of the FIM
is updated by

y ← y + µ∇yϵ, (29)

where µ > 0 represents the step size, which is determined by
applying the backtracking line search.

Additionally, a projection process is imposed on each posi-
tion obtained in (29) for scaling it into the effective morphing
range of the FIM, yielding

yn = max (min (yn, ymax) , 0) , ∀n ∈ N . (30)

Remark 6: Note that the surface-shape update in (29) may
not guarantee an increase in the SINR margin for all the
users, especially for a large number of users. To address this
issue, we slightly relax the condition in (26c) by introducing
a variable ϵmin < 0 and add a power discrimination step for
ensuring that the relaxed SINR constraint still results in power
reduction. Specifically, at the i-th iteration, two conditions
have to be satisfied, when applying the backtracking line
search: i) ϵ

(i)
k ≥ ϵmin, ∀k ∈ K, and ii) P

(i)
t ≤ P

(i−1)
t .

Note that the constraint in (24b) is not violated since it is
strictly satisfied with equality after solving subproblem (PF )
in the next iteration [43]. Additionally, one may strategically
increase the threshold ϵmin to guarantee that the relaxation is
asymptotically tight.

In a nutshell, the proposed alternating optimization algo-
rithm solves problem (PA) by alternately solving the subprob-
lems (PF ) and (PH) in an iterative manner. The details of the
alternating optimization algorithm are outlined in Algorithm
1 and its convergence is guaranteed for two reasons: i)
the solution for each subproblem ensures that the objective
function value of (PA) is non-increasing over consecutive
iterations, and ii) the objective function value of (PA) is lower
bounded due to the SINR constraints in (10b). Additionally, we
strategically conclude the alternating optimization algorithm
by a final transmit beamforming optimization due to the
relaxation when solving (PG).

B. Low-Complexity Transmit Beamforming Optimization – ZF

Next, we simplify the transmit beamforming by examin-
ing its asymptotically optimal version – namely zero-forcing
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Algorithm 1 The Proposed Alternating Optimization Algo-
rithm.

1: Input: αk,ℓ, ϕℓ, θℓ, ∀ℓ ∈ L, γk, σ2
k, ∀k ∈ K, ymax.

2: Initialize the surface shape y(0) and set the iteration
counter to i = 0.

3: Repeat
4: Solve problem (PF ) for the given y(i), and denote

the optimal transmit beamforming vector as
{
w

(i)
k

}
.

5: Solve problem (PH) for the given
{
w

(i)
k

}
, and denote

the optimal surface shape of the FIM as y(i+1).
6: Increase the iteration counter by i← i+ 1.
7: Until The fractional decrease of the transmit power Pt

falls below a preset threshold or i exceeds the maximum
tolerable number of iterations.

8: Output: wo
1, wo

2, · · · , wo
K , yo.

(ZF) beamforming – in the high-SNR region. Let us de-
fine W ≜ [w1,w2, · · · ,wK ] ∈ CN×K , and H (y) ≜
[h1 (y) ,h2 (y) , · · · ,hK (y)] ∈ CN×K . The ZF beamformer
is given by

W ZF = H (y)
(
HH (y)H (y)

)−1

P̃
1/2

, (31)

where P̃ = diag {p̃1, p̃2, · · · , p̃K} ∈ CK×K is a diagonal
matrix with the k-th entry p̃k on its diagonal representing the
power received at user k. To satisfy the constraint in (19b),
we set p̃k = γkσ

2
k, ∀k ∈ K.

Since ZF beamforming projects each user’s channel vector
hk (y) onto a subspace that is orthogonal to the other users’
channel vectors, the inter-user interference is completely elim-
inated, i.e., we have hH

k (y)wk′ = 0 for ∀k′ ̸= k. As a result,
the objective function ϵk in (25) is simplified as

ϵk, ZF =
1

γkσ2
k

∣∣∣hH
k (y) ŵk

∣∣∣2 − 1, ∀k ∈ K. (32)

Substituting (32) into (26a) and solving problem (PH), we
obtain the surface shape of the FIM at a reduced complexity.

C. Complexity Analysis

In this subsection, we evaluate the computational com-
plexity of the proposed alternating optimization algorithm.
In each iteration, the transmit beamforming optimiza-
tion requires solving (20), (21), and (22), which have
complexities of O

((
N3 + 6N2

)
K
)
, O

(
(K + 1)K2

)
, and

O
(
(4N + 2)K2

)
, respectively. Moreover, updating the sur-

face shape of the FIM involves calculating the gradients of
∇yϵ, which has a complexity of O

(
4NLK2

)
. Note that some

repeated matrix multiplications are only calculated once. As
a result, the overall complexity order of Algorithm 1 is given
by

O
(
IAO

[(
N3 + 6N2

)
K + (3 +K + 4N + 4NLIGA)K

2
])

,
(33)

where IAO and IGA represent the number of iterations required
for alternating optimization and gradient ascent, respectively.
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Fig. 3. An FIM-assisted multiuser downlink MISO communication system.
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By contrast, using ZF transmit beamforming, as described in
Section V-B, reduces the complexity to

O
(
IAO

[(
N3 + 4N2 + 4NLIGA

)
K
])

. (34)

Note that the complexities of both proposed methods are
polynomial in N , K, and L.

VI. NUMERICAL RESULTS

In this section, simulation results are presented to verify the
benefits of deploying an FIM in wireless networks.

A. Simulation Setup

Specifically, we consider a typical FIM-assisted single-cell
network, as shown in Fig. 3. An FIM having N = NxNz

elements is deployed at the BS with the spacing between
adjacent antennas being set to dx = dz = λ/2. The height
of the BS is Hu = 5 meters (m), and K users are uniformly
distributed within a circular region on the ground with the
radius of Ru = 10 m. The horizontal distance from the center
of the circle to the BS is Du = 20 m. Moreover, L scatterers
are uniformly distributed in the far field of the FIM, satisfying
ϕℓ ∼ U [0, π) and θℓ ∼ U [0, π) , ∀ℓ ∈ L. Additionally, we
assume that all the scatterers experience the same channel gain
with ρ2k,ℓ = β2

k/L, ∀ℓ ∈ L. The distance-dependent path loss
is modeled as β2 = β2

0 (d/d0)
−n̄ [47], where β2

0 = (2κd0)
2



DRAFT 10

(a)

20 40 60 80 100

Antenna index

100

105

N
o
rm

a
liz

e
d
 c

h
a
n
n
e
l 
g
a
in

-20

-10

0

10

20

S
e
le

c
ti
o
n
 g

a
in

 [
d
B

]

FIM, proposed GSS

FIM, exhaustive search

Rigid array

(b)

Fig. 5. An FIM serving a single user, where L = 4, ζ = λ/2. (a) The surface
shape of the FIM; (b) Channel gain and selection gain across the FIM.
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Fig. 6. An FIM serving a single user, where L = 4, ζ = λ. (a) The surface
shape of the FIM; (b) Channel gain and selection gain across the FIM.

is the free space path loss at the reference distance of d0 = 1
m, and n̄ is the path loss exponent, which is set to n̄ = 2.2
for all users. We assume equal noise power for all the users,
i.e., σ2

1 = σ2
2 = · · · = σ2

K . The noise spectral density is
−174 dBm/Hz [37]. The system operates at 28 GHz with a
bandwidth of 100 MHz.

Moreover, four transmission schemes are considered to
evaluate the performance of the FIM:

• ZF/MMSE with rigid array: The ZF/MMSE transmit
beamforming is utilized relying on a rigid 2D antenna
array.

• ZF/MMSE with FIM: The surface shape of the FIM and
transmit beamforming are alternately optimized. In each
iteration, the ZF/MMSE beamforming is designed based
on (31)/(20), while the FIM’s surface shape is updated
according to (29).

For the proposed alternating optimization algorithm, the max-
imum tolerable number of iterations is set to 100, and the
convergence is determined if the fractional decrease of the
transmit power is less than −30 dB. The parameter for relaxing
the constraint (26c) is set to ϵmin = −5. All simulation results
are obtained by averaging over 100 independent channel
realizations.

B. Verification of the Analytical Results

We first consider a single-user scenario to demonstrate the
accuracy of the analytical results derived in Proposition 1. To
illustrate, we define the power scaling ratio η = Pr/

(
PtNβ2

)
,

since the impact of the large-scale path loss and the number of
antennas has been well studied in conventional communication
systems [48]. Fig. 4 shows the power scaling ratio η versus the
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Fig. 7. An FIM serving a single user, where L = 8, ζ = λ/2. (a) The surface
shape of the FIM; (b) Channel gain and selection gain across the FIM.
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Fig. 8. An FIM serving a single user, where L = 8, ζ = λ. (a) The surface
shape of the FIM; (b) Channel gain and selection gain across the FIM.

morphing range ζ. We assume an infinite number of scatterers,
resulting in Rayleigh fading for each channel. The spatial cor-
relation between any two potential positions of each element is
characterized by rm,m′ = sinc (κdm,m′/π) [19]. Compared to
the conventional rigid array, the FIM is capable of significantly
improving the channel gain. Specifically, the power scaling
ratio η logarithmically increases with the morphing range ζ.
For instance, an FIM having a morphing range of ζ = 0.8λ
can boost the received signal power by 3 dB, while achieving
6 dB power gain may require a morphing range of ζ = 7.2λ,
which poses a great engineering challenge for the elasticity
of the substrate. Additionally, the analysis provides a tight
lower bound for all setups considered, with ∆(ζ) < 0.75 as
observed in Fig. 4.

C. The Morphing Capability of the FIM

Next, we characterize the performance improvement versus
the FIM morphing capability, when considering a single user in
the cell. Specifically, a square FIM having N = 100 elements
is employed at the BS. We first consider a scenario having
L = 4 scatterers that are randomly distributed in the front
half-space of the FIM. The specific elevation and azimuth
AoA from each scatterer are listed in the figure. We also
assume that the normalized path gain is identical for the L
paths, i.e., αk,ℓ = 1/4, ℓ = 1, 2, · · · , 4. Fig. 5(a) shows
the optimal surface shape of the FIM when considering a
morphing range of ζ = λ/2. The red crosses represent the
‘normalized locations’ of the scatterers6. The optimal surface

6Note that in order to visualize the direction of the scatterers, we put all
the scatterers on a sphere whose center point coincides with that of the FIM
and its diameter is equal to the aperture of the FIM.
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Fig. 9. Transmit power Pt versus the SINR target γ.
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Fig. 10. Transmit power Pt versus the number of propagation paths L.

shape is obtained by dividing the morphing range ζ into
M = 4 segments and applying the proposed GSS approach
within each segment. Fig. 5(b) explicitly shows the channel
gain associated with each antenna and the corresponding
selection gain, which is defined as the ratio of the power
received at the optimal position to that at the fixed antenna
position. To verify the efficiency of the proposed method, we
also compare it to the exhaustive search method that discretizes
the morphing range into 10, 000 grid points and selects the
position maximizing the channel gain for each element. The
channel gain for a conventional system relying on a rigid 2D
array is also plotted for comparison. As seen from Fig. 5(b),
the FIM is capable of adapting its surface shape by positioning
all the antenna elements at locations corresponding to the
highest channel gain for the single-user case. Specifically, the
FIM significantly improves the channel gain for the majority of
elements and achieves the maximum selection gain of 11.58
dB. Moreover, the proposed low-complexity GSS approach
attains the same surface shape as the exhaustive search method.

In Fig. 6, we increase the morphing range of the FIM
to ζ = λ, while keeping the other parameters the same as
in Fig. 5. This implies that the FIM has a larger space to
morph its surface shape. We observe in Fig. 6(a) that some
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Fig. 11. Transit power Pt versus the morphing range of the FIM ζ.
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Fig. 12. Transmit power Pt versus the number of users K.

elements are positioned between λ/2 and λ to enable the
coherent superposition of signals from four directions. As a
result, the maximum selection gain is increased to 14.52 dB,
as shown in Fig. 6(b). Furthermore, Figs. 7 and 8 examine the
performance of the FIM in the presence of L = 8 scatterers in
the propagation environment. The specific parameters of the
eight scatterers are shown in the figures. Similarly, we assume
αk,ℓ = 1/8, ℓ = 1, 2, · · · , 8 for maintaining the normalized
channel gain. The morphing range of ζ = λ/2 is characterized
in Fig. 7(a). Compared to Fig. 5(a), the FIM surface fluctua-
tions are more erratic. This is because the presence of more
scatterers results in the channels interfering constructively and
destructively more frequently within the morphing range of the
FIM. Due to the constructive superposition of more multipath
propagation links, the overall channel gain across the FIM
improves and the maximum selection gain increases to 21.65
dB. Further increasing the morphing range to ζ = λ improves
the highest selection gain to 24.94 dB, as shown in Fig. 8.
In all setups considered, the proposed low-complexity GSS
approach achieves a performance comparable to the exhaustive
search. In summary, the FIM performance gain increases
with the morphing range ζ and the number L of multipath
propagation links.
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Fig. 13. Transmit power Pt versus the number N of antennas, where ZF
transmit beamforming is utilized.
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Fig. 14. Transmit power Pt versus the number N of antennas, where MMSE
transmit beamforming is utilized.

D. Performance versus Key System Parameters

Next, we evaluate the performance of an FIM-based mul-
tiuser MISO system. For simplicity, we assume that all the
users have identical rate requirements, i.e., γk = γ, ∀k ∈ K.
The alternating optimization algorithm proposed in Section
V is utilized for optimizing the transmit beamformer and the
FIM’s surface shape for minimizing the transmit power at the
BS. Fig. 9 shows the transmit power versus γ for two different
FIM sizes: i) N = 4, and ii) N = 6, assuming Nx = 2
in both cases. We also assume that there are K = 4 users
and L = 8 propagation paths in the network. The morphing
range of the FIM is set to ζ = λ. Unsurprisingly, the MMSE
beamformer performs best across the entire SNR range, while
the ZF beamformer is asymptotically optimal at high SNR,
where the noise is dominated by the interference [42]. As N
increases, the transmit power is further reduced, since the K
channels become asymptotically orthogonal. In all scenarios,
the FIM provides an additional SNR gain by morphing its
surface shape, further reducing the transmit power by about 3
dB.

Furthermore, Fig. 10 examines the performance as the
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Fig. 15. Power gain versus the number N of antennas, where ZF transmit
beamforming is utilized.
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Fig. 16. Power gain versus the number N of antennas, where MMSE transmit
beamforming is utilized.

number of propagation paths in the environment increases.
We fix γ = 5 dB and keep all other parameters the same as
in Fig. 9. Additionally, we consider L ≥ 4 to guarantee that
rank (H (y)) ≥ K [8], [37]. It is shown that as L increases,
the performance improves, since the signal components of
multiple propagation paths are more likely to form a favorable
profile across the array. Moreover, the 3D FIM outperforms
conventional rigid 2D arrays thanks to its morphing capability.
Hence, the FIM may be beneficially morphed for counteracting
the fading of wireless channels, and its performance gain
becomes more significant as the number of propagation paths
increases, indicating that multipath propagation is beneficial
for FIM-assisted networks. By contrast, in the extreme case
of strong LoS propagation, the FIM may hardly provide any
performance gain.

In Fig. 11, we plot the transmit power of different schemes
as the morphing range ζ increases, while setting L = 8
and keeping all other parameters the same. We note that the
conventional 2D array is a special case of the FIM when
ζ = 0. As ζ increases, the FIM has more flexibility to adapt its
surface shape, gradually reducing the transmit power required.
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Fig. 17. Convergence of the FIM’s surface shape, where (a) L = 4, ζ = λ/2;
(b) L = 4, ζ = λ.
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Fig. 18. Convergence of the FIM’s surface shape, where (a) L = 8, ζ = λ/2;
(b) L = 8, ζ = λ.

Nevertheless, we note diminishing returns, which is consistent
with the logarithmic power scaling law derived in Proposition
1. For all setups, an FIM with a morphing range of ζ = λ
may reduce the transmit power by about 3 dB. Moreover, it
is interesting to observe that both increasing the number of
antennas and the morphing range can narrow the gap between
MMSE and ZF beamforming. This is due to the fact that the
FIM improves the channel quality for each user and implicitly
drives the system to operate in a higher SNR region.

Fig. 12 evaluates the transmit power versus the number of
users K, when the morphing range of the FIM is set to ζ = λ.
It is observed that – as expected – more transmit power is
required to meet the SINR requirements for a larger number of
users. Moreover, interference mitigation is crucial in multiuser
scenarios. In contrast to the ZF beamformer, which completely
suppresses the multiuser interference, the MMSE beamformer
strikes a favorable tradeoff between interference suppression
and desired signal enhancement, while further reducing the
transmit power. Under all the setups considered, the FIM is
capable of adapting its surface shape for improving the channel
orthogonality among the users as well as each user’s channel
quality. As a result, the FIM shows superior performance over
the conventional benchmark schemes, with the performance
gain increasing as the number of users increases. For instance,
compared to the conventional ZF beamforming relying on a
rigid 2D array, an FIM having N = 4 elements achieves a 6
dB power reduction, when serving K = 4 users. By contrast,
when employing optimal MMSE beamforming, a 3 dB gain
is observed over a rigid 2D array.
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Fig. 19. Convergence of the transmit power, where (a) L = 4; and (b) L = 8.

E. Asymptotic Performance Analysis

Next, we examine the asymptotic performance of the FIM
as the number N of antenna elements increases. Specifically,
we set Nx = 4 and increase Ny from 2 to 10. Two scenarios
with i) K = 6 users and ii) K = 8 users are considered,
both with SINR requirements of γ = 5 dB. We assume
L = 16 propagation paths in the cell and set the morphing
range of the FIM to ζ = λ. The simulation results of utilizing
ZF and MMSE beamforming schemes are shown in Figs. 13
and 14, respectively. We observe that as N increases, the
BS becomes capable of meeting the SINR requirements of
multiple users with reduced power consumption, thanks to the
array gain. However, serving a larger number of users requires
consuming more transmit power at the BS. In all the setups
considered, the FIM can further reduce the transmit power by
flexibly morphing its surface shape according to the wireless
propagation environment.

Furthermore, Figs. 15 and 16 show the corresponding power
gain achieved by morphing the 3D surface shape of FIM. Note
that the performance gain offered by the FIM decreases as N
increases. Nevertheless, we find that the power gain of the FIM
is determined by the ratio of the number of antenna elements to
the number of users, i.e., N/K. For a small number of users in
the cell, increasing the number of antennas at the BS leads to
channel hardening, which means that the channels associated
with different users become mutually orthogonal. In this
case, the performance improvement provided by the FIM is
negligible compared to the gain from the large array aperture.
However, when the number of users approaches the number
of antennas, the gain of the FIM becomes more substantial.
Observe from Figs. 15 and 16 that when N/K = 1, the power
gains of the FIM are 5.17 dB and 1.35 dB for ZF and MMSE
beamforming, respectively. The performance gain of the FIM
is expected to be more significant when considering a larger
number of scatterers or increasing the morphing range of the
FIM. This warrants further research for accurately evaluating
the asymptotic performance of the FIM with respect to various
system parameters.

F. Convergence Analysis

Finally, Figs. 17 ∼ 19 examine the convergence behav-
ior of the proposed alternating optimization algorithm. The
simulation setup is the same as for Fig. 11. We consider
an FIM having N = 4 elements serving K = 4 users.
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Specifically, Figs. 17 and 18 illustrate the evolution of the
FIM’s surface shape, as the iterations proceed, while the
corresponding transmit power is shown in Fig. 19. Firstly,
in Fig. 17(a), we consider a propagation environment having
L = 4 scatterer clusters, and the morphing range is ζ = λ/2.
As expected, the FIM gradually reduces the transmit power,
as observed in Fig. 19(a). However, due to the constrained
morphing range, the position of element 4 increases up to
ymax = λ/2, and the transmit power converges after 10
iterations. When increasing the morphing range to ζ = λ,
element 4 attains an improved morphing range to adapt its
position. Interestingly, this also forces elements 1 ∼ 3 to re-
adjust their positions for cooperatively reconfiguring the FIM’s
surface shape, further reducing the transmit power by about 5
dB. The results considering L = 8 clusters of scatterers are
shown in Fig. 18. In this case, the position of element 1 is
constrained by the morphing range of ζ = λ/2 in Fig. 18(a).
Further increasing the morphing range allows element 1 to find
an optimal position at y1 = 0.88λ, as illustrated in Fig. 18(b).
As a result, the transmit power is reduced from 1.4 dBm to 1.1
dBm. It is noted that in all the setups considered, the proposed
alternating optimization method tends to converge within 30
iterations. Furthermore, by comparing Fig. 19(a) and (b) we
conclude that the transmit power reduces as the number of
scatterers increases.

VII. CONCLUSIONS

FIMs offer unprecedented flexibility in terms of both EM
response and mechanical tuning. By morphing its surface
shape, we have shown that an FIM deployed at a wireless
BS is capable of significantly reducing the power consump-
tion in wireless networks, while maintaining the same QoS
requirements. Specifically, for a single-user scenario, each FIM
element should adapt its position to maximize the channel
gain. The optimal surface shape is determined by an efficient
GSS approach. By contrast, for multiuser scenarios, the FIM’s
surface shape has to account for the SINR requirements of all
the users. In this context, an efficient alternating optimiza-
tion method has been customized for iteratively optimizing
the FIM’s surface shape and the transmit beamformer. Our
analytical and simulation results have verified that the received
power scales up logarithmically with the FIM’s morphing
range. Additionally, the numerical results have quantified the
performance improvement of using an FIM over conventional
rigid 2D arrays. An FIM with a morphing range of one
wavelength, which corresponds to 10.8 mm at 28 GHz, results
in a power gain of at least 3 dB.

Nevertheless, beneficially deploying FIMs in wireless net-
works also poses significant challenges. For instance, the
surface shape morphing of a practical FIM may be hindered by
hardware limitations and incur additional energy consumption,
which motivates further research to develop efficient solutions
for striking flexible performance, complexity, and overhead
tradeoffs. Moreover, it warrants further investigations to ex-
amine the performance improvement brought about by FIM
in terms of network capacity.

APPENDIX A
PROOF OF PROPOSITION 1

Substituting yo into (17) yields

Pr = PtNE
(
|hñ (y

o
ñ)|

2
)

= PtNE
(

max
0≤yñ≤ymax

|hñ (yñ)|2
)
, (35)

where ñ ∈ N represents an arbitrary element of the FIM.
Due to the challenge of explicitly calculating the expectation

in (35), we instead derive a lower bound by examining a set of
discrete sampling points in the interval [0, ymax]. Specifically,
we take yñ,m = mλ/2 and thus M = ⌊κζ/π⌋+ 1 represents
the number of samples with λ/2 spacing.

Moreover, the instantaneous channel gain in (35) is lower
bounded by

max
0≤yñ≤ymax

|hñ (yñ)|2 ≥ max
m=1,2,··· ,M

|hñ (yñ,m)|2 . (36)

With half-wavelength sampling, |hñ (yñ,m)|2 are statisti-
cally independent of each other and each follows a Rayleigh
distribution with the same mean value of β2. According to
Rényi’s theory [49], we have

max
m=1,2,··· ,M

|hñ (yñ,m)|2 d
= β2

M∑
m′=1

1

1 +M −m′ vm′ , (37)

where vm′ are i.i.d. standard exponential random variables
with rate parameter 1, d

= indicates that two random variables
have the same distribution properties.

As a result, we arrive at

E

(
β2

M∑
m′=1

1

1 +M −m′ vm′

)
= β2

M∑
m′=1

1

1 +M −m′

(38)
M→∞−→ β2 (logM + C) .

(39)

Upon substituting (38) into (35) and using logarithmic
interpolation, we obtain a lower bound on the received power.
Upon numerically evaluating the performance gap caused by
the scaling operation in (36), the proof is completed. ■
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