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A B S T R A C T 

Cosmological analyses using galaxy clusters in optical/near-infrared photometric surv e ys require robust characterization of 
their galaxy content. Precisely determining which galaxies belong to a cluster is crucial. In this paper, we present the CO lor 
P robabilistic A ssignment of C lusters A nd BA yesia N A nalysis (Copacabana) algorithm. Copacabana computes membership 

probabilities for all galaxies within an aperture centred on the cluster using photometric redshifts, colours, and projected radial 
probability density functions. We use simulations to validate Copacabana and we show that it achieves up to 89 per cent 
membership accuracy with a mild dependence on photometric redshift uncertainties and choice of aperture size. We find that 
the precision of the photometric redshifts has the largest impact on the determination of the membership probabilities followed 

by the choice of the cluster aperture size. We also quantify how much these uncertainties in the membership probabilities affect 
the stellar mass–cluster mass scaling relation, a relation that directly impacts cosmology. Using the sum of the stellar masses 
weighted by membership probabilities ( μ� ) as the observable, we find that Copacabana can reach an accuracy of 0.06 dex in the 
measurement of the scaling relation at low redshift for a Le gac y Surv e y of Space and Time type surv e y. These results indicate 
the potential of Copacabana and μ� to be used in cosmological analyses of optically selected clusters in the future. 

Key words: methods: data analysis – galaxies: clusters: general. 
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 I N T RO D U C T I O N  

alaxy clusters have long been considered a promising astrophysical 
robes of dark energy (Albrecht et al. 2006 ; Allen, Evrard & Mantz
011 ; Dodelson et al. 2016 ) as their abundance as a function of
edshift and mass is sensitive to the growth rate of structures in the
niverse. Clusters are complementary to geometry based probes such 

s type-Ia supernovae and can be used to test different dark energy
odels (Huterer 2023 ). The challenge in realizing this promise is

o obtain a well-understood sample of clusters with unbiased mass 
easurements of a few per cent precision across a wide range of

edshifts ( z ∼ 0 − 1) and masses ( M ∼ 10 13 − 10 15 M �). In galaxy
lusters, more than 80 per cent of the mass is in the form of dark
atter while 5 per cent–15 per cent is diffuse hot gas, and only 1

er cent–5 per cent is in galaxies (Gonzalez, Zaritsky & Zabludoff 
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007 ; Gonzalez et al. 2013 ; Lagan ́a et al. 2013 ; Song et al. 2017 ;
ratt et al. 2019 ; Umetsu 2020 ). Apart from a few extremely massive
lusters for which direct total mass measurements via gravitational 
ensing are possible, we rely on indirect scaling relations to infer
luster masses. For instance, the hot intracluster gas has two main
bservational signatures: a thermal bremsstrahlung (X-ray) emission 
nd the Sun yaev–Zeldo vich (SZ) effect. Although these signals 
orrelate strongly with cluster mass, they are reliably detectable 
nly for clusters at the high-mass end where the gas temperature
nd density are highest (e.g. Sarazin 1986 ; Bleem et al. 2020 ; Klein
t al. 2022 ). 

Large optical imaging surv e ys such as the Sloan Digital Sky
urv e y (SDSS; York et al. 2000 ) and the Dark Energy Surv e y (DES;
he Dark Energy Surv e y Collaboration 2005 ) have produced samples 
f tens of thousands of clusters with masses � 10 14 M � (Rykoff et al.
014 ; Rykoff, Rozo & DES Collaboration 2016 ). For these low-
ass galaxy clusters, the galaxy content is crucial to unlocking their
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otential for cosmology (Wu et al. 2021 ). Establishing observable
uantities that correlate with cluster masses is a challenge. One such
uantity is richness ( λ), defined as the probability-weighted sum
f red-sequence galaxies identified and selected by cluster finding
lgorithms such as redMaPPer (Rykoff et al. 2016 ). Richness is an
mpirical mass proxy optimized to find clusters and is correlated
ith the cluster mass (Rozo et al. 2009 ; Rykoff et al. 2012 ). This
uantity relies on a linear colour–magnitude relation known as the
ed sequence. 

It is essential to account for selection effects when measuring
he mass of clusters, especially at the low-richness end. Significant
fforts have been made to understand the systematic uncertainties
ssociated with photometric cluster richness estimates. Projection
ffects, such as correlated and uncorrelated structures along the line
f sight, can bias cosmological results if not accounted for (Costanzi
t al. 2019 ; Myles et al. 2021 ). Additionally, it has been found that
ample selection effects, such as the stacking of redMaPPer selected
lusters, can introduce a bias of 20–60 per cent on the lensing profiles
Sunayama et al. 2020 ; Wu et al. 2022 ), making it one of the leading
actors contributing to cluster mass systematic uncertainties. 

Although red sequence is well studied, its formation time and
uenching mechanisms are still debated (Butcher & Oemler 1984 ;
ndreon et al. 2006 ; Cooper et al. 2007 ; De Lucia et al. 2007 ; Puddu

t al. 2021 ). In particular, reproducing a precise colour relation for
alaxy clusters is challenging (DeRose et al. 2019 ; Korytov et al.
019 ), even in hydrodynamical simulations (Nelson et al. 2019 ;
ukstas et al. 2020 ). This lack of understanding poses a challenge

o optical and NIR wavelength cluster cosmology programs that
se red-galaxy counts as the mass proxy as systematic uncertainties
ssociated with the mass-proxy scaling relations dominate the error
udget (McClintock et al. 2019 ). One promising avenue to address
his challenge is the development of a mass proxy that includes all of
he galaxy content of the clusters. Such a mass proxy has a stronger
heoretical foundation and, thus, can be simulated and studied more
asily than the red sequence (e.g. Anbajagane et al. 2020 ). 

Recently, alternative mass proxies have been studied, in particular,
hose derived from the stellar mass (e.g. Andreon 2012 ; Pereira et al.
018 ; Bradshaw et al. 2020 ) and intracluster light (e.g. Huang et al.
022 ; Golden-Marx et al. 2023 ). In Pereira et al. ( 2018 ) and Palmese
t al. ( 2020 ), we designed a no v el mass proxy around the stellar mass
ontent of the galaxies in a cluster. Defined as the weighted sum of
he stellar masses, μ� uses a more complete representation of the full
opulation of the cluster galaxies than red-galaxy count methods.
n Palmese et al. ( 2020 ), we used an X-ray sample of clusters to
ompare μ� –mass observable and the λ method, finding that both
resent a similar scatter in total mass (see their fig. 6). In Pereira
t al. ( 2020 ), we performed a detailed weak-lensing mass calibration
f μ� and we found that the precision of the mass–μ� –z scaling
elation was comparable to the one obtained by McClintock et al.
 2019 ) for a mass–richness–z relation. Those results indicate that
� has the potential to become a competitive mass proxy for cluster
osmology. 

In this study, we introduce a new methodology called CO lor
 robabilistic A ssignment of C lusters A nd BA yesia N A nalysis

Copacabana). This method assigns probabilities for all galaxies
n the cluster region, independent of the cluster finder selection.
opacabana continues to impro v e the methodology of previous μ� -
ased papers (Pereira et al. 2018 ; Palmese et al. 2020 ). 
Copacabana’s membership assignment enables value-added in-

ormation for cluster finders to be produced, even for those that do
ot rely on galaxy catalogues, such as SZ and X-ray. Moreo v er,
opacabana can be used to study the evolution and properties of
NRAS 536, 931–945 (2025) 
alaxy clusters, such as their mass content and galaxy population.
his algorithm is particularly useful for X-ray and SZ-selected
amples, as their stellar-mass function and the baryon content of
he Universe, can then be analysed (Leauthaud et al. 2012 ; Gonzalez
t al. 2013 ; Kravtsov, Vikhlinin & Meshcheryakov 2018 ). 

In this work, we apply Copacabana to impro v e and validate the
stimates of μ� . We use the BUZZARD DES Year 3 (Y3) simulations
DeRose et al. 2022 ) to validate our algorithm by quantifying the
robability’s impact on the scaling relation. In addition, we study
he impact of the uncertainties in photometric redshifts of three large
hotometric surv e ys: SDSS, DES, and the Le gac y Surv e y of Space
nd Time (LSST; LSST Science Collaboration 2009 ). 

This paper is organized as follows: Section 2 details the mem-
ership assignment methodology based on the photometric redshift,
olour, and projected radial probability distributions. Section 3 gives
n o v erview of the simulated data set employed in our study, the
alidation of our algorithm is shown in Section 4 , and conclusions are
resented in Section 5 . Throughout this manuscript, we use logarithm
n base ten ( log ) and we adopt the cosmological parameter values:

m 

= 0 . 3, �� 

= 0 . 7, and h = 0 . 7. 

 FORMALI SM  

n this section, we outline the method used in the Copacabana
lgorithm 

1 for assigning membership probabilities to galaxies for
 given cluster field. The main motivation is to produce stellar
ass estimations for cluster galaxies that only have photometric

nformation. The method presented here impro v es and e xtends the
lgorithm used in Palmese et al. ( 2016 ) and Pereira et al. ( 2018 ,
020 ). This work has been inspired by previous papers by George
t al. ( 2011 ), Rykoff et al. ( 2014 ), and Castignani & Benoist ( 2016 ).
opacabana has two main differences relative to those papers: colour
istribution and optimization of the cluster aperture. The red and
lue galaxy populations are modelled simultaneously. For the cluster
perture, we estimate R 200c which is defined as the radius containing
00 times the critical the density of the universe (at the cluster
edshift). R 200c is inferred from the galaxy distribution around each
luster as described in Section 2.5 . 

.1 μ� estimator 

 key moti v ation for the de v elopment of Copacabana is to impro v e
easurements of the mass proxy μ� . To accomplish that, we focus

n the membership probabilities. μ� is defined in a probabilistic
anner: 

� = 

∑ 

i 

P mem ,i M �,i for R ≤ R aper , (1) 

here M � is the galaxy’s stellar mass, P mem 

is the membership
robability (cf. equation 4 ). R aper is the cluster radius aperture which
s R 200c , computed with the method described in Section 2.5 , if
ot defined otherwise. A galaxy’s stellar mass is estimated from
hotometric data, assuming it is at the cluster redshift via the
ayesian Model Averaging (BMA) algorithm (Palmese et al. 2020 ).

.2 Membership probabilities 

 or a giv en cluster photometric field, the galaxies present belong to
nly two classes: gravitationally bound systems and field galaxies,

https://github.com/estevesjh/ccopa
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.e. in the background and foreground galaxies. For the bound 
ystems, we define member galaxies as the population inside the R 200c 

efined by host halo mass. We make this distinction given that there
re projected correlated structures, filaments, infalling groups, and 
alaxies. In simulations we know which are the correlated galaxies, 
n data we do not. 

We adopt a Bayesian inference approach to estimate membership 
robabilities. Within this framework, the probability of a galaxy 
eing a member of the cluster is in general: 

(member | data) = 

P(data | member )P(member ) 

P(data) 
, (2) 

where ‘data’ represents the galaxy input variables: clustercentric 
istance, photo- z , and colour. The term P(data | member) is our
ikelihood distribution, described in detail in Section 2.2.1 . The prior
(member) is defined as the ratio of the number of member galaxies
nd the total number of galaxies, i.e. n C / (n C + n F ), where C and F
ndicate cluster and field, respectively. 

.2.1 Cluster likelihood 

he cluster likelihood depends on the joint distribution 
(R , z p , c | member) of the galaxies cluster-radius position, photomet-
ic redshift, and colour, respectively. At first order, we can assume 
hat these distributions are independent, thus we have: 

(R , z p , c | member) = P(R | member)P(z p | member)P(c | member) . (3) 

 potential impro v ement, not e xplored in this paper, would be to
odel the joint colour and radial probabilities since galaxies are 

edder at the cluster centre. 
Combining equations ( 2 ) and ( 3 ), we can write: 

 mem 

(R , z p , c) = 

P(R , z p , c | member) × P(member) 

Q 

, (4) 

here Q comes from the law of total probability: 

 = P(member)P(R , z p , c | member) + P(field)P(R , z p , c | field) . (5) 

n principle, the full membership probability with the three variables 
as more potential constraining power than probabilities using fewer 
ariables. For some cases, though, it might be useful to separate the
mpact of the colour and photo- z variables. For example, we could
tudy the impact of photo- z outliers in cluster galaxies or for blue
rightest cluster galaxies (BCGs). For this reason, we also compute 
he probability for each model variable: 

 mem 

(R) = 

P(R | member) × P(member) 

P(member )P(R | member ) + P(R | field)P(field) 
, (6) 

 mem 

(z p ) = 

P(z p | member) × P(member) 

P(member)P(z p | member) + P(field)P(z p | field) 
, (7) 

 mem 

(c) = 

P(c | member) × P(member) 

P(member )P(c | member ) + P(field)P(c | field) 
. (8) 

In this formalism, the probabilities allow flexibility for the user 
o drop the selection in a given variable if needed. As an example,
n the case of group galaxies, the assumption of a Navarro–Frenk–

hite (NFW) profile might not be applicable, so we might drop 
he radial probability and just restrict the cluster members to the 
perture radius. In the next section, we present the definition of each
robability. 
.2.2 Membership probabilities for multiple cluster associations 

t is possible for a single galaxy to have non-zero membership
robabilities for multiple clusters, particularly due to photometric 
edshift uncertainties, which allow for o v erlapping associations. 
hese cases are not negligible, and we account for them in our
nalysis. 

To handle galaxies associated with multiple clusters, we redefine 
he membership probabilities. Specifically, the sum of the proba- 
ilities across all clusters must al w ays equal one. This is done by
ntroducing the ‘probability of the galaxy being taken’ (Rykoff et al.
012 ; Bellagamba et al. 2019 ). The updated membership probability
or a galaxy in cluster i is given by 

˜ 
 mem , i = P taken , i × P mem , i , (9) 

here i represents the cluster indices, sorted from the highest to
owest initial membership probabilities. The process is iterative, 
tarting with the highest membership probability cluster (index 
 = 0), where the initial probability of being taken is P taken , 0 = 1.
or subsequent clusters, the probability is updated as 

 taken , i = 1 −
i−1 ∑ 

j= 0 

P mem , j (10) 

his method offers an advantage o v er the percolation scheme used
n some algorithms (Rykoff et al. 2012 ), as it ranks clusters by the
ighest membership probability rather than by the step in which 
he cluster was detected. This prevents the most probable cluster 
ssociations from being undervalued due to the order of detection in
ercolation schemes, thereby preserving the integrity of the highest- 
robability associations. 
This step is performed at the end of the Copacabana algorithm,

nce all membership probabilities have been calculated. It ensures 
hat the total membership probability for a galaxy across all associ-
ted clusters is al w ays less than or equal to one. 

.2.3 Radial filter 

e assume that the cluster galaxy radial distribution is a projected
FW profile (Wright & Brainerd 2000 ), and a constant radial
istribution for the background. In our case, the NFW profile density
as the form: 

( R) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

2 ρs R s 
r 2 −1 

[
1 − 2 √ 

r 2 −1 
arctan 

√ 

r−1 
r+ 1 

]
r > 1 

2 ρs R s 
3 r = 1 

2 ρs R s 
r 2 −1 

[
1 − 2 √ 

1 −r 2 
arctanh 

√ 

1 −r 
r+ 1 

]
r > 1 , 

(11) 

where r = R/R s is the dimensionless radial distance, ρs is the
ensity scale parameter, and R s = R 200 c /c 200 , where c 200 is the
oncentration parameter, is a characteristic radius. To convert the 
urface mass density profile to a radial probability density function 
PDF), we compute the normalization factor 

orm = 

∫ R 200 

0 
2 πR 

′ �(R 

′ ) dR 

′ (12) 

uch that 

 ( R| member ) = �(R , R 200 , c 200 ) / Norm . (13) 

The NFW has two free parameters, the radius R 200 c and the con-
entration c 200 . We infer R 200 c using a halo occupation distribution
HOD) model (see Section 2.5 ) and we set c 200 = 3 . 59 as this was
MNRAS 536, 931–945 (2025) 



934 J. H. Esteves et al. 

M

s  

D
 

s  

a  

v

2

I  

g  

w  

p  

d  

a  

(  

u  

i  

r  

2  

v
 

a  

w  

(

P

 

n  

g

P

w  

n  

a  

2
 

K  

m  

t

P

 

i  

t

h

w  

r  

T  

f  

i  

d  

s

2

a

2

G  

b  

s  

m

P

w  

b  

A

 

m  

P  

P  

a  

g  

b  

f  

s  

w  

t
 

b

w  

o  

u  

t  

t  

n  

c  

e  

b  

C  

d
 

o

c

t  

t  

f  

(  

e  

p

2

W  

m  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/1/931/7909100 by Southam
pton U

niversity user on 17 January 2025
hown to be a good fit for haloes in this mass range selected in the
ES Science Verification data set (Hennig et al. 2017 ). 
The field radial probability density is assumed to be a constant

urface background density � field ( R) = n bkg (Rykoff et al. 2016 ). As
 result, the field radial density probability, P(R | field), is a constant
alue determined by the normalization 

∫ R max 

0 2 πR 

′ � field dR 

′ = 1. 

.2.4 Photometric redshift distribution 

n the scenario where all members’ redshifts are known, the cluster
alaxy redshift distribution can be described by a normal distribution
ith mean z cls and standard deviation σrms due to the galaxies’
roper velocities. When using photometric redshifts, the combined
istribution of all member galaxies’ photometric redshifts gener-
lly results in a normal-like distribution for the cluster redshift
Castignani & Benoist 2016 ; Varga et al. 2019 ). Ho we ver the
ncertainty in the cluster redshift, σz, 0 , is significantly larger than the
ntrinsic scatter caused by proper v elocities. F or e xample, the typical
edMaPPer cluster redshift error is σz, 0 = 0 . 01(1 + z cls ) (Rykoff et al.
016 ), whereas the spectroscopic redshift uncertainty due to proper
elocities is much smaller, σrms ≈ 0 . 001. 

The likelihood of a galaxy being a cluster member is computed
s the convolution of the cluster’s redshift distribution 
 cls ( z)
ith the individual galaxy’s photometric redshift distribution 
 g ( z)

Castignani & Benoist 2016 ). In other words: 

 ( | z g − z c | ≤ σz | member ) ∝ 
 g ( z ) ∗ 
 cls ( z ) . (14) 

In the regime where the individual galaxy photo- z distribution is
ormally distributed with 
 g ( z) = N ( z p , δz 2 ), the likelihood of this
alaxy be at the cluster redshift is also a normal distribution with: 

 

(
z p | member 

) = 

1 √ 

2 πσ 2 
eff 

e 
− ( z cls −z p ) 2 

2 σ2 
eff (15) 

ith σ 2 
eff = σ 2 

z + δz 2 assuming that the cluster distribution is also
ormal. Despite the simplicity of this model, it has been shown to be
 robust estimator for membership likelihoods (Castignani & Benoist
016 ). 
For the field photometric redshift distribution, we use Gaussian

ernel Density Estimation (KDE). The KDE measures the photo-
etric redshift distribution for field galaxies inside a ring 2 around

he cluster centre: 

 ( z p | field ) = KDE ( z p , h ) . (16) 

The bandwidth, h , refers to the width of the Gaussian kernel and
s a smoothing parameter of the KDE. A common choice is to use
he ‘Scott’s rule of thumb’ (Scott 1992 ): 

 Scott = 3 . 49 
ˆ σ ( z p ) 

n 1 / 3 
(17) 

here ˆ σ ( z p ) is the standard deviation of the field photometric
edshifts input, and n is the total number of objects in the sample.
he bandwidth is a more localized estimate of the density function

or larger sample sizes given that h ∝ n 1 / 3 . Scott’s rule assumptions
nclude normal (or at least symmetric) and unimodal (single peak)
istributions, which fairly make up the case for the background
election of redshift. 
NRAS 536, 931–945 (2025) 

 Defined as an annulus centred on the cluster with inner and outer radii of 4 
nd 6 Mpc, respectively. 

r  

r  

r

P

.2.5 Colour distribution 

eneralizing from Pereira et al. ( 2020 ), we add colour probabilities
y using a colour distribution subtraction method. This method con-
ists of decomposing the total colour distribution in two components,
ember and field, given by 

 ( c| total ) = f cls P(c | member ) + f bkg P(c | field ) , (18) 

here the f cls and f bkg are the fraction of cluster members and
ackground galaxies in the cluster region within aperture area,
 aper = πR 

2 
aper . 

We take a data-driven approach to model P ( c| member ). We
easure for each cluster region the distributions P ( c| total ) and
 ( c| field ) by using a weighted KDE. The field colour distribution,
 ( c| field ), is measured on a ring around the cluster centre with
n inner and outer radius of 4 and 6 Mpc, equally to our back-
round subtraction region definition (see Section 2.4 ). Thus, the
ackground fraction f bkg is corrected by the ratio of the two areas,
 bkg = 

(
N ring /N total 

) × (
A aper /A ring 

)
. Where N total is the weighted

um of galaxies in the cluster region ( R ≤ R aper ) and N ring is the
eighted sum of galaxies in the ring region, the sum is weighted by

he photometric redshift probabilities (cf. equation 21 ). 
The cluster colour distribution is computed by subtracting the

ackground colour distribution from the total colour distribution: 

P ( c| member ) = 

1 

1 − f bkg 
KDE total ( c| h eff , w) 

− f bkg 

1 − f bkg 
KDE bkg ( c| h eff , w) . 

(19) 

ith the weights w and the ef fecti ve bandwidth h eff . The weights
n the KDE are used to impro v e our colour distribution model by
sing photometric redshift probabilities. We empirically optimized
he bandwidth to have more accurate colour probabilities because
he colour distribution deviates from a normal distribution and does
ot satisfy Scott’s rule assumption. We tested different bandwidth
riteria, and the optimal result was h eff = h Scott / 10. This can be
xplained by the colour distribution being oversmooth by Scott’s
andwidth, given the colour distribution can have multiple peaks.
onsequently, a smaller bandwidth characterizes the o v erall colour
istribution better. 
After the subtraction, we normalize p( c| z, R) to unity. We choose

ne colour filter at a time to be our colour model: 

( z) = 

{
( g − i) for z ≤ 0 . 35 
( r − z) for z > 0 . 35 , 

(20) 

his choice is imposed by the 4000 Å break and it is optimal for
he DES filters. This colour evolution is valid up to z ≤ 0 . 75 and
or larger redshift ranges the effect is observed in redder filters, e.g.
 z − i) (Black & Evrard 2024 , see their fig. 1). Compared with Pereira
t al. ( 2020 ), adding colour probabilities, in general, impro v ed the
erformance. 

.3 Cluster photometric redshift probabilities 

e infer the numerical density of cluster galaxies in a probabilistic
anner, given the large uncertainties on the galaxy photometric

edshifts. We define the probability P z 0 of a galaxy being at the cluster
edshift, z cls , as the integral of an individual galaxy’s photometric
edshift distribution ( 
 ( z)): 

 z 0 = 

∫ z + 

z −

 ( z ) dz , z ± = z cls ± 2 × σz, 0 (1 + z cls ) , (21) 
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here the limits of integration span o v er the av erage surv e y pho-
ometric redshift precision σz, 0 , for instance, the DES Y1 galax- 
es photo- z point estimates have a precision around σz, 0 ≈ 0 . 03
Gschwend et al. 2018 ; Aguena et al. 2021 ). An additional model
hoice would be to have an integration window dependent on 
agnitude, given fainter galaxies have larger uncertainties than 

righter galaxies (Castignani & Benoist 2016 ). Because our study 
imits to simulated photometric redshift (cf. Section 3.1.2 ), we 
onsidered a fixed integration window. 

A strong moti v ation for using individual galaxies PDFs, 
 ( z), is
ecause they carry more information than point estimates, especially 
or double-peak distributions where the mean and the standard devia- 
ion does not fully represent the measurement statistical information. 

Computing the probability of galaxy be around the cluster redshift 
s the first step in our algorithm, and is used in the following steps:
he background subtraction, the estimation of the radius R 200 c , and 
he colour model. 

.4 Background subtraction 

ackground subtraction is an essential step for computing member- 
hip probabilities. There are two methods traditionally used: global 
nd local subtraction. The global background subtraction method 
nv olves a veraging over a large density field, assuming that the
ackground density only depends on redshift (e.g. Rykoff et al. 
014 ). Ho we ver, this approach underestimates the local density field
ecause galaxy clusters reside in the most densely populated regions, 
hich are more than 20 Mpc away from the mean density values of

he large-scale structure. A more reliable method involves subtracting 
he local background as it probes the surrounding areas of each 
luster. Our study calculates the background galaxy density locally 
n a ring around the cluster with inner and outer radii of 4 and 6

pc, respectively. The inner radii are al w ays larger than R 200c , even
or the most massive clusters for which R 200c is approximately 3 

pc. Although scaling the radii with the cluster radius would be 
n optimal choice, we prefer to use fixed values since our R 200c 

stimation depends on the background density. 

.5 R 200c estimator: HOD Model 

alaxy clusters are objects that do not have well-defined edges in 
hotometric images. Common cluster size definitions are based on 
he virial theorem or o v erdensities of the critical density. Cluster-
nders have different definitions of cluster size when defining 
pertures since they do not know the mass beforehand. For instance, 
edMaPPer (Rykoff et al. 2014 ) assumes an aperture that scales with
ichness λ, and AMICO (Bellagamba et al. 2018 ) assumes a fixed
perture corresponding to a cluster with M 200 , c = 10 13 . 5 M �. In this
ork, we introduce a new cluster aperture estimator based on an 
OD model, which is independent of our mass proxy. 
Our aperture estimator uses the galaxy number density profile 

f an HOD model. A given HOD model provides the number of
alo galaxies as a function of mass which allows us to convert the
umber density profile to a mass density profile. Assuming spherical 
ymmetry, we can calculate the mass density field, ρh ( R). We can
ake a rough estimation of R 200 c by interpolating the mass density 

rofile as a function of radii. By definition ρh ( R 200 c ) ≡ 200 ρcrit ,
here the mass density profile is 200 times the critical density, we
ave our aperture estimation, R 

HOD 
200c . For this work, we adopt the

OD model of Tinker et al. ( 2012 ). The model consists of a relation
etween the number of central ( N cen ) and satellite galaxies ( N sat )
nside a halo of given mass ( M 200 , c ) and below a given luminosity
hreshold. 

Our estimator of R 200c is computed by finding the radius value
here the halo mass density profiles ρh is two hundred times the

ritical density ρcrit , i.e. 

h ( R 200 c ) − 200 ρcrit = 0 (22) 

o infer the halo mass density profile, we assume a relation of the
umber of galaxies inside a halo and its mass: 

h ( < R) = M h ( N h ( < R )) / 

(
4 π

3 
R 

3 

)
(23) 

We take advantage that an HOD model describes the average 
umber of central ( 〈 N cen 〉 M 

) and satellites ( 〈 N sat 〉 M 

) associated within
 halo for a given halo mass M . The total number of galaxies
 〈 N cen 〉 M 

+ 〈 N sat 〉 M 

) associated within the halo can be written as
Tinker et al. 2012 ) 

 N h 〉 M 

= 〈 N cen 〉 M 

×
[

1 + 

(
M 

M sat 

)αsat 

exp 

(
− M cut 

M 

)]
, (24) 

here αsat is the slope at high halo masses, with an exponential cut-
ff at halo masses below M cut , and M sat is the characteristic halo
ass for satellites. With 〈 N cen 〉 M 

given by 

 N cen 〉 M 

= 

1 

2 

[
1 + erf 

(
log M − log M min 

σlog M 

)]
, (25) 

ith the M min representing the halo mass at which the probability of
ontaining a central galaxy is 50 per cent, and σlog M 

accounts for the
catter in halo mass at a fixed luminosity of the galaxy population. 

By taking the inverse of the relation equation ( 24 ), we can build a
umerical relation of the total number of galaxies with the halo mass
ensity profile ρh ( R). For a photometric data set, we have a noise
stimator ˜ 〈 N h 〉 of the actual 〈 N h 〉 since we do not have membership
nformation. Thus, by summing all field and halo galaxies and 
ubtracting the number of field galaxies, the ˜ 〈 N h 〉 is 
˜ 

 N h 〉 ( < R) = N h + f ( < R) − N f = 

∑ 

i 

P z 0 ,i − � bkg πR 

2 (26) 

here � bkg is a surface background density computed in the ring of
 and 4 Mpc inner and outer size, respectively. This measurement is
one by selecting all galaxies within | z − z cls | ≤ 2 σz 0 (1 + z cls ). 
In addition, on the HOD model there are five free parameters, cf.

quations ( 25 ) and ( 24 ). The best-fitting values for these parameters
given in table 4 of Tinker et al. 2012 ) were derived from the SDSS
ata set, using the maxBCG cluster sample (Koester et al. 2007 ),
ith an absolute magnitude cut M 

0 . 1 
r ≤ −19 . 5. We use these values

s a reference since they are close to the 0 . 2 L � magnitude cut applied
ere (Rykoff et al. 2012 ). 

.6 Stellar mass estimation: BMA 

he code we call BMA 

3 is a Bayesian model averaging code (see
.g. Taylor et al. 2011 ) applied to the output of a stellar population
ynthesis code, and developed into a pipeline (Palmese et al. 2020 ).
e use the stellar population synthesis code FSPS (Conroy, Gunn &
hite 2009 ; Conroy & Gunn 2010 ) to e v aluate a five-dimensional

pace of quantities, resulting in 24 models. We choose the models
 v aluated at the cluster redshift for a given galaxy with apparent
agnitude, colours, and photo- z . Then the likelihood of each model
MNRAS 536, 931–945 (2025) 
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Figure 1. Number of galaxies inside R 200 , c ( N 200 ) as a function of the halo 
mass M 200 , c , for three absolute magnitude cuts in the r band. The Buzzard 
galaxy distribution follows the Tinker et al. ( 2012 ) model closely (solid line) 
when both apply the same magnitude selection of M 

0 . 1 
r ≤ −19 . 5 mag (points 

with error bars). 

Figure 2. Uniform selection of 2200 Buzzard v2.0 haloes on a halo mass–
redshift grid. The upper and right panels are the redshift and halo mass 
distributions, respectively. 

 

2  

t  

(  

t  

m  

a  

O  

w

3

T  

a  

r

z

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/1/931/7909100 by Southam
pton U

niversity user on 17 January 2025
iven the galaxy magnitudes, colours, and errors is computed.
he properties of interest from the models, e.g. stellar mass, are

hen computed as the likelihood-weighted sum o v er all models, a
ayesian model average. The code was validated on the Millennium

imulations (Springel et al. 2005 ) and on the COSMOS data set
Laigle et al. 2016 ). See Palmese et al. ( 2020 ) for a full description
f the BMA methodology. 

 VA LIDATION  SET-UP  

.1 Data 

o validate Copacabana, we use the BUZZARD v2.0 simulations
DeRose et al. 2019 ), meant to correspond with the DES Y3 area.
he data set consists of synthetic dark matter simulations with galaxy

nformation added by the AddGals (Adding Density Dependent
Alaxies to Lightcone Simulations) algorithm (Wechsler et al.
022 ). This procedure places galaxies on to the dark matter-only
imulation, weighted by local dark matter density, matching the
bserved luminosity function and luminosity-dependent two-point
orrelation function. 

F or conte xt, we briefly describe how the galaxies are pasted on
o the dark matter particles. First, AddGals creates a catalogue
f galaxies based on the luminosity function, φ( M r ), performing
ubhalo abundance matching between a small high-resolution N -
ody simulation and the observed SDSS luminosity function in
he r band. The algorithm calibrates a model of the luminosity–
ensity–redshift, P ( R δ| M r , z) relation for the central and the non-
entral galaxies on the high-resolution N -body simulations, where
 δ is the radius enclosing 1 . 3 × 10 13 h 

−1 M �. These relations once
alibrated on high-resolutions simulations are then used to assign
alaxies to resolved haloes or dark matter particles in a large light-
one simulation with a lower resolution. For instance, for BUZZARD ,
ddGals was trained on one high-resolution simulation of box size
00 h 

−1 Mpc . Then, the luminosity–density–redshift relations were
pplied to three larger lower resolution simulations of box sizes
 . 05 , 2 . 6 , and 4 . 0 h 

−1 Gpc , respectively (DeRose et al. 2019 ). 
The colours are assigned using a spectral energy distribution

SED), chosen such that the simulation matches the SED distribution
at fixed luminosity and galaxy density) measured in the SDSS data.
he AddGals modelling scheme was chosen such that it predicts

he clustering in SDSS to high precision (e.g. Conroy, Wechsler &
ravtsov 2006 ; Reddick et al. 2013 ; Lehmann et al. 2017 ). 
As describe abo v e, the galaxies in BUZZARD , unlike many cosmo-

ogical simulations, are not placed using an HOD prescription. None
he less, the HOD for haloes with M ≥ 5 × 10 13 M � on Buzzard
ollows the Tinker et al. ( 2012 ) model closely for an absolute
agnitude selection of M 

0 . 1 
r ≤ −19 . 5, as we can see in Fig. 1 . Below

his halo mass, the occupation is higher in the simulations compared
o the HOD model. In addition, Zacharegkas et al. ( 2022 ), found
 quantitative agreement between an HOD model and the Buzzard
edMaGic galaxies. 

.1.1 Sample selection 

or an unbiased assessment of the performance of our code, we have
elected haloes uniformly across the bins of logarithmic mass and
edshift. Our objective is to maintain an equal halo count within
ach bin, except for the highest mass bins where a lack of clusters is
bserved. This approach prevents our assessment from being biased
y the low end of the halo distribution. 
NRAS 536, 931–945 (2025) 
The data chosen by our selection is presented in Fig. 2 , where
200 haloes are plotted in ( z, log M 200 , c ) space with histograms on
he x- and y-axis. The limits of the sample are z ∈ [ 0 . 1 , 0 . 65 ] and
 log M 200 , c ) > 13 . 5 M �/h . The choice of the redshift range follows
he DES cluster cosmology analysis (Abbott et al. 2020 ). The halo

ass threshold is similar to that adopted by other cluster finder
lgorithms (e.g. Castignani & Benoist 2016 ; Bellagamba et al. 2019 ).
verall, there is a uniform selection, except for the highest mass bins,
here there are not enough systems. 

.1.2 Simulated photo-z 

o validate the Copacabana algorithm with respect to photo- z , we
dd offsets to the simulated galaxy redshifts. In detail, we draw a
andom offset following: 

 p = N 

(
z, σz, 0 (1 + z) 

)
, (27) 
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here σz, 0 is the photo- z precision that correspondents to a typical 
hoto- z error. 
We simulate three different levels of uncertainty: σz, 0 = 

 . 01 , 0 . 03 , and 0 . 05 as an ideal, a realistic, and a pessimistic case,
espectively. These choices mimic three different surv e ys: LSST 

LSST Science Collaboration 2009 ), DES (Gschwend et al. 2018 ; 
guena et al. 2021 ), and SDSS (Carliles et al. 2010 ), respectively. 
In the context of clusters, the main differences between simulated 

aussian photo- z ’s with real data photo- z ’s are the bias and the
resence of outliers. For instance, Aguena et al. ( 2021 ) using the
aZP cluster catalogue studied the differences of redMaPPer cluster 

edshift with the ones derived from the DNF photo- z algorithm in the
ES Y1 (Gschwend et al. 2018 ). They quantified a redshift bias that is

ess than 0 . 003 × (1 + z). For future applications of Copacabana on
ata, a description of the bias between the photo- z sample employed
nd the cluster redshift must be taken into account as a bias on the
luster photo- z distribution. 

.2 Validation metrics 

n this section, we present a set of definitions and metrics to assess
he performance of the Copacabana algorithm. 

.2.1 Assessing μ� precision 

o validate our μ� estimation, we compare it with the simulation 
luster member stellar masses. For this purpose, we define μ�, true , 

�, true = 

∑ 

i∈ members 

M �,i with R ≤ R aper , (28) 

s the sum of the cluster members’ stellar masses, where the ‘true’
embers are defined as the galaxies inside the three-dimensional 
 200c distance from the cluster centre. In other words, the line-of-

ight infall galaxies are not considered, nor the gravitational status 
f the galaxy. 
At very low μ�, true , below 10 12 M �, our data has a large tail. For

his reason, a robust metric is adopted the scaled median absolute 
eviation (MAD): 

MAD ( log ( x)) = 1 . 48 × Median ( | log ( x) − Median ( log ( x) ) | ) , (29) 

here x ≡ μ� /μ�, true . Note that if log ( x) follows a normal distribu-
ion σMAD is equal to the standard deviation. 

It is important to stress that our assessment is primarily on our
stimator due to membership probabilities and we do not e v aluate
ncertainty due to stellar mass estimates. 

.2.2 Assessing the accuracy of R 200 c 

o validate our estimates of R 200c , we use the current value from the
imulation. R 200 c, true was retrieved from the Buzzard truth table. We 
 v aluate equation ( 29 ) with the ratio of true versus measured R 200c ,
.e. x ≡ R 200c /R 200c , true . 

.2.3 Completeness and purity 

he membership probabilities play a role in thresholds that dis- 
inguish the classes in the framework of classifying members and 
on-members of a given galaxy cluster. To assess the performance, 
e use metrics commonly used in statistical classification problems, 
urity ( P ) and completeness ( C).These metrics rely on true positive
TP), false positive (FP), and false ne gativ e (FN) predictions: 

 = 

T P 

T P + F P 

and C = 

T P 

T P + F N 

; , (30) 

TP represents correct positive predictions, while FP and FN 

efer to incorrect positive and ne gativ e predictions, respectiv ely.
urity indicates the proportion of positives that are cluster members. 
ompleteness measures the fraction of true members that were 

uccessfully identified among all the selected galaxies. 
The o v erall accurac y of a classifier can be e v aluated by 

ccuracy = 

T P + T N 

T P + F P + T N + F N 

, (31) 

here TN is the true ne gativ es, i.e. correctly identified field galaxies.

.2.4 μ� –cluster mass scaling relation 

or photometric surveys, one of the main requirements for tight 
onstraints on cosmological parameters is a mass proxy that predicts 
he cluster mass with significant accuracy and is robust against 
ystematic effects. Here, we assess the possible impact of the 
embership probabilities on deriving cosmological results using the 

elation between the weighted stellar mass and the total cluster mass,
hich we will refer to as the μ� –cluster mass scaling relation. 
In simulations, the μ� –cluster mass scaling relation is accessible 

ince the halo mass is known. The probability of a given halo of
ass M 200 , c to have a μ� value is generally modelled by a lognormal

elation with mean: 〈
log ( μ� ) | M 200 , c 

〉 = α + β log ( M 200 , c /M p ) , (32) 

here σ is the μ� -cluster mass intrinsic scatter. Here, α is the 
ntercept, β is the slope, and M p = 10 15 . 5 M � is the pivot mass.
he inference of the model parameters is made by employing 
 hierarchical Bayesian algorithm ( linmix ; Kelly 2007 ). The
inmix algorithm allows us to include the error on the y-dependent
ariable, in our case, μ� . 

In general, the scaling relation evolves with redshift. Accordingly, 
he fit is conducted in small redshift bins where the redshift evolution
an be neglected. 

 RESULTS  

n this section, we examine the performance of Copacabana using 
he BUZZARD simulation. 

.1 Uncertainty in μ� estimations 

e run Copacabana on the BUZZARD v2.0 simulation using the 
hree values of σz, 0 presented in Section 3.1.2 . We employ the
hotometric stellar masses computed by BMA at the cluster redshift 
Section 2.6 ). The stellar mass μ� is computed with R aper = R 200c 

stimated using the HOD model presented in Section 2.5 . The
embership probabilities are expected to depend mainly on the 

hoto- z uncertainty. 
Fig. 3 shows the estimated μ� versus μ�, true within R 200c for 

hree values of σz, 0 . The μ� values for all halo mass regimes
ollo w the μ�, true v alues closely. The μ� errors are roughly within
 . 20 dex 

√ 

μ�,p /μ� , where μ�, p = 10 12 . 22 M � is the sample mean.
ncertainty in the position of the galaxies along the line of sight adds

ignificant noise, especially for the low-mass haloes as they have 
ewer galaxies. As a result, the quality of the photometric redshifts
MNRAS 536, 931–945 (2025) 
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M

Figure 3. Copacabana predicted μ� as a function of μ�, true (the sum of the 
stellar masses of the true cluster members within R 200c ) for different values 
of σz, 0 , the uncertainty in the galaxy photometric redshifts. The binned points 
were slightly shifted for better visualization. The estimated values closely 
follow the one-to-one relation (dotted line). For comparison, we also show 

the range corresponding to a Poissonian error of 0 . 20 dex 
√ 

μ�,p /μ� where 
μ�, p is the sample mean of 10 12 . 22 M �. Note that our result is robust well 
below the threshold of 10 12 M � used in our previous work (Pereira et al. 
2020 ). 
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ubstantially impacts the μ� measurements and particularly does at
he low-mass end. Nevertheless, a sample with accurate and precise
hotometric redshifts can accurately predict μ� down to the lowest
in, 5 × 10 11 M �. 

.1.1 Photometric redshift uncertainties and cluster apertures 

n this section, we quantify how the uncertainty in μ� depends on σz, 0 

nd the size of the apertures used to estimate μ� . Here, we vary the
luster aperture given that the membership selection has a significant
ependence with radius (Lopes & Ribeiro 2020 ). 
In Fig. 4 , we show the σMAD (defined in equation 29 ) as a function

f the cluster aperture and photo- z uncertainty. The accuracy of μ� 

orrelates linearly with the uncertainty in the photometric redshifts.
or instance, an improvement of a factor 5 (1.7) in σz, 0 reduces

he μ� error to 0 . 15 dex (0 . 09 dex ) when compared to σz, 0 = 0 . 05.
his impro v ement in the photometric redshifts has a big impact,
specially for low-mass haloes. This result follows from the fact
hat the uncertainty along the line of sight is the major source of
alaxy membership contamination. For example, a redshift error of
 . 01 × (1 + z) translates into a physical length of ∼ 40 Mpc which
s ∼ 10 − 50 × R 200 , c . 

A second source of error is the cluster aperture, which has a
on-negligible effect on the uncertainty in μ� . As shown in Fig. 4 ,
maller cluster apertures decrease the uncertainties in μ� . This effect
s driven by the higher galaxy density in the core. Lopes & Ribeiro
 2020 ) showed that the local density is a very good indicator of
embership galaxies in their well-characterized cluster sample. 
The choice of the cluster aperture is important for studying

luster cosmology . Ideally , we would expect that μ� has the highest
orrelation with the halo mass when computed at R 200c (Rykoff et al.
012 ; Bradshaw et al. 2020 ; Huang et al. 2020 ). In Section 4.4 ,
NRAS 536, 931–945 (2025) 
e discuss further the choice of the cluster aperture in terms of
ptimizing the scatter of the μ� –M 200 , c relation. 

.1.2 Stellar mass uncertainty 

hus far, the μ� uncertainty was computed without taking into
ccount the errors on stellar mass. The BMA stellar-mass error is
round 0.2 dex (Palmese et al. 2020 ), validated using the stellar
asses computed with multiband data in 16 filters from UV to

nfrared of the COSMOS deep field (Laigle et al. 2016 ). The BMA
tellar-mass errors are comparable to the uncertainties induced by the
hoto- z errors, see Fig. 4 . Therefore, they have a significant impact.
o quantify this impact, we add random noise normally distributed

o the estimated stellar masses. We assume the typical BMA error
f 0.20 dex. This assumption should set an upper bound on the
ncertainty in μ� . Because μ� is dominated by high stellar mass
bright) galaxies that have lower mass uncertainties. 

The additional scatter on μ� is 0 . 07 ± 0 . 01 dex for the three photo-
 samples. This result is equi v alent to adding the stellar mass error
n quadrature, σ 2 

MAD + σ 2 
BMA . The implication of this additional error

or the DES-like photo- z case is that the μ� error is at the same level
s an SDSS-like photo-z. In future work, it would be important to
educe the uncertainty on stellar masses to reduce the uncertainty on
� . 

.2 Precision of R 200c estimations 

he new R 200c estimator is based on an HOD model, which is
ensitive to the relation between the number of galaxies and the halo
ass. We found that this approach results in R 200c estimates that are

iased low. To account for this bias, we introduce a calibration factor
hich can be computed as the mean ratio of our predictions and the

ctual R 200c values in the simulations: 

HOD = 

R 200c 

R 200c , true 
(33) 

e derived a calibration factor ηHOD 

(equation 33 ) of 0 . 63 ± 0 . 11
or the same HOD luminosity cut. We use a larger data set, all
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Figure 5. The Copacabana-predicted R 200c based on an HOD model versus 
the true radius ( R 200c , true ) for three values σz, 0 . The values have been 
corrected using a calibration factor, ηHOD = 0 . 63 ± 0 . 11. The scatter, around 
30 per cent, is mainly due to intrinsic errors in the HOD method, with minimal 
impact from photometric redshift uncertainty. 

Figure 6. Purity (P) versus completeness (C) for different photo- z samples. 
The purity of the membership selection is dependent on the accuracy of the 
photometric redshifts. For instance, with an optimistic accuracy of σz, 0 = 

0 . 01, the purity and completeness reach an optimal value of 79 per cent 
and 94 per cent, respectively. The DNF photo- z algorithm has an accuracy 
that is similar to our realistic σz, 0 = 0 . 03 scenario. Ho we ver, it has lower 
completeness due to outliers, which are not present in the artificial Gaussian 
photo- z sample. 
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Figure 7. Scaling relation, μ� versus M 200 ,c . The DES-like photo- z , σz, 0 = 

0 . 03, has a slope of β= 0.91 ±0.05 close to the actual galaxie’s stellar mass 
relation, μ�, true , slope. The fitted linear relation using a Bayesian regression 
linear method (linmix) is shown in solid lines, and the 68 per cent confidence 
le vel is sho wn in shaded bands. The density of points in this relation includes 
around 370 clusters uniformly distributed in mass, which differs from what 
might be expected in a typical survey selection. 
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uzzard haloes with M 200 , c > 5 × 10 13 M � for this computation. 
his calibration factor is independent of redshift, given we did not 
nd significant variations with redshift. 
This intrinsic bias can be related to the HOD of the simulation (see

ig. 1 ) or the galaxy density field at small scales. Our analysis shows
hat this data set closely follows our HOD model, which suggests that
he observed bias is more likely connected to the small-scale galaxy 
ensity field in the simulation. This is likely because the AddGals 
ethod does not include an explicit prescription for placing galaxies 
nside large haloes and has not been e xtensiv ely tested for galaxy
luster science. 

Our estimator predicts R 200c for the halo masses probed in this
tudy, as shown in Fig. 5 , with a scatter of approximately 30 per cent.
espite the relatively large scatter, the predicted values show a 

trong correlation with R 200c , true for both low- and high-mass clusters, 
aking our estimator a reliable probe of cluster size. The scatter seen

n Fig. 5 is primarily driven by the intrinsic error of the HOD method.
ecause the photometric redshift uncertainty has minimal impact on 

he predicted values. Similarly, the precision of the estimated radius is
ndependent of cluster mass, in contrast to what we observed with μ� .

The significant uncertainties in our estimates of R 200c relate to 
he uncertainty of the HOD model itself. For instance, the HOD
odel halo mass scatter is 0 . 204 dex. Also, optical mass proxies, in

eneral, have similar or higher intrinsic errors, e.g. the BCG stellar-
ass proxy intrinsic scatter is 0.20 (Behroozi, Conroy & Wechsler 

010 ; Tinker et al. 2012 ). In the future, if there are precise stellar
ass measurements, the stellar-to-halo mass can be incorporated into 

ur methodology (Behroozi et al. 2010 ). 

.3 Completeness and purity of the members list 

n Fig. 6 , we plot the purity versus completeness for different values
f σz, 0 , the photometric redshift uncertainty. The figure is constructed 
y varying the cluster membership probability threshold. The optimal 
hoice (coloured points) is the one that maximizes the product of both
uantities. 
Overall, Copacabana performs well for different photo- z samples 

hen compared with other classifiers (George et al. 2011 ; Cas-
ignani & Benoist 2016 ; Lopes & Ribeiro 2020 ). The product of
urity (P) and completeness (C) is maximized a P = 64 per cent
nd C = 93 per cent in an optimistic scenario ( σz, 0 = 0 . 01), and
alues of P = 45 per cent and C = 80 per cent in the worst scenario
 σz, 0 = 0 . 05). It is important to note that the completeness is not
igher than 96 per cent. The 2 σ photo- z threshold we use translates
MNRAS 536, 931–945 (2025) 
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M

Figure 8. Scatter versus redshift for two stellar mass estimations μ�, true (True, star markers) and μ� (Copacabana, circle points). Each row displays the results 
for a given photo- z sample and each column for a given cluster aperture. Down in columns, the scatter increases as the uncertainty in the photometric redshifts 
increases, while the scatter for the true relation is fixed. The dashed lines show the mean values of the scatter in each sub-plot for visual comparison with the 
mean scatter of the true relation (dashed lines). The stars points are the scatter of the true relation, and therefore do not change between rows. Across a row, the 
scatter in the true relation decreases. 
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nto ∼ 5 per cent of galaxies having P mem 

= 0. This threshold a v oids
utliers that might be present in the colour distributions. 
The membership accuracy is higher for the smaller 0 . 5 × R 200c 

perture (see the dashed lines in Fig. 6 ) and an accuracy of
9 per cent is achieved in the best scenario. For a given science
ase, for instance, for studies of the red sequence, Copacabana
an provide an excellent membership selection without relying on
re vious kno wledge of the red sequence. 

.4 μ� −M 200 ,c scaling relation 

n example of the μ� − M 200 , c scaling relations is shown in Fig. 7 ,
sing μ� and μ�, true as the mass proxy for clusters in the lowest
edshift bin, 0 . 47 < z < 0 . 56, and using DES-like photo- z accu-
acies, σz, 0 = 0 . 03. The actual relation, μ�, true −M 200 , c (grey line)
s consistent (within 2 σ ) of with the purple line that Copacabana
stimated. We note some small differences between the two curves.
 or e xample, the intrinsic scatter is larger, and the slope is shallower
or the purple line. These two differences hint at how membership
robabilities bias our results of the actual scaling relation. In the
ollowing section, we present and discuss the impact of the quality
f the photometric redshifts and size cluster aperture on the fitted
arameters. 

.4.1 Fitted parameters 

or cosmological parameter estimation, the scatter at a fixed μ� is the
mportant quantity describing the halo mass function. At first order,
NRAS 536, 931–945 (2025) 
he scatter at fixed mass proxy ( σlog M| log μ� 
) can be written as (e.g.

vrard et al. 2014 ) 

log M| log μ� 
= σlog M 200 , c /β . (34) 

A steeper slope results in a lower σlog M| log μ� 
just as much as a

maller intrinsic scatter σ . For this reason, we focus on the slope β
nd the scatter σ since they are the important parameters for cluster
osmological analysis. 

The fitted scatter and slope values as a function of redshift are
hown in Figs 8 and 9 , respectively. The panel displays three different
hoto- z precisions across rows and three different cluster apertures
cross columns. There is an o v erall shift of the Copacabana from the
rue values, indicated by the mean values (dashed lines). The gap,
.e. the additional shift, increases with a poorer photo- z precision and
 larger cluster aperture. 

The remarkable precision achieved by using all the cluster popu-
ation, blue and red galaxies, in photometric data demonstrates the
ower of the Copacabana probabilities. We have obtained an intrinsic
catter of 0.06 dex for z < 0 . 32 and 0.19 dex 0 . 32 < z < 0 . 65 for
ur mass proxy μ� in a DES-like photo- z sample. In particular, the
tted scatter does not change significantly with the cluster aperture.
n Fig. 8 , the mean values are about the same across the columns for
ny photo- z . While the difference between dashed lines is larger, the
ctual intrinsic scatter (grey stars) decreases with the cluster aperture,
hich counterbalances the noise added by a larger aperture. The
utcome, stressed by the mean value, is that the intrinsic scatter does
ot depend significantly on the cluster aperture. In contrast, intrinsic
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Figure 9. As in Fig. 8 but for the slope of the scaling relation. A larger cluster aperture increases the contribution from background galaxies and produces a 
shallower slope. As a result, the 0 . 5 × R 200c aperture has the steepest slope, and it is the only case where the slope derived by Copacabana agrees with the true 
one irrespective of the photo- z sample used. 
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catter did depend on aperture when considering the μ� precision in 
ection 4.1.1 . 
Regarding the slope, Fig. 9 demonstrates that a decrease in the 

ccuracy of membership probability tends to result in a shallower 
lope. As discussed earlier in Section 4.1.1 , larger photo- z precision
nd a larger aperture size can reduce the accuracy of the membership
robability. This effect is most noticeable in the bottom left panel of
ig. 9 , where the most significant discrepancy with the actual value

s seen due to the combination of low photo- z precision and a large
perture. When we consider a specific surv e y scenario (represented 
y a given row), the mean slope (colourful dashed line) tends to be
hallower when the cluster aperture is larger. This trend is reduced 
ith better photo- z accuracy. 
The simultaneous change on the slope and the scatter imply that 

he scatter at fixed μ� , σlogM | log μ� 
, is affected by the uncertainty 

n the membership probabilities. Using equation ( 34 ), we can infer
logM | log μ� 

and quantify the impact of our methodology on the scaling 
elation parameters. Fig. 10 shows these results displayed similarly 
o that of Fig. 8 . 

A smaller cluster aperture impro v es the μ� measurement by 
ntroducing less noise to the intrinsic scatter of the observable–

ass relation. Ho we ver, for an optimistic photo- z sample such as
SST with σz, 0 = 0 . 01, using scatter computed at the R 200c is a

easible option, as suggested by the observed trend in the mean scatter 
alue. Conversely, when dealing with an SDSS-like photo- z sample, 
here σz, 0 = 0 . 05, opting for a smaller cluster aperture may be the
ptimal approach to reduce the noise introduced by uncertainty in the 
edshift. 

Regarding the redshift evolution of the fitted parameters, we do 
ot see a smooth evolution with redshift as we would expect. Instead,
 t  
here is a jump around redshift 0.3. This feature is also in the true
nderlying relation. DeRose et al. ( 2019 ) showed that the switch
n the simulation resolution at z = 0 . 32 impacts the matter power
pectrum of the BUZZARD data. This change in resolution might 
xplain the redshift discontinuity seen in this work. 

.4.2 μ� as a low scatter mass proxy 

et us consider the case where all the true members inside R 200c are
nown and focus on the actual μ�, true – M 200 ,c relation, i.e. without 
hoto- z errors. Here, we can see the ideal stellar-mass-based mass
roxy. The grey points in Fig. 8 show the scatter, and the μ�, true –
 200 ,c relation exhibits a low scatter. At the lowest redshift bins, σ is

bout 0 . 05 dex , a comparable value to the intracluster medium, e.g.
 SZ , M gas (Kravtsov, Vikhlinin & Nagai 2006 ; Mulroy et al. 2019 ;
leem et al. 2020 ), and redshift-based mass proxies, e.g. velocity
ispersions (Ruel et al. 2014 ). At higher redshifts z > 0 . 32, the
catter increases, though we believe this is a simulation effect as
he switch of box resolution of the BUZZARD simulation occurs at
 = 0 . 33. 

When compared with other mass proxies from simulations, the 
ypical scatter for the number of satellites lies between 0 . 15 − 0 . 20
ex (Anbajagane et al. 2020 ), for X-ray luminosity is 0.114 dex and,
as mass is 0.037 dex, respectively (Ho et al. 2023 ). 

The μ� –M 200 c scaling relation from the Buzzard simulation aligns 
ell with the stellar–halo mass relation (SHMR) derived from several 
igh-resolution hydrodynamical simulations, including BAHAMAS 

 MACSIS, TNG300 from the IllustrisTNG suite, and Magneticum 

athfinder (Anbajagane et al. 2020 ). It is important to note that while
he stellar mass in our study is based on photometric measurements,
MNRAS 536, 931–945 (2025) 
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M

Figure 10. Scatter at fixed observable relation versus the redshift for two independent variables μ�, true (True) and μ� (Copacabana). Each row displays a result 
for a given photo- z sample, and each column for a given cluster aperture. The photo- z precision impacts the scatter of the reco v ered μ� −M 200 , c scaling relation 
for any given cluster aperture. The scatter at fixed μ� has a trend with the cluster aperture. The gap between the two dashed lines increases across the rows and 
columns. Note: the stars points are fixed between rows. 
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he hydrodynamical simulations measure stellar particles directly.
espite these differences, the comparison reveals that the intrinsic

catter of the SHMR is consistently below 0.05 dex (in base-10 log
cale) at z = 0 for high-mass haloes, a value comparable to our
owest redshift results in Fig. 10 . 

In terms of the slope of the SHMR, there is some variation across
he simulations, ranging from 0.85 to 1.0. In contrast, the slope
f the μ� –M 200 c relation is slightly lower at low redshifts, varying
etween 0.8 and 0.9. Ho we ver, at z > 0 . 32, the slope aligns well
ith that of the hydrodynamical simulations, as shown in Fig. 9 .
verall, the agreement between the hydrodynamical simulations and

he BUZZARD results suggests that the μ� scaling relation is a reliable
roxy for the total stellar mass scaling relation. 

 C O N C L U S I O N S  

his work presents the Copacabana algorithm, which assigns mem-
ership probabilities to galaxies in a given cluster field. We validated
he algorithm using the Buzzard simulation. In particular, the stellar

ass of cluster galaxies weighted by the membership probabilities,
� , was found to have a steep cluster mass scaling relation with an

ntrinsic scatter of 0.06 dex at low redshift for photometric redshifts
hat have photo- z uncertainties comparable to that expected in LSST
ata. In addition, we show that our methodology could precisely
eco v er the scaling relation between μ� and cluster mass, indicating
hat μ� can be a competitive mass proxy for optically selected clusters
n future cosmological analysis. 

(i) Perf ormance: we sho w the uncertainty in μ� is mainly af fected
y the quality of the photometric redshifts, followed by the cluster
NRAS 536, 931–945 (2025) 
perture. In the best case, photometric redshifts with LSST-like
ccuracies ( σz, 0 = 0 . 01), we reported a μ� uncertainty of 0.09 dex.
 smaller aperture, for instance, 0 . 5 × R 200c , leads to a smaller
ncertainty ∼ 0 . 05 dex. 
(ii) Cluster size: We present a new method to measure cluster

ize, R 200c , with only photometric data. The procedure is based on
he HOD relation. We inferred a precision of 30 per cent in the context
f the Buzzard simulations. The accuracy of our estimate does not
epend on the quality of the photometric redshifts or the halo mass. 
(iii) Impact on halo mass estimations: We quantify how the μ� 

ncertainty propagates to estimates of the halo mass. Specifically,
e study the parameters of the scaling relation μ� − M 200 c with a

ocus on the slope and the intrinsic scatter. The photo- z uncertainty is
he main parameter in affecting the scaling relation parameters. For
nstance, in the LSST-like scenario, we reco v er the parameters with
o significant difference compared to the true relation. In contrast, in
he scenario of large photo- z uncertainties and large apertures, there
as a significant impact on reco v ering the true parameters. 
(iv) How the cluster aperture impacts the halo mass: While

he accuracy of the photometric redshifts is surv e y-dependent, the
perture size can be adjusted to suit the scientific objectiv es. F or
xample, a smaller cluster aperture can significantly impro v e the
embership probabilities. Ho we v er, that impro v ement does not

ecessarily translate into gains in predicting the halo mass. For
nstance, we do not find a substantial impro v ement in the scatter of
he scaling relation, and the precision gained by a smaller aperture is
ounterbalanced by the larger intrinsic scatter in μ� − M 200 c , which
s minimal at R 200c . On the other hand, we find that the aperture
ize significantly affects the slope. In particular, at an aperture of
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 . 5 × R 200c , the reco v ered slope is v ery close to the true slope and
s insensitive to the range of photometric redshift uncertainties that 
ne encounters in modern photometric surv e ys. While at R 200c , the
eco v ered slope can be up to 20 per cent shallower. 

(v) Membership probability performance: We report our 
alaxy member selection in terms of Purity (P) and Completeness 
C). In our best scenario, the accuracy was 81 per cent with P and C
f 64 per cent and 93 per cent; when we consider a smaller aperture
0 . 5 × R 200c ), these values were 89 per cent, 79 per cent, and 94
er cent, respectively. The membership probabilities substantially 
mpro v ed with a smaller cluster aperture. 

(vi) The impact of stellar masses errors: The typical uncertainty 
n stellar mass is approximately 0 . 20 dex (Palmese et al. 2020 ) which
e found to be larger than the uncertainty associated with member- 

hip probabilities. This stellar mass error introduces additional scatter 
n the scaling relation μ� − M 200 c , contributing with an additional 
ncertainty of 0 . 07 ± 0 . 01 dex to μ� . This emphasizes the significant
ole that stellar mass uncertainties play in the o v erall error budget of
� , highlighting the need to minimize this source of noise for more
recise cluster mass estimates. 

In sum, Copacabana is a powerful tool to predict galaxies’ total 
tellar mass content in clusters. In future work, we will apply the
tellar mass-proxy μ� in a cosmological analysis using optical data. 
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