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A B S T R A C T 

Outflows are critical components of many astrophysical systems, including accreting compact binaries and active galactic nuclei 
(AGN). These outflows can significantly affect a system’s evolution and alter its observational appearance by reprocessing 

the radiation produced by the central engine. SIROCCO (Simulating Ionization and Radiation in Outflows Created by Compact 
Objects – or ‘the code formerly known as PYTHON ’) is a Sobolev-based Monte Carlo ionization and radiative transfer code. It is 
designed to simulate the spectra produced by any system with an azimuthally symmetric outflow, from spherical stellar winds 
to rotating, biconical accretion disc winds. Wind models can either be parametrized or imported, e.g. from hydrodynamical 
simulations. The radiation sources include an optically thick accretion disc and various central sources with flexible spectra 
and geometries. The code tracks the ‘photon packets’ produced by the sources in any given simulation as they traverse and 

interact with the wind. The code assumes radiative near-equilibrium, so the thermal and ionization state can be determined 

iteratively from these interactions. Once the physical properties in the wind hav e conv erged, SIROCCO can be used to generate 
synthetic spectra at a series of observer sightlines. Here, we describe the physical assumptions, operation, performance and 

limitations of the code. We validate it against TARDIS , CMFGEN , and CLOUDY , finding good agreement, and present illustrative 
synthetic spectra from disc winds in cataclysmic variables, tidal disruption events, AGN, and X-ray binaries. SIROCCO is publicly 

available on GitHub , alongside its associated data, documentation and sample input files co v ering a wide range of astrophysical 
applications. 

Key words: accretion, accretion discs – atomic processes – line: formation – radiative transfer – methods: numerical – stars: 
winds, outflows. 
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 I N T RO D U C T I O N  

utflows are ubiquitous among astrophysical systems on all scales. 
hey can be (quasi-)spherical, with or without significant rotation, 
uch as the solar-type winds driven from low-mass stars, the line- 
riven winds from high-mass stars or the outflows resulting from 

uperno va (SN) e xplosions. The y can also be collimated and/or
ipolar, such as the accretion disc winds driven from young stellar
bjects (YSOs), compact binary systems and active galactic nuclei 
AGN). 

All of these outflows modify the emergent spectra, sometimes 
ramatically so. Perhaps the best-known wind signatures are the 
lassic blueshifted absorption or full-blown P Cygni profiles seen in 
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he ultraviolet (UV) resonance lines of systems including hot stars 
e.g. Puls, Vink & Najarro 2008 ; Sander 2024 ), cataclysmic variables
CVs; Cordova & Mason 1982 ; Greenstein & Oke 1982 ), and quasars
Weymann et al. 1991 ; Hewett & Foltz 2003 ). Similar signatures are
ometimes observed in other bands as well, from X-ray (e.g. in X-ray
inaries [XRBs, Lee et al. 2002 ; Miller et al. 2004 , 2006a , b ; Ponti
t al. 2012 ] and AGN [Pounds et al. 2003 ; Gofford et al. 2013 ]) to
ptical/infrared wavelengths (e.g. in YSOs and Wolf–Rayet stars, 
s well as in some CVs and quasars). Ho we ver, outflo ws can also
ompletely change the o v erall appearance of a system, including
ts broad-band continuum and emission-line spectrum. If the wind 
bsorbs and reprocesses a sufficient amount of the radiation produced 
y the central engine, it will generate its own continuum and/or
ine emission, typically mainly via collisional and/or recombination 
rocesses. This wind emission can dominate the observed spectrum 

 v er significant parts of the observable wavelength range. If the wind
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Figure 1. A graphical summary of the multiwavelength, multiscale modelling capabilities of SIROCCO . We present parametrized models for a quasar, CV, XRB, 
and TDE; the inner four panels show a slice of the wind density structure in linear space, in the r cyl , z plane, with two sightlines marked as dotted lines. The 
white space around the wind is treated as vacuum. In each case, the mass of the compact object, and the size of the plotted domain in r g = GM/c 2 , is given in 
the label. The spectra computed with SIROCCO at these viewing angles from the same wind model are shown in the outer panels, colour-coded accordingly; the 
model with higher continuum level corresponds to the lower inclination sightline. Further details on each of these illustrative models can be found in Section 8 , 
with wind parameters given in Table 1 . 
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s highly optically thick – as can be the case for outflows from tidal
isruption events (TDEs) and SNe, for example – essentially all of
he observable radiation is reprocessed. 

In addition to their importance for the interpretation of observa-
ions, outflows act as a sink of mass, energy and (angular/linear)
omentum for the underlying system, and as a source of these quan-

ities for its environment. Both of these functions are astrophysically
mportant. F or e xample, in YSOs (Konigl & Pudritz 2000 ; Zhang
t al. 2017 ) and low-luminosity CVs (Scepi, Dubus & Lesur 2019 ),
ccretion may only proceed at all because magnetic disc winds carry
way the excess angular momentum of the material injected into the
isc. In XRBs (e.g. Ponti et al. 2012 ; Higginbottom et al. 2019 ), TDEs
e.g. Strubbe & Quataert 2009 ; Wu, Coughlin & Nixon 2018 ; Bu,
iao & Yang 2023 ), and ultraluminous X-ray sources (Middleton

t al. 2014 , 2022 ; Fabrika et al. 2015 ), a significant fraction – or
ven the majority – of this material may actually be ejected, so that
he accretion rate onto the central object can be much less than
hat supplied to the outer disc. The wider impact of outflows is
erhaps best illustrated by the discs winds and jets driven from AGN
nd quasars. These provide a mechanism by which supermassive
lack holes (SMBHs) can interact with their environment on galactic
nd cluster scales. This ‘feedback’ is a critical ingredient in our
nderstanding of galaxy evolution (Silk & Rees 1998 ; King 2003 ;
abian 2012 ; Morganti 2017 ; Harrison et al. 2018 ). 
In all of the abo v e astrophysical settings and contexts, the ability

o model the effect of the outflow on the emergent spectrum is
rucial. More specifically, it is required to reliably infer the physical
arameters of both the outflow and the underling central engine.
IROCCO (Simulating Ionization and Radiation in Outflows Created
y Compact Objects) is a time-independent Monte Carlo ionization
nd radiative transfer code designed to provide this ability. It was
NRAS 536, 879–904 (2025) 
riginally developed by Long & Knigge ( 2002 , hereafter LK02 ) to
odel the UV spectra of CVs. Since then, numerous impro v ements

nd extensions have allowed SIROCCO to be used in a wide variety
f settings, including CVs (Noebauer et al. 2010 ; Matthews et al.
015 ), YSOs (Sim, Drew & Long 2005 ; Milliner et al. 2019 ), XRB
Higginbottom et al. 2017 ), TDEs (Parkinson et al. 2020 , 2021 ),
nd AGN/quasars (Higginbottom et al. 2013 , 2014; Matthews et al.
016 , 2020 , 2023 ). A demonstration of some of these capabilities is
hown in Fig. 1 . The inclusion of light traveltime information allows
IROCCO to predict the reverberation signatures of disc winds, such as
he velocity-delay maps used to study the structure of the broad-line
egion (BLR) in AGN (Mangham et al. 2017 , 2019 ). The software
ools required to create velocity-delay maps for disc wind models
re packaged with the standard release of the code. Most recently,
IROCCO has been used in radiation-hydrodynamics simulations that
mploy PLUTO (Mignone et al. 2007 ) as the hydrodynamics module
nd SIROCCO as the radiation module (Higginbottom et al. 2018 ,
019 , 2020 , 2024 ). 
Monte Carlo radiative transfer (MCRT) codes, and spectral syn-

hesis and photoionization codes more generally, are frequently
mployed in astrophysical modelling. Photoionization codes such
s CLOUDY (Ferland et al. 2013 ; Chatzikos et al. 2023 ) and XSTAR

Kallman & Bautista 2001 ), are widely used to calculate, usually
n 1D, the physical conditions of, and emitted spectrum from, a
lasma illuminated by a radiation source. There are also a whole
ost of MCRT codes with varying limitations, applications, and
ssumptions. F or e xample, in the SN and transients community
CRT has been used e xtensiv ely to model SN spectra; for example,

y Mazzali & Lucy ( 1993 ), and with the codes SEDONA (Kasen,
homas & Nugent 2006 ), TARDIS (Kerzendorf & Sim 2014 ), ARTIS

Kromer & Sim 2009 ; Shingles et al. 2020 ), and JEKYLL (Ergon et al.
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adiabatic heating and/or cooling, i.e. the P d V work associated with the 
divergence of the velocity field (see Section 4.4 ). In principle, other non- 
radiative heating and/or cooling terms – such as shock heating or magnetic 
dissipation – could also be included via subgrid recipes. 
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018 ). These methods can even be used to constrain the presence of
eavy elements in kilonovae (Tanaka & Hotokezaka 2013 ; Gillanders 
t al. 2022 ). Other notable MCRT codes, typically used to model
utflows, nebulae or H II regions composed of gas (and often dust)
nclude TORUS (Harries et al. 2019 ), MOCASSIN (Ercolano et al. 2003 ;
rcolano, Barlow & Storey 2005 ), SKIRT (Camps & Baes 2015 ),
nd HYPERION (Robitaille 2011 ). MCRT techniques have also been 
pplied in much stronger gravity regimes, for example in GR-MONTY 

Dolence et al. 2009 ). s IROCCO is also not the only program used for
ultidimensional MCRT modelling of accretion disc winds; there are 
 number of other codes that have been applied to AGN (Sim 2005 ;
im et al. 2008 , 2010 ; Hagino et al. 2015 ), CVs (Kusterer et al. 2014 ),
nd T Tauri stars (K urosa wa, Romano va & Harries 2011 ). Overall,
CRT is a powerful technique, and there is now a relatively mature
albeit, inevitably, somewhat heterogeneous – suite of codes which 

an be used to synthesize spectra from astrophysical systems (see 
e vie w by Noebauer & Sim 2019 ). 

At the time Long and Knigge first named their radiative transfer
ode PYTHON , we were not aware of the programming language of
he same name, and we were certainly not aware of how dominant
t would become. To reduce the confusion associated with the name, 
e are taking the opportunity of this updated description to rename 

he code SIROCCO . 
The purpose of this paper is to provide an current description 

f SIROCCO (the code formerly known as PYTHON ) and release it
s an open-source tool available to the astrophysical community. 
ection 2 provides a high-level overview of the code. In Section 3 , we
escribe the radiative transfer methods including a discussion of how 

ur assumptions of radiative, thermal, and statistical equilibria are 
ctually enforced. We describe the radiation sources and generation 
f MC representations of radiation in Section 4 . The detailed code
peration, including both the iterative calculation of a converged 
lasma state and the creation of the detailed spectrum is described in
ection 5 . Section 6 presents the main parametrized kinematic wind 
odels built into the code and provides some information on how 

ne can use imported models from, e.g. hydrodynamic simulations. 
n Section 7 , we validate SIROCCO against CMFGEN (Hillier & Miller
998 ) and TARDIS (Kerzendorf & Sim 2014 ), for a hot stellar wind
nd SN model, respectively, as well as presenting a comparison 
o ionization calculations carried out with CLOUDY (Ferland et al. 
013 ). In Section 8 , we illustrate the capabilities of the code for a
ide range of astrophysical systems (including CVs, XRBs, TDEs, 

nd AGN/quasars) and applications (including the generation of 
ynthetic X-ray, UV, and optical spectra). In Section 9 , we describe
arious limitations and caveats, before concluding by summarizing 
IROCCO ’s capabilities in Section 10 . 

 C O D E  OV ERVIEW  

IROCCO is an MC code designed to calculate the ionization structure
nd emergent spectrum of a wind illuminated by radiation sources, 
ypically a central object and an accretion disc (and, depending on 
ow the radiation transfer is being calculated, the wind itself). The 
ensity and velocity structure of the wind, the nature of the emission
rom the radiation sources and an initial guess at the temperature 
f the wind are inputs to any calculation. Once setup is complete,
he calculation proceeds in two stages, as shown in Fig. 2 : one to
alculate the ionization, excitation, and temperature structure of the 
ind (Section 5.3 ), and one to calculate detailed spectra o v er the
avelength range of interest and for a specific set of viewing angles

Section 5.4 ). 
The ionization and thermal structure of the wind is calculated 
teratively during the ionization cycles. During each cycle, a large 
umber of photon bundles (typically � 10 6 ) are generated which
re allowed to traverse and interact with the wind through various
rocesses, such as electron scattering, line scattering, and photoab- 
orption. The frequency distribution during the ionization cycles is 
road, typically co v ering 10 14 − 10 20 Hz (approximately 0.41 eV to
10 keV), reflecting the spectral range where the bulk of the radiated
ner gy emer ges in our chosen applications. During the interactions,
arious MC estimators are incremented, which are used as estimates 
f all rele v ant rates that depend on the mean intensity (e.g. the rates
f photoionization, radiative heating, and radiativ e e xcitation). After 
he photons have traversed the wind, the density of all of the ions in
he calculation, their level populations, and the electron temperature 
f the wind are all updated to reflect the radiation field in each region
f the wind. At that point, a new set of photons is generated, and
he process repeats for a user-specified number of cycles, when, 
opefully, the system has converged to an approximately constant 
lasma state in which temperatures and ion abundances are not 
hanging significantly from cycle to cycle (see Sections 5.3.3 and 
.1.1 ). 
Once the ionization calculation is complete, the state of the wind

lasma is then fixed, and additional sets of photon bundles are
enerated and allowed to traverse the wind to compute spectra from
if ferent vie wing angles. Usually, one is concerned with the spectrum
ithin a narrow range, so here the wavelength range of the photons
enerated is restricted, although any range can be adopted. During 
his portion of the calculation, whenever a photon packet is generated
r interacts inside the outflow, an appropriately reweighted version 
f the packet is extracted for each user-specified observer direction; 
his process is described in Section 5.4 . Although we carry out the
eneration of the detailed spectrum in cycles, this is a computational
onv enience; each c ycle contributes to the same spectrum, but the
oise decreases as the spectra from each cycle build up over time. 

.1 Key assumptions and concepts 

s noted abo v e, SIROCCO iterates towards a conv erged plasma state
n which the temperature and ionization state in each cell are no
onger changing. This state is the solution for which spectra are then
enerated. The key assumption underlying this approach is that the 
ntire flow is, locally, in both thermal and statistical equilibrium: 
he rates at which energy flows into and out of each cell should
atch, as should the transition rates into and out of any given

tomic/ionic lev el. Moreo v er, globally, SIROCCO assumes that the
xternal radiation sources that illuminate the flow are the net sources
f energy. That is, the code assumes that the flow is in radiative
quilibrium. 1 SIROCCO ’s two main modes of operation, described in 
he next section, differ essentially in how radiative equilibrium is 
nforced. 

.2 Notation and terminology 

hroughout, we follow the terminology of Lucy ( 2002 ) in using
he phrase r-packets to refer to quanta of radiative energy and k-
MNRAS 536, 879–904 (2025) 
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Figure 2. A flowchart showing the basic operation of SIROCCO . A high-level code overview is provided in Section 2 , with a more detailed description of code 
operation given in Section 5 . Where applicable, the relevant section number for each step of the flowchart is given in parentheses. 
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ackets for quanta of kinetic (thermal or internal) energy, although
e sometimes use the term photon more loosely or generically. The

nergies carried by these packets are often also referred to as weights,
ith the symbol ε. SIROCCO is a grid code, meaning that the density

nd velocity fields are discretized into a series of volume elements
hich we refer to as cells throughout (see Section 6 for more details).
ach cell is defined by its location, and stores its own set of plasma
onditions (temperatures, ion abundances, etc.) and MC estimators
ecording during radiation transport. We use subscripted N to refer
o numbers of quantities within the code (such as cycles, or r-
ackets), N i for ion densities, n e for electron density, and n i for level
opulations. We use H and C to denote heating and cooling rates and
 for collisional rate coefficients. We use centimetre-gram-second
nits within both the code and this paper. 

 R A D I AT I V E  TRANSFER  A N D  PHYSICAL  

ROCESSES  

IROCCO has two modes of operation when it comes to radiative
ransfer: the first is the hybrid macro-atom mode, which is usually
he more physically accurate; the second is the classic mode, which
as been e xtensiv ely used by our collaboration in the past and
s still the more appropriate choice for certain applications. We
ill use this language throughout in describing the two modes of
peration. Although both of these modes are designed with the same
undamental physical principles in mind, they differ first in how they
nforce energy conservation and radiative equilibrium, and secondly
NRAS 536, 879–904 (2025) 
n how they handle line transfer and the model atom. Below, we
escribe these two approaches in more detail and provide a schematic
iagram in Fig. 3 ; we refer the reader to Noebauer & Sim ( 2019 ) for
 more complete re vie w of different MCRT procedures. 

.1 Hybrid macro-atom mode 

s recently re vie wed by Noebauer & Sim ( 2019 ), most early
C radiative transfer codes followed photon packets through a

tructure and summed the photons that escaped to obtain a simulated
pectrum. As these packets proceeded through the wind, the energy
r weight represented by the pack et w as reduced due to the effects
f absorption. 
Ho we ver, as was realized by Abbott & Lucy ( 1985 ) and Lucy

 1999a ), treating the quanta that are transported in an MC radiative
ransfer code as indivisible packets of comoving frame energy –
ather than allowing the energy represented to decrease – has signifi-
ant advantages; not least of these advantages is that, throughout the
alculation, it rigorously imposes (and therefore ensures) comoving
rame energy conservation at the point of interaction. Thus whenever
 quantum of radiant energy (an r-packet) deposits energy into the
ind during an interaction, an immediate (probabilistic) decision is
ade that determines how this energy reemerges. 
As an example, consider an r-packet undergoing a bound-free

nteraction. In a real photoionization event, some photon energy goes
nto liberating the electron from its atomic orbital (with threshold
nergy hν0 ). The remainder, h ( ν − ν0 ), goes into the kinetic energy
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Figure 3. A schematic illustrating the two principal modes of operation of 
SIROCCO , sho wing ho w the two modes dif fer in the enforcement of radiati ve 
equilibrium and energy conservation. 
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2 The phrase ‘asymptotically reproduces’ undersells the advantages of indi- 
visible packet and macro-atom schemes. Lucy ( 2002 ) showed that the macro- 
atom scheme is quite insensitive to errors in level populations and can get 
remarkably close to the correct emissivities even before the calculation has 
converged (see his section 6). This property – which ultimately comes from 

the enforcement of energy conservation and statistical equilibrium at the 
interaction point – helps with the convergence rate, but also means a fairly 
reliable result can often be obtained even if the calculation is not fully self- 
consistent. 
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f the electron, which ultimately shares this energy with the ‘thermal 
ool’ of the plasma. The liberation of the electron represents an 
nergy flow into the energy reservoir associated with the internal 
xcitation/ionization energy of the species. In a steady state, this 
ust be matched by an equal radiative energy flow out of the same

xcitation/ionization energy pool (e.g. via bound–bound or bound–
ree emission). Similarly, the kinetic energy of the liberated electron 
epresents an energy flow into the thermal pool, and this must be
atched by an equal radiative energy flow out of the thermal pool

via any allowed thermal emission process). 
In indivisible packet approaches, these energy flows are rep- 

esented statistically. Thus, each time there is a photoionization 
nteraction, a choice is made to either (i) create a new k-packet (which
epresents kinetic or thermal energy) or (ii) interact with the rele v ant
on. These choices have relative probabilities ν0 /ν and ( ν − ν0 ) /ν, 
espectiv ely. Ev entually, a new r-packet is generated with the same
omoving frame energy, but not necessarily the same frequency, as 
efore the interaction. 
The vehicle for handling the interaction between packets of 

adiant energy and the atoms/ions in the gas is a construct called
 macro-atom (Lucy 2002 , 2003 ). Its purpose is to ensure that the
nergy flows through the ‘excitation pool’ of the plasma are handled 
orrectly. Within this framework, each atom is represented by a 
eries of bound levels for all of the ions of a particular element.
he levels are connected to one another by a series of transition
robabilities, both radiative and collisional. When a macro-atom is 
xcited, the probability that it transitions to another state depends 
n the atomic properties of all connected states, on the current
ccupation numbers for the v arious le vels of the element and on
ther local parameters of the plasma, such as the electron density
nd temperature. The levels within a macro-atom and the transition 
robabilities between them bear close analogy to real atomic energy 
e vels and radiati ve/collisional transition rates. Ho we ver, in the
acro-atom formalism, the sampling of the transition probabilities is 

esigned to model the energy flows through the macroscopic system. 
s shown by Lucy ( 2002 ), this approach asymptotically reproduces

he correct emissivity, 2 of the plasma and also allows one to obtain
n accurate frequency distribution of the radiated energy, including 
ll the important bound–free and bound–bound processes. 

The initial implementation of the macro-atom within SIROCCO 

as carried out by Sim ( 2005 ), with the hybrid macro-atom scheme
riginally described by Matthews et al. ( 2015 , hereafter M15 ). The
hybrid’ aspect of this scheme comes from the fact that SIROCCO

an operate with some ions being treated as multilevel macro-atoms, 
nd some within a simplified two-level atom framework; we use 
he phrase simple atoms to refer to the latter. Simple atoms do
av e associated lev els, lines, and photoionization cross-sections, 
ut line transfer is carried out with a two-level approximation, and
ecombination is modelled less accurately. In our modelling work to 
ate, we have typically treated H and He as full macro-atoms and the
etals as simple atoms. The latter choice is partly for convenience. 

n the past, there have been significant performance hits from using
acro-atoms, particularly in dense regions, although this is less of 
 problem now due to the implementation of efficient Markov chain
echniques. Ne vertheless, de veloping full macro-atom data sets takes 
ime and requires high-quality atomic data. A further limitation is 
hat including macro-atoms can be rather memory intensive, because 
any MC estimators must be stored for each grid cell. 

.2 ‘Classic’ mode 

n the original Long & Knigge ( 2002 ) code, we did not make
se of indivisible pack ets, k-pack ets or macro-atoms. Instead, we
sed a scheme in which photon packets could lose energy. In this
cheme, all atoms were treated as simple atoms, so that bound–
ound interactions were only treated via a two-level atom and 
scape probability formalism. We have continued to use this mode 
f operation – which we refer to as classic mode – regularly over
he years. In this approach, electron scattering and bound–bound 
nteractions are treated as scattering processes, but bound–free and 
ree–free interactions are treated as true absorption processes. As 
 result, as photons traverse the wind, some of their energy is
bsorbed and their weights are reduced. (For sufficiently high-energy 
hotons, electron scattering can also cause energy transfer from an 
-packet to the plasma via the Compton effect.) For the calculation
MNRAS 536, 879–904 (2025) 
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o be self-consistent, the energy absorbed by the wind needs to
e reradiated. Thus, in classic mode, the wind itself becomes a
adiation source – albeit, in a converged model, not a net one

along with the external radiation sources, such as the star and
he disc. 

The hybrid macro-atom mode is, in principle, more physically
ccurate than the classic mode. In particular, it is required to
nsure adequate energy conservation in highly optically thick en-
ironments and/or whenever accurate recombination line fluxes are
eeded (e.g. for the Balmer series of H). The classic approach
s typically sufficient when one is interested mainly in permitted
ines linked to the ground state, such as C IV 1550 Å. Even for
lements that are not modelled as full macro-atoms, the ionization
tate is still calculated accurately (see Section 7.1 ). Differences
etween the two methods will be highlighted in the sections that
ollow. 

.3 Radiati v e processes and interactions 

IROCCO includes a number of different radiative processes, each
f which constitutes a source of opacity and emissivity within the
ind plasma. We do not provide an exhaustive list of equations here

instead see e.g. Matthews 2016 ), but do provide a brief overview of
he implementation of each of these processes within each mode of
peration. Further discussion of the radiative transfer, rate estimators,
nd ionization/thermal effects associated with these processes can be
ound in Sections 5.2 , 5.3.1 , and 5.3.2 , respectively. 

.3.1 Bound–bound interactions (line transfer) 

ine transfer is calculated assuming the Sobolev approximation
Sobolev 1957 , 1960 ; Rybicki & Hummer 1983 ). No allowance
s made for natural or thermal line broadening; this simplifies the
dentification of the Sobolev surfaces. Collisional processes are
ncluded, using where possible tabulations of collisional cross sec-
ions from the CHIANTI database (Dere et al. 1997 , 2023 ). If detailed
ollisional data are absent, the van Regemorter ( 1962 ) approximation
s used. Photons can be re-emitted isotropically, or more usually,
referentially in the direction of lowest optical depth in the line.
he latter is achieved by MC sampling of the direction-dependent

ocal Sobolev optical depth. Optical depths of resonance lines can
e large, and hence we use an escape probability formalism (see,
K02 ; Rybicki & Hummer 1983 ) when calculating relative radiative
nd collisional de-excitation rates. For example, the radiative de-
xcitation rate from level u → l is given by R ul = βul A ul n u , with
ul the usual (angle-averaged) Sobolev escape probability for that

ransition, and A ul the corresponding Einstein coefficient. Similarly,
he ef fecti ve bound–bound radiati ve absorption rate from l → u is
iven by R ul = B lu n l J est . Here, J est is the MC estimator for the mean
ntensity given by equation (4) of Matthews et al. ( 2015 ), which
ncludes the influence of direction dependence in the Sobolev optical
epth. 
Bound–bound interactions of r-packets with macro-atom lines

esult in the acti v ation of a macro-atom state, denoted r → A 

∗,
ith the level of activation corresponding to the upper level of the

ine transition. The MC transition probabilities are then sampled
either by an MC ‘jumping’ procedure (Lucy 2002 ) or using

 faster matrix scheme (Ergon et al. 2018 ) – to determine the
eacti v ation process. This is not strictly confined to bound–bound
nteractions, as the continuum state can interact with the bound levels
ithin the macro-atom. If deacti v ation occurs via a bound–bound
NRAS 536, 879–904 (2025) 
ransition, a choice is made whether to create an r- or k-packet based
n the relative collisional ( C ul ) and radiative ( R ul ) de-excitation
ates. 

For simple atoms, line transfer is treated in the two-level ap-
roximation, allowing for the possibility of collisional de-excitation.
n the classic mode of operation, the weight (i.e. energy) carried
y an r-packets is typically reduced during each interactions. The
emainder of the weight goes into the thermal pool, i.e. it heats the
lasma. In hybrid macro-atom mode, r-packets are indivisible, i.e.
heir weight remains unchanged before and after each interactions.
nstead, a probabilistic choice is made to create either a k-packet or
n r-packet, based on the collisional and radiative rates. Upper level
opulations are calculated using an on-the-spot approximation (as
iscussed in detail by LK02 ). For simple atoms – i.e. non macro-
toms – most of our included line transitions are from the ground
tate, but we do model some transitions from excited configurations.
n this case, the lower level population is also calculated using an
n-the-spot approximation. 

.3.2 Photoionization and recombination 

s an r-packet propagates through the plasma, SIROCCO keeps
rack of the cumulative optical depth associated with all of the
hotoionization opacities the packet encounters. In hybrid macro-
tom mode, each photoionization event is immediately followed by
he acti v ation of a macro-atom or the generation of a k-packet. The
robability of these outcomes are calculated from the corresponding
nergy flow rates. In this mode, the (comoving frame) energy of
he packet is strictly conserved, but there is no requirement that
he r-packet that is eventually created has to be associated with
he recombination cascade produced by the original photoionization
 vent. 3 Ho we ver, in its sampling of the macroscopic energy flow
ates through different atomic processes, the macro-atom approach
oes capture (asymptotically, but accurately) the recombination
mission that can occur in reality from a recombining electron. This
rocess is particularly important for H and He, both in terms of
ontinuum reprocessing and observed line emission. We therefore
sually model these elements with the ‘full’ (multilevel) macro-atom
ormalism, while other elements are treated within the two-level atom
pproximation. 

In classic mode, photoionization is treated as a continuous ab-
orption process, which reduces the weight of an r-packet as it
asses through the plasma. In this mode, the radiative recombination
ooling rate is used to generate photons in the wind (although
t present dielectronic recombination cooling does not produce
hotons). In both modes, the energy absorbed via photoionizations is
ogged as a heating process for thermal balance calculations. Finally,
hotoionizations and recombinations are also included in solving for
he ionization state (for both simple atoms and macro-atoms) and the
evel populations (for macro-atoms). 

.3.3 Fr ee–fr ee (br emsstrahlung) 

ree–free absorption and emission are included as both radiative
nd thermal (heating/cooling) processes. We use frequenc y-av eraged
aunt factors for free–free emission as tabulated by Sutherland

 1998 ). In hybrid macro-atom mode, a free–free interaction creates
 k-packet via an r → k transition (which is processed exactly as
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ny other k-packet). Free–free cooling is also included as a k → r 

rocess, with the relative probability of this process chosen in 
roportion to the local free–free cooling rate. Conversely, in classic 
ode, free–free absorption is treated as a continuous absorption 

rocess, reducing r-packet weights. The free–free emissivity is then 
sed to determine the number of r-packets created within the wind 
ia free–free emission at the beginning of an ionization or spectral 
ycle. 

.3.4 Electron/Compton scattering 

s an r-packet mo v es through the wind, the Compton opacity it
ncounters can lead to both a scattering interaction and the transfer
f energy to the plasma. the total Klein–Nishina cross-section. When 
 Compton scattering event happens, the new r-packet direction is 
andomly selected based on the angular distribution of the differential 
lein–Nishina cross-section. The frequency of the scattered r-packet 

s reduced by an appropriate factor, and the weight of the r-packet is
lso reduced to maintain the correct photon number (in both hybrid 
acro-atom and classic modes; in the former case this represents 

ne exception to the general rule of not changing the comoving 
rame packet energy). This process produces a Compton-hump in 
ppropriate conditions. 

Compton heating is treated via an ef fecti ve heating opacity that
lectrons present to the r-packet, which is proportional to the ‘energy 
xchange’ cross-section, as defined in the CLOUDY documentation 
see Hazy 3, equation 6.6). This modification to the Thompson 
ross-section takes account of the fact that the energy transferred 
rom an r-packet to the electron pool depends on the energy of the
hotons. This energy is added to the heating rate in the cell, and in the
imple-atom case the weight of the r-packet is reduced by the same
mount. 

Compton cooling (or inverse Compton scattering) is also included 
n the thermal balance, with the cooling rate given by an integral over
he mean intensity and the inverse Compton cross-section βComp σT . 
he latter takes account of the fact that the mean energy lost from

he electrons to the photons depends on the photon frequency. The 
nalytic expression we use for βComp ( ν) once again comes from the
LOUDY documentation (see Hazy 3; equation 6.7). No r-packets 
re generated directly to match this cooling rate; instead, the energy 
oss is taken into account by reweighting during Compton scattering 
vents. 

 R A D I AT I O N  S O U R C E S  A N D  SINKS  

.1 Radiation sources 

IROCCO is intended primarily to model accretion disc systems 
omprised of a central object, a star or BH, and an optically thick
isc (and in some cases a secondary star 4 ). The central object must
ave its mass and radius specified, and stars must also have a defined
f fecti ve temperature. The central object can radiate as a blackbody,
s a bremsstrahlung source, or as a power law source (specified by
 2–10 keV luminosity and a spectral index). Spectra interpolated 
rom grids of models, e.g. Kurucz models, for stars and discs
re also available. r-packets are generated from the entire central 
bject surface with the angle of emission at any point following 
 The secondary star does not radiate, but is used to suggest an outer radius for 
he disc. It also blocks radiation in the calculation of the detailed spectrum as 
 function of orbital phase. 

I  

n  

e  

c  

a

he Eddington approximation. For CV systems, emission from a 
oundary layer may be specified in terms of a luminosity and
emperature, without the enforcement of the Stefan–Boltzmann law. 
he boundary layer is also assumed to radiate from the entire surface
f the star. For BHs, a lamp-post model is implemented so that
adiation can originating from a specified height abo v e and below
he origin. Finally, there is the flexibility to include any user-defined
pectral energy distribution (SED) emanating from the central object, 
ith a few options available for the angular distribution. 
The disc can be flat or vertically extended with a height, z disc ∝ r γd .
e normally adopt the standard temperature distribution for a steady 

tate accretion disc (Shakura & Sunyaev 1973 ) that transfers material
t a fixed rate ṁ disc onto a central object of a given mass M and
adius R. Arbitrary temperature distributions – for example, from 

alculations including the effect of mass loss or irradiation – can also
e imported from an input file. The disc can radiate as a collection of
lackbody spectra or as collection of stellar atmospheres (or any set
f model spectra specified by a temperature and a gravity). As in the
ase of radiation from a star, the Eddington approximation is used to
etermine the angular distribution of the emission from the surface 
f the disc. There is also an option to include a colour correction of
he form given by Done et al. ( 2012 ). 

.2 The wind as a radiation source 

n hybrid macro-atom mode, the wind is not source of radiant energy.
s r-packets pass through the wind, they acti v ate macro-atoms. In the
rocess, an r-packet which originated from, for example, a thermal 
ccretion disc continuum, can be converted to a recombination 
hoton. This is achieved by sampling the macro-atom transition 
robabilities formulated according to statistical equilibrium. 
In classic mode, ho we ver, radiati ve equilibrium and energy con-

ervation within the wind is not enforced at the point of interaction.
nstead, as r-packets pass through the wind, they lose energy to all
rocesses apart from resonant and electron scattering. Photoioniza- 
ion and free–free emission are treated as pure absorption processes. 
he effects of collisional de-excitation from line interactions result 

n additional energy loss. To account for this deposited energy, the
ind is a source of radiation in classic mode; r-packets are generated

n each cell of the wind, depending upon the plasma state at the
eginning of a cycle. The electron temperature is established as 
escribed in Section 5.3.2 . 

.3 Surfaces and boundary conditions 

ack ets are track ed until they are destro yed, or until they reach the
uter domain edge, at which point they are assumed to propagate to
nfinity along their current trajectory. The outer boundary can thus 
e thought of as a free-streaming boundary for r-packets, but there
re also internal boundaries within the simulation: typically, a central 
ompact object at the origin and an accretion disc at the mid-plane.
ow a packet is processed when it encounters one of these surfaces is
etermined by the user. There are three possibilities. First, the photon
an be ‘absorbed’, in which case the r-packet is simply lost and has
o further effect on the rest of the simulation; this represents a net
ink of radiation. Second, the photon can be used to heat the surface.
n this case, the temperature of the surface will be increased in the
ext ionization cycle by the amount required to ensure that all of the
nergy absorbed in the previous cycle is re-emitted. Third, the photon
an be ‘scattered’, i.e. the photon is reflected from the surface with
ngular distribution given by the Eddington approximation. This is 
MNRAS 536, 879–904 (2025) 
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ost physically appropriate when surface interactions are dominated
y electron scattering. 

.4 Other sinks of radiation 

t present, there are relatively few sinks of radiation in SIROCCO .
s mentioned abo v e, a surface, such as the disc or compact object,

an be a sink of energy depending on the choice of surface reflection
reatment. In addition, we choose to destroy energy packets if they
catter e xcessiv ely (typically more than 2000 times) or if their weight
rops below a critical threshold. However, perhaps the most common
ink for radiative energy is adiabatic cooling of the gas, an energy
oss that occurs when streamlines in a flow diverge ( ∇ · v > 0). This
ffect amounts to a loss of energy from the thermal pool. The rate
t which energy is gained or lost is given by P ( ∇ · v ), where P is
he gas pressure and v is the local velocity. To account for adiabatic
ooling, we destroy a certain proportion of packets when they become
-packets after an interaction, with a probability set by the adiabatic
ooling rate divided by the total cooling rate (see equations 1 and
 of Matthews et al. 2016 ). We do not currently generate additional
-packets due to adiabatic heating in a flow with ne gativ e v elocity
i vergence, but this ef fect could in principle be included along with
n y non-radiativ e process. Accounting for adiabatic heating and
ooling is slightly simpler in classic mode, because we generate
ind photons at the beginning of each cycle, with the number of
hotons per cell being proportional to the emissivity. In this case,
he energy loss or gain is accounted for implicitly. This is because
he total cooling is iteratively adjusted to match the total heating in a
ell (see Section 5.3.2 ), but without energy packets being explicitly
enerated or destroyed to represent adiabatic heating or cooling. 

 C O D E  O P E R AT I O N  

e describe the operation of SIROCCO in an approximate order of
 x ecution, follo wing the flo wchart sho wn in Fig. 2 , but starting from
ust after the setup phase. The creation of wind models and coordinate
rids is described in Section 6 . 

.1 Photon ( r -packet) generation 

e generate r-packets at the beginning of each cycle, and they are not
estroyed until they leave the system or encounter one of the radiation
inks (Section 4.4 ). The basic principle behind photon generation in
IROCCO and most time-independent MCRT codes is that r-packets
epresent quantized radiative energy with individual packet energies
or weights) given by 

= 

�E 

N γ

= 

Ė �t 

N γ

, (1) 

here N γ is the number of r-packets generated, and �t does not
epresent any kind of time dependence, but is a somewhat arbitrary,
re-defined time interval. We set �t to one second such that Ė can
e associated with the luminosity of the system. In simulations that
nclude multiple radiation sources, inde x ed with j , the weight of
ach r-packet is similarly given by 

= �t 

∑ sources 
j 

∫ νmax 

νmin 
L ν,j d ν

N γ

. (2) 

n this case, ε represents a single photon generation band from νmin 

o νmax . The total luminosity of the photons generated corresponds
o the luminosity of the external sources in the case of macro-atoms,
NRAS 536, 879–904 (2025) 
nd in addition to the luminosity of the wind in classic mode. Note
hat in the latter case, we do not mean the luminosity of the photons
hat escape to infinity, but rather the emissivity of the wind integrated
 v er the volume of the wind. When wind photons are generated, the
umber of wind photons generated per cell is directly proportional
o the volume times the emissivity of the cell. 

During spectral cycles, we do indeed use a single band to
enerate r-packets, typically a fairly narrow one corresponding to
he wavelength range of interest. Ho we ver, there is no necessity for
ach r-packet to hav e e xactly the same weight, and indeed this is
ften suboptimal in ionization cycles. Rather, the user can specify a
ariety of ways to apportion the number of photon bundles in various
requency ranges to approximate the spectrum of the radiation
eld within the grid, with their weights adjusted accordingly; this
stratified sampling’ process works by defining a minimum fraction
f photons f i in a giv en frequenc y band i spanning frequencies
i , νi+ 1 , such that the weight of r-packets generated in this band is
iven by 

i = �t 

∑ sources 
j 

∫ νi+ 1 
νi 

L ν,j d ν

f i N γ

. (3) 

f for any reason the radiated energy within a given band is zero, f i 
s also zeroed for that band, and the other f i values are renormalized
o sum to one. Choosing the best stratified sampling approach is
n important consideration for accurately calculating the ionization
tructure of the wind while minimizing the total number of photons
enerated in each cycle. 
With weights specified, the remaining variables that initialize an r-

acket are its direction ( θ, ϕ), position, and frequency ( ν). The initial
irection and location are chosen depending on the radiation source
he r-packet is assigned to. For example, for a star, a random location
n the stellar surface is generated, and the direction is chosen by
ampling p( θ, ϕ)d θd ϕ = η( θ ) sin θ cos θd θd ϕ, where η( θ ) represent
 limb-darkening function obtained from the standard Eddington
pproximation. Alternatively, the central object could correspond to
n isotropic point source. For the accretion disc, the direction is
hosen in a similar manner to the stellar case, while the initial radius
s chosen by sampling the radial emissivity profile of the disc. The
atter is achieved for each frequency band by breaking the disc up
nto 3000 annuli, with boundaries adjusted so that each generates the
ame luminosity. We then choose a random annulus to emit from. 

We choose the frequency of r-packets by first assigning them a
ource, such that the number of packets for each source in band i,
 γ,j,i satisfies 

∑ 

j N γ,j,i = f i N γ and N γ,j,i εi = 

∫ νi+ 1 
νi 

L ν,j d ν. This
nsures that the number of packets generated correctly produces
he required band-limited luminosity of that source and matches
he desired stratified sampling strategy. The frequency of a given
acket from source j is then chosen from a probability distribution
( ν) ∝ L ν,j . The exact procedure here depends on the source in
uestion, b ut typically inv olv es e xploiting cumulativ e distribution
unctions (CDFs). These CDFs are calculated either numerically
r analytically, as appropriate for the form of the spectrum (see
K02 ). In classic mode, r-packets frequencies are ef fecti v ely fix ed

aside from Doppler shifts and recoil effects in Compton scattering)
hroughout their transport, but their weights can be reduced. In
ybrid macro-atom mode, r-packets have fixed weights, but their
requencies can shift during interactions. 

The choice of N γ , the number of r-packets generated per cycle,
s important. The key point is that a good representation of the local
adiation field is required in any wind region that might contribute
ignificantly to the emergent spectrum. The estimators required to
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btain this representation are constructed from photon passages 
hrough the rele v ant wind region. The number of r-packets therefore
as to be large enough to yield sufficiently accurate and precise 
stimators o v er the entire rele v ant frequency range. 5 In addition, there
ill ideally be enough r-packets that other important MC estimators 

see Section 5.3.1 ) are not o v erly noisy. The number of photons one
equires to impro v e a solution from its current state depends on how
ar one is from the final solution. Therefore options are provided to
ary the number of photons per cycle logarithmically (see Section 
.1.1 ). Finally, the total number of photons ( N γ × N s ) must provide
he user with a reasonable signal-to-noise ratio (S/N) in the final 
utput spectrum. 

.2 Photon transport and special relativity 

hoton transport in SIROCCO takes place in 3D, allowing fully for the
ffects of special relativity. Whenever an r-packet has been created 
r undergone an interaction, a uniform random number p between 
 and 1 is used to generate the optical depth to the next interaction.
his ‘interaction’ optical depth is given by 

int = − ln ( p) . (4) 

ach r-packet is transported through the wind (on a cell-by-cell 
asis) until it reaches an optical depth τint , hits a surface or
scapes from the system. Continuum opacities (Compton scattering, 
ree–free, and bound–free) are built up gradually throughout the 
ell, whereas bound–bound opacities are incremented at individual 
obole v surfaces, follo wing the accumulation procedure described 
y, e.g. Mazzali & Lucy ( 1993 ) and Noebauer & Sim ( 2019 ). Once
≥ τint , a decision is made to process the packet depending on the

elative contributions of each opacity source. 
For much of its life, SIROCCO made the assumption that outflow 

elocities were small compared to the speed of light. Doppler 
hifts were therefore treated to linear order in v/c, and no other
orrections associated with relati vistic ef fects were considered. 
o we ver, SIROCCO no w fully incorporates special relati vistic ef fects,

nd it explicitly distinguishes (and correctly transforms) between the 
omoving (local/fluid) and laboratory frames. Energy is conserved in 
he comoving frame, and the rele v ant special relati vistic transforma-
ions are applied when converting between frames. SIROCCO therefore 
ccounts for angle aberration, as well as for the frame-dependence 
f photon frequencies and weights (see e.g. Castor 1972 ; Mihalas &
ihalas 1984 ). 
We take a mixed-frame approach to radiative transfer, in that we 
ake convenient choices as to which frame to use for a given task,

ollowing, e.g. Lucy ( 2005 ). The simulation grid mesh is defined
n the laboratory frame, and so is photon transport between wind 
ells. Opacities are generally calculated first in the comoving frame 
since internally we store model densities in the local frame) and 
ranslated to the laboratory frame. This is done by using either the fact
hat τ is a Lorentz invariant or by direct translation of (continuum) 
 If one is simulating the spectrum of a fixed wind structure in radiative 
quilibrium, cells which recei ve fe w photons from external sources do not 
ontribute significantly to the observed spectrum of the object, and it is less 
mportant that the radiation field of such cells be well defined. As a result one 
an tolerate some cells with few photon passages. If however, one wants to 
se s IROCCO as the radiation part of a hydro simulation, then the temperature 
nd pressure in all cells needs to be determined accurately and to do this, one 
ust ensure that the radiation field in all cells is well defined by sufficient 

umbers of photon passages. 

s  

t  

b  

l

σ

T  

o  

m  
pacities from the comoving to laboratory frame, viz. Castor ( 1972 ,
quation 2) 

ν = 

νo 

ν
κν,o . (5) 

f an r-packet scatters, the photon is transformed to the local frame,
 new scattering direction and in some cases frequency and weight is
elected depending on process. Then, the photon is converted back to
he laboratory frame and a new τscat generated. This process therefore 
ccounts for relativistic aberration through the transformation of the 
-packet direction. In general, estimators of the radiation field as well
s all the atomic and heating/cooling processes, are calculated in the
omoving frame of the fluid. 

.3 Ionization cycles: determining the plasma state 

.3.1 Monte Carlo estimators 

uring photon propagation, MC estimators are recorded which are 
sed to characterize the mean intensity of the radiation field, J ν , in
he cell and estimate the rate of any process which depends on this
such as photoionization or radiative heating processes). Following 
ucy ( 1999a ), we generally construct volume-based estimators. For 
xample, the MC estimator for the mean intensity has the form 

 ̄ν �ν = 

1 

4 π

1 

�V 

∑ 

�ν

εi �s, (6) 

here the sum is o v er all r-packets within the comoving frame
requency range ν, ν + �ν. In practice, within SIROCCO , we do
ot calculate this estimator across a large number of frequency 
ins, because this is both noisy and often unnecessary. Instead, we
ncrement individual estimators for macro-atom processes (i.e. for 
pecific bound–bound and bound–free transitions) in the forms given 
y Lucy ( 2003 ). 
For the ionization states of simple atoms, a model for the mean

ntensity is required. We al w ays record the total mean intensity, J̄ ,
rom equation ( 6 ), with �ν co v ering the full frequency range. We
lso record the mean frequency of r-packets passing through the cell,
eighted by the path length, given by 

= 

∑ 

paths εave ν�s ∑ 

paths εave �s 
, (7) 

here εave is the mean energy carried by an r-packet as it travels
 distance �s in the cell. The radiation temperature, T r , and
ilution factor, W , can then be estimated as T r = ( h ̄ν) / (3 . 832 k B )
nd W = πJ̄ / ( σT 4 r ) where σ is the Stefan–Boltzmann constant.
hese quantities are also used for assessing convergence (Section 
.3.3 ) and calculating level populations (Section 5.3.2 ). The user
hen has the option to model the mean intensity either as a dilute
lackbody ( J ν = W B ν( T r )) or following the procedure described by
igginbottom et al. ( 2013 ). In the latter case, we construct a model

or the mean intensity by splitting the entire frequency range into a
eries of coarse bands, where the bands are usually explicitly tied
o the photon generation (but with a minimum of seven frequency
ands for the spectral model). In each band, we make use of the band-
imited versions of ν̄, J̄ and the standard deviation of the frequency, 

ν = 

√ ∑ 

ν2 εave �s ∑ 

εave �s 
− ν2 . (8) 

hese three moments of the mean intensity are collected in a series
f frequency bands, so that the specific mean intensity j ν can be
odelled in each cell of the wind. We model the specific mean
MNRAS 536, 879–904 (2025) 
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ntensity in each band using either a power law or exponential
epresentation, which we choose between based which most closely
atches the standard deviation of packet frequencies. The full

pectral model is then used in the ionization calculation described in
ection 5.3.2 . 
In addition to rate estimators and estimators characterizing the

adiation field, we also record heating rate estimators for each
adiative heating process. Typically, this involves incrementing an
stimator by the heating contribution εi κ( ν) �s for each r-packet
s it travels a distance �s in a cell. In hybrid macro-atom mode,
here is then also the possibility that a k-packet will be created,
hile in classic mode, the r-packet weight is reduced to account

or the energy transfer to the thermal pool. Both modes should
symptotically produce the same results. The full set of macro-atom
eating estimators are given by Matthews et al. ( 2016 ). 

.3.2 Thermal, ionization, and excitation state: the wind update 
tep 

he purpose of the ionization cycles in SIROCCO is to establish the
hermal, ionization, and excitation state of the wind plasma. This
rocess requires multiple iterations because it involves the solution
f a coupled radiative transfer problem: the radiation field and
onization state are non-linearly and non-locally dependent on each
ther. We initialize the ion abundances in a model using the Saha
quation with a user-defined initial electron temperature for the wind,
 e, 0 . At the end of each ionization cycle, we update the ionization
nd thermal structure of the wind based on the MC estimators that
ere constructed during the cycle. 
During each cycle, once all the r-packets have been transported

hrough the wind, we update the temperature structure, defining the
urrent temperature T e,n . The first step is to calculate, for each cell, a
ew guess at the electron temperature, T e, opt : this is the temperature
ithin the range 0 . 7 T e,n < T e, opt < 1 . 3 T e,n that results in the cooling
ost closely matching the heating rate obtained from the rele v ant
C estimators. The impro v ed estimate of the electron temperature

n the cell for the ne xt c ycle, T e,n + 1 , is then obtained from the formula 

 e,n + 1 = (1 − G) T e,n + GT e, opt , (9) 

here G is a ‘gain’ factor between 0.1 and 0.999 that varies
trategically from cycle to cycle depending mostly on the difference
etween T e,n and T e, opt . We adopt this procedure so as to prevent
arge changes in temperature and dramatic changes in, e.g. the wind
missivity from cycle to cycle. The goal here is to iterate smoothly
nd gradually towards a converged solution in which heating and
ooling rates balance. At this point, the thermal structure of the wind
hould no longer change significantly from cycle to cycle. 

In addition to updating the temperature, we also calculate the ion
bundances at this stage. The exact treatment of ionization can differ
etween macro-atoms and simple atoms, but our principle method
nvolves a rate matrix calculation. For simple atoms, the photoion-
zation rate for each transition is obtained by numerically integrating
he modelled mean intensity obtained from estimators as described
n Section 5.3.1 . We typically use total recombination rates from
he literature including dielectronic recombination, although using
he Milne relation is also an option for deriving the recombination
ates in the absence of this data. Given a set of photoionization and
ecombination rates, we then populate a square rate matrix R with
ize determined by the total number of ions. This allows us to set
p the system R N = 0 , where N is a vector of the ion populations.
o close this system of equations, we finally impose that the ion
NRAS 536, 879–904 (2025) 
bundances in each element must sum to the total abundance of
hat element and solve the matrix equation using the GNU scientific
ibraries (GSL) implementation of LU decomposition (Turing 1948 )
o obtain the solution vector N . We repeat the calculation until we
av e conv erged on n e (that is, the value of n e from one iteration to
he next changes by less than 0.03). This iterative process is required
ecause n e depends on the ionization state, but the ionization state
epends on n e via the recombination rates. 
In addition to the rate matrix method, we also provide various

ther options for calculating simple ion abundances. There are
wo diagnostic modes in which we assume local thermodynamic
quilibrium (LTE, based on either T e or T r ). It is also possible to
se an on-the-spot approximation and a modified version of the
n-the-spot approximation (Mazzali & Lucy 1993 ), as described in
etail by LK02 . Finally, one can impose a fixed ionization state,
niform in space, by manually specifying the fractional abundances
f individual ions. 
The level populations of simple atoms are also needed in order to

alculate bound–bound and bound–free opacities. If the model for
he mean intensity is that of a dilute blackbody radiation field then
he level populations are approximated using the dilute Boltzmann
pproximation. That is, the population of level j relative to the ground
tate n 1 is then given by 

n j 

n 1 
= W 

g j 

g 1 
exp ( −E j /kT r ) . (10) 

here g j is the statistical weight. In the case of a more complex local
adiation field, we make the assumption that all two-level ions are in
he ground state. 

Historically, and by default, macro-atom ionization and excitation
tates are obtained simultaneously by solving the equations of
tatistical equilibrium based on the rate estimators from Lucy ( 2003 ).
he procedure is similar to the ion calculation abo v e, e xcept that size
f the square matrix R m 

is now set by the number of macro-atom
evels. The resulting system of rate equations is R m 

n = 0 , where n
s a vector of the fractional level populations. Again, we make use
f a closure relation – that the fractional level populations across
ll ions in an element must sum to one – and solve the resulting
atrix equation as abo v e to obtain n . F ollowing Luc y ( 2002 ) and
im et al. ( 2005 ), the photoionization and radiative excitation rates
btained from MC estimators and collisional processes are included.
ecombination rates are obtained from the Milne relation in this case

or each possible bound–free transition in the macro-atom. 

.3.3 Checking whether the calculation has converged 

ach SIROCCO run begins with a series of cycles designed to deter-
ine the ionization and thermal structure of the wind. Hopefully, each

onization cycle brings one to a converged solution. Since SIROCCO

s an MC code, the degree to which even a converged solution stays
onstant from cycle to cycle is limited by counting statistics. 

To check convergence in SIROCCO , we monitor the radiation
emperature T r , the electron temperature T e , and the total heating
 tot and cooling C tot in each cell as a function of the ionization cycle,
 . A cell is said to be converged if it satisfies the following tests: ∣∣∣∣T n e − T n −1 

e 

T n e + T n −1 
e 

∣∣∣∣ < δ (11) ∣∣∣∣T n r − T n −1 
r 

T n r + T n −1 
r 

∣∣∣∣ < δ (12) ∣∣∣∣H 

n 
tot − C n tot 

H 

n 
tot + C n tot 

∣∣∣∣ < δ (13) 
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here we set δ = 0 . 05. It is relatively rare that all of the cells in
 model will satisfy all of these criteria. That is partly because the
umber of r-packets that pass through a cell can vary considerably, 
nd the statistical noise depends on the number of photons. It is
mportant to note that, often, the cells that contribute most to the
pectra of an object will be those which have the most r-packets
assing through them. Ho we ver, this does not have to be the case
t all viewing angles. Typically, we consider a model to be well
onverged if ≈ 90 per cent of the cells meet these criteria. Ho we ver,
he convergence criteria are only advisory; the number of ionization 
ycles in a calculation is user-determined, and if the user decides the
alculation has not converged sufficiently, they can simply continue 
he calculation with more cycles and/or more r-packets. 

.4 Creation of the final spectrum 

he final stage of a SIROCCO simulation is the calculation of the
etailed spectrum at a series of user-requested viewing angles. During 
hese spectral cycles, we assume that one is interested in a limited
pectral range, and SIROCCO generates photons that all carry the same 
eight. The relative number of r-packets generated for the various 

ources is determined by the luminosity and spectrum of the source 
ithin the desired band. Photons from all spectral cycles contribute 

o the final spectrum; the only reason multiple cycles are needed 
t all is to limit memory requirements (by not having too many
hotons in existence at any one time). That said, the use of multiple
pectral cycles is also useful from a user perspective. Since it is not
l w ays obvious in advance how many photons are required in order
o achieve the required S/N in the output spectra, it is often helpful to
onitor the evolution of the synthetic spectra across spectral cycles. 

n general, we recommended choosing the best N γ for the ionization 
tate calculation and adjusting N s , the number of spectral cycles, to
chieve the desired S/N. 

In classic mode, the generation of the r-packets from the wind 
uring spectral cycles more-or-less mirrors that of the ionization 
ycles: for continuum processes, r-packets are apportioned based on 
he band-limited luminosity of each process. For line radiation, one 
nly need consider lines within (or near, within a typical Doppler 
hift) the desired wavelength band, and no particular preparation 
efore the spectral cycles is required. Ho we ver, in hybrid macro-
tom mode, the process is more complex. In the normal macro- 
tom formulation, the wavelengths of r-packets can change by 
arge amounts as a result of interactions. Thus, one cannot simply
enerate all of the photons from external sources. Instead, using 
he current state of the plasma and the known broad-band radiation 
eld, we undertake a macro-atom emissivity calculation just before 

he spectral cycles begin (see Fig. 2 ). Here, we calculate the band-
imited emissivities of all processes within the band. We use these 
missivities to generate r-packets similarly to the classic mode, 
hich accounts for the radiation that would have been generated 

n the desired band from macro-atom interactions. During photon 
ransport, all r-packets that interact with macro-atoms or k-packets 
re destroyed and do not contribute to the spectrum. The end 
esult is that both radiative equilibrium and comoving frame energy 
onservation are still enforced, but less directly than in the ionization 
alculation (that is, not strictly at the point of interaction). 

SIROCCO normally uses a ‘peel-off’ variance reduction method 
Yusef-Zadeh, Morris & White 1984 ) – also described by Knigge, 

oods & Drew ( 1995 ) as the ‘viewpoint’ technique – to construct
etailed spectra in a specific number of user-defined directions. In 
he peel-off method, every time a photon is created or scattered, 
IROCCO calculates the relative probability of the photon travelling 
n the each of the desired directions. The weight and frequency
f the r-packet is adjusted to reflect this probability and then
extracted’ from the system. Special relativistic effects are fully 
ccounted for and anisotropy of scattering or emission is also taken
nto consideration. During the extraction, all continuum opacities 
re treated as purely absorptive processes that reduce the photon 
eight. If the extracted photon encounters the disc or the primary

tar, the packet is processed according to different modes described 
n Section 4.3 . If the packet encounters the (optional) secondary star,
t is destroyed, which allows one to construct, for example, the in-
clipse spectrum of an accreting binary seen at high inclination. We
ave carried out extensive tests with SIROCCO to show that the extract
ethod agrees with what we term the ‘live-or-die’ method, where 

ne simply counts (correcting for solid-angle) r-packets escaping 
he system within ±0 . 2 ◦ of defined directions; the former method
roduces a much less noisy spectrum for a given number of r-packets 
ransported. 

.5 Logistical details 

.5.1 Parallelization 

ne of the main computational challenges of MCRT is that it can
e e xpensiv e. Since each photon packet is independent, MCRT
imulations – or, at least portions of them – fall into the class
f ‘embarrassingly parallelizable’ algorithms. In SIROCCO , parallel 
omputing is exploited to decrease the time spent on photon trans-
ort and ionization calculations by splitting the workload across 
ultiple processors using the Message Passing Interface 

 MPI ). MPI follows the distributed-memory paradigm, hence each 
arallel process requires its own copy of global variables, such 
s the simulation grid, atomic data, and MC estimators. This can
nfortunately translate into a large memory requirement when using 
 large number of processors, or a very high resolution grid. For
xample, SIROCCO can use about 1 GB of memory per process for
 simulation with a grid resolution of 150 × 150 and 10 8 photons.
ome models with larger grids and complex data sets, or extremely

arge N γ , can approach 8 GB per process. 
The process of generating r-packets is divided between MPI 

rocesses, such that for N p processes, each process transports N γ /N p 

-packets, sampled from the same frequency distribution, through 
he wind. Each process records its own estimators and diagnostic 
uantities, which are communicated and normalized between all 
he processes during the wind update step. The wind update step
nd macro-atom emissivity calculations are split such that each 
rocess works on a subset of the grid independently. Each process
hen communicates their subset back to the main process, which 
ommunicates the updated grid, in full, to each process for use during
he next photon transport cycle. 

The exact performance increase from running in parallel depends 
n the model used and how dominant each step in the calculation is,
n terms of cumulative run time. Generally speaking, the speedup for
he photon transport cycles is close to optimal, whilst the cumulative
un time drops off as the number of processes increases. Shown in
ig. 4 is the speedup for a quasar model from Matthews et al. ( 2016 ).
e have defined the speedup factor as the ratio of the multiprocess

un time, T N p , to the single processor one, T 1 . For N p � 120, the
peed up is nearly optimal. The curve then gradually flattens off, but
till shows significant impro v ements ev en for hundreds of processors.
he suboptimal speed up at very large N p is due to, in-part, increased
ommunication time, but also because parts of the code are e x ecuted
n serial and there can be uneven workloads between processes. 
MNRAS 536, 879–904 (2025) 
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M

Figure 4. The parallel speed up of a quasar model as a function of number 
of MPI processes N p . Near-optimal speed-up is obtained up to N p ≈ 120, 
and substantial speed-up can still be achieved at higher N p . 
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.5.2 User interface 

nputs to a SIROCCO simulation are provided using a parameter file
ith a k eyw ord value approach. There are two principal ways to
uild a model. One option is for the user to run SIROCCO in an
nteractive mode in which one is presented with a series of choices
f inputs. From this, the code creates a parameter file, which one
an then edit for future runs. Alternatively, a user can start with
ne of the provided example parameter files included within the
ode repository and adapt it accordingly. Many of the typical input
arameters are given in Table 1 , and they are fully described within
he code documentation. 

.5.3 Atomic data 

IROCCO uses atomic data assembled from a variety of sources, which
s read in from a series of ASCII text files at the beginning of each run.
he data are accessed in a hierarchical fashion so one can choose
hich atoms, ions, etc. to incorporate into a particular SIROCCO run.
his makes it possible to modify atomic data for testing or for a
pecific scientific purpose. The quality of the output spectra is directly
elated to the quality of the atomic data for a particular purpose.
ypically, we include the elements H, He, C, N, O, Ne, Na, Mg, Al,
i, S, Ar, Ca, and Fe, although this can be easily adapted. Given the
omplexity of the atomic data needed for running SIROCCO , we have
ollated four recommended data sets for the user, which are described
n the documentation. The documentation also provides more detail
n our atomic data sources and the limitations of each data set. We
lso provide an ancillary program, ATOMIX , for exploring atomic data
ets within a graphical user interface. Here, we provide only a brief
 v erview of the basic data sources and references. 
The photoionization cross-sections are obtained either from Top-

ase (Cunto et al. 1993 ) or Verner et al. ( 1996b ), with the latter
ource supplemented by cross-sections from Verner & Yakovlev
 1995 ) at high energies or when there are missing species. For
opBase, we hav e e xtrapolated the cross-sections out to 100 keV

o prevent unphysical discontinuities. We have also adjusted some
f the threshold energies using data from the NIST Atomic Spectra
atabase. 6 We obtain electron yield data (for Auger ionization) from
NRAS 536, 879–904 (2025) 

 https:// www.nist.gov/ pml/ atomic- spectra- database 

a  

C  

m  
aastra & Mewe ( 1993 ). Basic data on ions, such as ionization
otentials and ionization states come from V erner, V erner & Ferland
 1996a ), as do the majority of the 6000 lines in our standard set
f atomic data. Alternatively, one can use energy levels and lines
elected from the line lists assembled by Kurucz & Bell ( 1995 ).
o we ver, SIROCCO cannot handle the entire Kurucz line lists (see
ection 9 ), so in this case we include about 54 000 lines selected on

he basis of atomic abundances and oscillator strengths. The level
nformation for simple atoms is constructed from the line lists using
he technique described by Lucy ( 1999b ). We make e xtensiv e use
f the Chianti database (Dere et al. 1997 ; Del Zanna et al. 2021 ),
rom which we obtain radiative recombination rate coefficients, line
ollision strengths (following the fit coef ficients gi ven by Burgess &
ully 1992 ) and dielectronic recombination rates. We use free–free
aunt factors from Sutherland ( 1998 ). Ground state recombination

ates from Badnell ( 2006 ) are adopted where available, otherwise
he code defaults to calculating recombination rates from the Milne
elation. We use charge exchange rate coefficients from Kingdon &
erland ( 1996 ) and energy defects from Kingdon & Ferland ( 1999 ).

.5.4 Outputs 

he primary outputs of SIROCCO are spectra, which are written to
imple ASCII files. The actual structure of the wind grid, including
emperatures and ion abundances, is stored as a binary file, with
ncillary programs provided to convert these into other machine-
eadable table formats. 

 W I N D  MODELS  

IROCCO requires an input model with a specified density and velocity
eld. This can be achieved either by importing a model grid or by
aking use of one of the built-in kinematic prescriptions. 

.1 Imported models 

IROCCO is designed to be flexible. It can accept imported models in
D spherical coordinates or 2D cylindrical or spherical polar coordi-
ates. Models which are 2D are assumed to be both azimuthally and
eflection symmetric, that is they are intended to model a biconical
ind, emerging from both side of an axially symmetric disc. Models

an fill all of space, but do not necessarily have to do so. 
We have used imported model grids to study snapshots of hy-

rodynamic simulations in, so far , A GN (Higginbottom et al. 2014 )
nd TDEs (Parkinson et al. 2024 ). We also use this machinery when
unning full radiation-hydrodynamics simulations of XRBs, AGN,
nd CVs (see Section 8.5 ). We are currently engaged in an effort
o import self-similar magnetohydrodynamic (MHD) wind models
rom the so-called jet emitting disc framework (e.g. Jacquemin-
de, Ferreira & Lesur 2019 ) and have successfully applied SIROCCO

o self-similar MHD solutions in the context of FU Ori systems
Milliner et al. 2019 ). 

.2 Parametrized models 

IROCCO can generate several types of parametrized models. These
nclude the 2D wind parametrizations developed by Shlosman &
itello ( 1993 , hereafter SV93 ) for characterizing the spectra of CVs
nd AGN, and by Knigge et al. ( 1995 , hereafter KWD95 ) for studying
Vs, as well as several spherical outflows, which have been used to
odel stellar winds and SNe. We describe each of these briefly below.

https://www.nist.gov/pml/atomic-spectra-database
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Table 1. Wind parameters for models in Section 8 using the SV93 parametrization. Each input parameter file is available as part of the code release. 

Parameter CV Quasar XRB TDE 

M co (M 	) 0.8 10 9 10 3 × 10 6 

R ∗ (cm) 0.8 8 . 85 × 10 14 10 7 3 × 10 6 

r min (cm) 2 . 8 × 10 9 4 . 4 × 10 16 4 . 82 × 10 10 10 13 

r max (cm) 8 . 4 × 10 9 8 . 9 × 10 16 9 . 64 × 10 11 10 15 

R disc (cm) 2 . 4 × 10 10 10 20 10 11 10 15 

R v (cm) 7 × 10 10 10 19 5 × 10 12 5 × 10 16 

θmin ( ◦) 20 45 60 20 
θmax ( ◦) 65 60 89.9 65 
v 0 10 km s −1 c s ( r 0 ) 10 km s −1 c s ( r 0 ) 
v ∞ 

/v esc ( r 0 ) 3 1 1 0.3 
α 1.5 1 2 4 
γ 1 1 1 1 
λs 0 0 −1 2 
f V 1 0.01 1 0.1 
Ṁ acc (M 	 yr −1 ) 10 −8 5 – 10 −2 

L bol ( erg s −1 ) 4 . 5 × 10 34 2 . 3 × 10 46 3 . 2 × 10 37 4 . 7 × 10 43 

L x ( erg s −1 ) – 10 43 1 . 5 × 10 37 –
Ṁ w (M 	 yr −1 ) 10 −9 5 1 . 4 × 10 −8 10 −2 

N γ 10 7 1 . 5 × 10 7 10 8 5 × 10 7 

N i 20 30 20 25 
N s 10 20 1 5 
Grid size 30 × 30 100 × 100 30 × 30 100 × 100 
Time (core hour) ≈ 7 − 23 ≈ 85 ≈ 22 ≈ 360 
Mode Varied Hybrid macro 
Macro-atoms Varied H, He H, Fe H, He 
Convergence 100 per cent 81.4 per cent 91.7 per cent 98.4 per cent 
Section 8.1 8.2 8.3 8.4 

Notes . L x is the 2–10 keV X-ray luminosity, and all other symbols are described in the text. 
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 schematic diagram for the SV93 prescription is shown in Fig. 5 .
e describe each of these briefly below. 

.2.1 The Shlosman & Vitello parametrization 

n the SV parametrization, shown in the left-hand panel of Fig. 5 ,
he wind is a biconical flow arising from the disc between cylindrical
adii r min and r max , with the streamlines varying in angle as 

= θmin + ( θmax − θmin ) x 
γ . (14) 

ere, x = ( r 0 − r max ) / ( r max − r min ) is the fractional distance of the
treamline along the wind base. The velocity is separated into 

 poloidal ( v l = 

√ 

v 2 ρ + v 2 z ) and azimuthal ( v ϕ ) component. The

treamlines are straight in the r cyl − z plane, and the poloidal velocity
long the streamlines in this plane obeys 

 l = v 0 + ( v ∞ 

− v 0 ) 

(
( l/R v ) αs 

( l/R v ) αs + 1 

)
. (15) 

ere, l is the poloidal distance along the streamline from its footpoint,
 v sets the length-scale for the velocity to grow, and αs defines 

he sharpness of the transition in poloidal velocity. The minimum 

oloidal velocity, v 0 can either be set to a fixed value or a multiple
f the sound speed at that point in the disc. The maximum poloidal
elocity along a streamline is not constant, but is instead set to a
ultiple of the escape velocity at the footpoint of the streamline. 
ngular momentum is assumed to be conserved from an initially 
 eplerian v alue, v ϕ, 0 ( r 0 ), so that the azimuthal v elocity is giv en by
 ϕ r = v ϕ, 0 r 0 . Finally, the differential mass loss per unit area varies as 

d Ṁ w 

d A 

∝ Ṁ w r 
λs 

0 cos θ ( r o ) , (16) 
MNRAS 536, 879–904 (2025) 
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here Ṁ w is the total mass-loss rate. The parameter λs determines
ow concentrated the mass loss is toward the inner edge of the wind.

.2.2 The Knig g e , Woods & Dre w par ametrization 

he KWD95 parametrization is similar to the SV93 wind in many
espects. F or e xample, the poloidal streamlines are straight and
he azimuthal velocity is again determined by angular momentum
onserv ation. Ho we ver in the KWD95 framework, the poloidal
elocity, much like the law often used to parametrize stellar winds,
s given by 

( l) = v 0 + ( v ∞ 

− v 0 ) 

(
1 − R s 

l − R s 

)βk 

, (17) 

here the initial velocity, v 0 , is set to a fixed multiple of the sound
peed of the disc and R s is an acceleration length. Additionally,
he direction of the streamlines are determined by a focal point at a
istance d measured below the origin (a ‘split-monopole’ geometry).
s defined by KWD95 , the inner and outer streamlines are set by the
oint at which a streamline grazes the central object and the outer
dge of the disc. Ho we ver, as implemented in SIROCCO , the inner and
uter streamlines are defined through positions in the disc for greater
exibility . Finally , the local mass-loss rate is given 

d Ṁ w 

d A 

∝ Ṁ w T 
4 αk . (18) 

hus, for αk = 0, the mass loss per unit area is constant, whereas for
k = 1, it is proportional to the luminosity per unit area. 

.2.3 Models with spherical symmetry 

he primary use case for SIROCCO is a 2D azimuthally symmetric
eometry, but we also include a few spherically symmetric models.
hese are particularly useful for comparing to state-of-the art 1D

adiative transfer codes – such as CMFGEN (Hillier & Miller 1998 ),
OWR (Gr ̈afener, Koesterke & Hamann 2002 ; Sander et al. 2015 ) or
ARDIS (Kerzendorf & Sim 2014 ) – designed to reproduce the spectra
f stars and/or SNe. We include a model describing a homologous
utflows (for SNe; see also Section 7.2 ), and a simple parametrization
or stellar winds (typically used to model O-stars). In the latter case,
e use a standard Castor & Lamers ( 1979 ) velocity law, given by 

( r) = v 0 + ( v ∞ 

− v 0 ) 
(

1 − r 0 

r 

)β

. (19) 

ere, v 0 is the velocity at the base r 0 (normally the stellar surface)
f the wind, v ∞ 

is the terminal velocity, and β is the acceleration
xponent. If β = 1, then assuming v ∞ 

� v 0 , the wind will reach half
he terminal velocity at r 0 / 2; if β > 1, the wind will accelerate more
apidly. 

.3 Coordinate grids 

lthough many of the models described above are continuous,
IROCCO is grid-based. As part of initialization, the model is dis-
retized onto a 2D coordinate grid with user-specified dimensions.
he coordinates and velocities of each cell are calculated at the
ell edges, whereas other quantities, such as the density or various
stimators of the radiation field, are cell-centred. The grid is usually
n cylindrical ( r cyl , z) or polar ( r, θ ) coordinates, depending on
hich is more appropriate for the model. The cylindrical grid is

ogarithmically spaced in both r cyl and z, while the polar grid is
ogarithmically spaced only in the r- direction. Spherical grids are
NRAS 536, 879–904 (2025) 
lso available, usually used for simulating stellar winds, SNe or for
esting purposes (see Section 7 ). 

For the imported models described in Section 6.1 , the cell
oordinates are defined by what is read in, as are the velocities,
ensities, and, optionally, the radiation and electron temperatures. In
he inbuilt parametrized models, grid cells are spaced monotonically,
nd typically uniform in logarithmic space. Ho we ver, this is not a
equirement for an imported grid. SIROCCO is able to read in grids for
imulations which use different cell spacing for different regions of
he grid, such as those using adaptive mesh refinement. Unstructured
rids, ho we ver, are not supported. 

.4 Additional options 

.4.1 Microclumping 

IROCCO was originally developed to model smooth outflows, such
hat the density at any given point is determined by only the kinematic
arameters, the geometry of the outflow, and the mass-loss rate of the
ind. In reality, various instabilities are likely to break up a smooth
ow into clumps; for example, the line-deshadowing instability
Owocki, Holzer & Hundhausen 1983 ) and thermal instabilities
McCourt et al. 2018 ; Dannen et al. 2019 ; Waters & Proga 2019 )
re both important clumping mechanisms in outflows. Clumping
lso offers a potential solution to the long-standing challenge of
o v erionization’ in quasar line-driven winds. Quasar winds can easily
ecome o v erionized when e xposed to the intense (E)UV and X-
ay radiation field near the central engine (Proga & Kallman 2002 ;
igginbottom et al. 2013 ). F or line-driv en winds, if the wind is

oo highly ionized it can be impossible to sustain the wind (Proga
 Kallman 2002 ; Higginbottom et al. 2014 , 2024 ). Irrespective of

riving mechanism, o v erionization also can prev ent the formation of
bsorption and emission features. 

From both a computational and astrophysical standpoint, ad-
ressing the problem of clumping is difficult. First and foremost,
he physical scale length and density contrast of clumps are not
sually well constrained from either observations or theory. Nor is
t simple to know where to place clumps in a kinematic model, or
ow their shape, size, and density could change as a function of,
or example, radius. Secondly, not only does clumping introduce
dditional complexity into already complex models, the spatial
esolution of the computational grid is required to be fine enough
o resolve each individual clump. In SIROCCO , this is not yet
easible due to current memory restrictions limiting the size of the
imulation grid. Hence, as a first step, we have implemented a nec-
ssarily simple approximation known as microclumping (Hamann
 Koesterke 1998 ; Hillier & Miller 1999 ; Oskinova, Hamann &
eldmeier 2008 ), a parametrization commonly used in stellar wind
odelling. 
One of the key assumptions in the microclumping framework

s that the clumps are optically thin and smaller than all rele v ant
ength-scales. In SIROCCO , the smallest such length-scale is often the
o-called Sobolev length, l s , which defines the size of the narrow
esonance spatial region within which an r-packet can interact with
 bound–bound transition. For example, in a simulation where l s ∼
0 10 − 10 12 cm and where the optical depth for a resonance can
each upwards of τ ∼ 10 6 , clumps would have to be smaller than
 c 
 l s /τ ∼ 10 4 cm in order to remain optically thin. Moreo v er, the
icroclumping treatment also assumes that clumps are embedded
ithin a vacuum. If these assumptions are satisfied, clumps can be

reated simply in terms of a volume filling factor, f V , which we take
o be independent of position in the grid. 
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Since the clumps are not resolved by the grid, this framework 
an easily be applied to a wide range of wind models without any
odification to the grid itself. The densities of clumps are enhanced 

y a factor D = 1 /f V relative to the equi v alent smooth flo w. The
pacities, κ , and emissivities, j , are then given by, κ = f V κc ( D)
nd j = f V j c ( D), where the subscript c denotes that the quantity
s calculated using the enhanced density of the clump. At a fixed
emperature and ionization state, processes which scale linearly 
ith density (e.g. electron scattering) remain unchanged, since the 

ffects on density and emitting volume cancel exactly ( D/f V = 1).
o we ver, processes which scale with the square of the density (e.g.

ollisional excitation or recombination) are enhanced by a factor D. 
dditionally, the increased density of clumps increases the rate of 

ecombination and moderates the ionization state. 

.4.2 Complex ‘multidomain’ models 

n a typical SIROCCO simulation, only one wind model will be in-
luded. Ho we ver, it is possible to simulate more complex geometries
hat include multiple wind models. One can create a simulation which 
ncludes a fast polar wind but, also a slow and dense flow close to the
isc plane. In such a simulation, each wind is contained within its
wn ‘domain’, which r-packets are able to freely traverse between. 
ach domain is non-o v erlapping, and has its own grid and coordinate
ystem. This means one could create a simulation using both an SV93
ype wind and an imported grid, or by using multiple SV93 winds. 

 C O D E  TESTING  A N D  B E N C H M A R K I N G  

n order to validate the code and better understand its limitations, 
e have carried out tests against several other publicly available 

adiative transfer codes. Some of these comparisons are available 
lsewhere: we refer the reader to Long & Knigge ( 2002 ) for tests of
impler ionization calculations with the code; to M15 for tests of level
opulations solvers for H and He macro-atoms; to Higginbottom 

t al. ( 2013 ) for tests of ionization balance; and to Matthews ( 2016 )
or a summary of macro-atom code validation e x ercises with earlier
ode versions. Finally, we note that Parkinson et al. ( 2024 , see their
ppendix A) have recently presented a comparison between SIROCCO 

nd SEDONA for 1D models with high velocities and optical depths. 
hese provide a good test of SIROCCO ’s ability to describe continuum
ulk reprocessing effects due to many Compton scatters. 

We have conducted many more tests of the code that we do not
resent in this paper, and a small suite of unit tests for more basic
ode operation are now regularly conducted within a continuous 
ntegration frame work. Belo w, we focus on up-to-date tests of
IROCCO ’s ionization, thermal, and spectral synthesis calculations. 
or these tests, we compare the results obtained with SIROCCO to 

hose from the photoionization code CLOUDY (Ferland et al. 2017 ), 
he stellar atmospheres/wind code CMFGEN (Hillier & Miller 1998 ), 
nd the SN code TARDIS (Kerzendorf & Sim 2014 ). 

.1 Ionization and thermal balance comparisons to CLOUDY 

LOUDY (Ferland et al. 2017 ) is a photoionization and spectral 
ynthesis code that computes, among other things, the ion abundances 
nd thermal balance of a cloud, as well as its transmitted spectrum,
hen irradiated by an external source of ionizing photons. CLOUDY 

s the most widely used program of its type. It is often employed in
odelling of, e.g. nebulae, AGN BLRs and the intracluster medium. 

LOUDY represents the state-of-the-art in 1D photoionization calcu- 
ations. As a result, CLOUDY is an ideal code for us to compare to
heck our ionization balance and heating and cooling rates. 

We compare to CLOUDY by considering an optically and geo- 
etrically thin shell of plasma illuminated by a central power-law 

pectrum, broadly repeating the same test presented by Higginbottom 

t al. ( 2013 ) for carbon. We compute the ionization state at a fixed
emperature of T e = 10 , 000 K and hydrogen number density of
 H 

= 10 7 cm 

−3 . We then compare the ion abundances obtained as
 function of the ionization parameter typically used in CLOUDY , U ,
efined as the ratio of the number density of ionizing photons to
umber density of hydrogen, given by (in the optically thin limit) 

 = 

Q H 

4 πr 2 n H 

c 
. (20) 

ere, Q H 

is the number of hydrogen ionizing photons emitted by
he central source per unit time. We adjust this parameter by varying
he total luminosity for a fixed ionizing continuum shape and shell
adius. To facilitate the comparison, we introduce the ‘ionization 
egree’, χ for each element with atomic number Z, defined as 

= 

1 

Z 

[ ( 

Z ∑ 

i 

N i /N elem 

) 

− 1 

] 

. (21) 

ere, N i is the number density of ion i and N elem 

is the total number
ensity of the element, so that χ = 0 for a neutral ion and χ = 1 for
n fully stripped ion. 

In Fig. 6 , we show ion adundances N i /N elem 

for all ions of H,
e, C, O, and Fe as well as χ for the same elements plus N.
LOUDY abundances are shown as solid translucent lines, while 
IROCCO abundances are shown either as dashed lines (for ionization 
tates calculated with the spectral model plus recombination rates 
pproach; mode A) and as dotted lines (for macro-atom ionization 
nd excitation states calculation from Lucy-style estimators; mode 
). In mode A, we agree extremely well with CLOUDY for all ions
part from the lower and middle stages of Fe, and the comparison for
arbon now looks somewhat impro v ed compared to that presented by
igginbottom et al. ( 2013 ). In mode B, we agree perfectly for H, but

tart to disagree for low-ionization stages of He. The comparisons 
f C, N, O, and Fe for mode B are not shown here for brevity, and
ecause these data sets are still in development, but we find similar
esults to He for C, N, O, and Fe when they are treated as full macro-
toms – that is, there is an offset in the ion abundances such that
IROCCO is slightly o v erionized compared to CLOUDY likely due to
he neglect of dielectronic recombination rates in the macro-atom 

ate matrix. Overall, the agreement between SIROCCO and CLOUDY is 
xtremely encouraging. 

We also present tests of the heating and cooling rates in SIROCCO

nd the calculation of an equilibrium temperature. For this purpose, 
e take the same thin shell models, but relax the fixed temperature

ssumption. Instead, we now also solve for the temperature in both
odes. We simulate the same range of U and record T e , as well as
he important heating and cooling rates. The results are shown in
ig. 7 . At low temperatures, the thermal balance is a competition
etween primarily bound–free heating and line cooling, whereas at 
igh temperatures Compton processes become important, eventually 
alancing each other at the Compton temperature. We find very good
greement between SIROCCO and CLOUDY in this test for classic mode, 
ith all the important heating and cooling rates matching closely with 
nly very minor differences in line cooling. The temperature tracks 
losely apart from at very low U , where we do not include all of the
eating and cooling processes present in CLOUDY . 
MNRAS 536, 879–904 (2025) 
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Figure 6. CLOUDY versus SIROCCO ion abundances test. The first five panels show ion adundances N i /N elem 

for all ions of H, He, C, and O, and the upper nine 
ionization stages of Fe. The bottom-right panel shows the ionization degree, χ , for the same elements plus N. χ is defined such that χ = 0 for a neutral ion and 
χ = 1 for an fully stripped ion. In each case, CLOUDY results are shown in solid translucent lines and SIROCCO in dashed lines, where the SIROCCO results use the 
spectral modelling plus recombination rates approach. Additionally, for H and He, we show, with dotted lines, ion abundances calculated with the macro-atom 

estimator rate matrix. These agree almost perfectly for H and for He when log U � −3, but there are some discrepancies at low U for He driven by incomplete 
recombination rates in the macro-atom framework. 

Figure 7. CLOUDY versus SIROCCO heating and cooling test. The electron 
temperature corresponds to the left axis and heating and cooling rates to the 
right. CLOUDY values are shown in solid translucent lines, and SIROCCO in 
dashed lines. The rates and electron temperature generally agree very well 
apart from at very low U . 
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.2 1D superno v a comparison to TARDIS 

ARDIS (Kerzendorf & Sim 2014 ) is a 1D MCRT code intended for
odelling the spectra of SNe that makes full use of the macro-atom

nd indivisible packet framew orks. r-pack ets are injected at an inner
pherical boundary and pass through an atmosphere that is assumed to
NRAS 536, 879–904 (2025) 
e in homologous expansion (that is, v ∝ r) with a prescribed density
rofile, ρ( r). TARDIS uses a nebular approximation for determining
onic abundance, following Mazzali & Lucy ( 1993 ). This is very
imilar to the ‘on-the-spot’ option that exists in SIROCCO . TARDIS

ses MC estimators to obtain values for the radiation temperature
nd dilution factor throughout the model, in a very similar manner
o SIROCCO . Ho we ver, in its standard mode, TARDIS follo ws Mazzali
 Lucy ( 1993 ) in assuming that T e = 0 . 9 T r , thus a v oiding the need

or a thermal equilibrium calculation. 
For our comparison, we use a simple SN model, following

erzendorf & Sim ( 2014 ). Specifically, the model considers a
omputational domain extending from r min = 1 . 2 × 10 15 cm to
 max = 2 . 2 × 10 15 cm in which the mass density 

= 8 × 10 −14 ( r/r min ) 
−7 g cm 

−3 (22) 

s assumed along with a spatially uniform composition (by mass) of
ntermediate mass elements O:Mg:Si:S:Ca:Ar of 19:3:52:19:3:4. The
 elocity la w is homologous, e xtending from v = 1 . 1 × 10 4 km s −1 

t r min to v = 2 × 10 4 km s −1 at r max . We adopt a temperature of
0 4 K for the radiation field injected at the inner boundary. To mimic
ARDIS , we impose T e = 0 . 9 T r for this test in SIROCCO and use
he Mazzali & Lucy ( 1993 ) modified Saha equation (with their δ
arameter set to one in both codes). 

A comparison between the spectra created with SIROCCO and
ARDIS is shown in Fig. 8 . Although there are some small differences
etween the two spectra, all the main atomic line features seen in the
ARDIS spectrum are also seen in SIROCCO . The shapes and depths
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Figure 8. TARDIS versus s IROCCO comparison for 1D SN model. This 
example uses a simple homologous model with simplified ionization balance, 
and shows that the two codes produce a very similar UV–optical spectrum. 
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Figure 9. Comparison between the spectrum obtained from SIROCCO and 
CMFGEN calculations using a 1D O-star wind model. 
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f the absorption profiles are generally very similar and the o v erall
greement between the two codes is very good. 

.3 1D stellar wind comparison to CMFGEN 

MFGEN (Hillier & Miller 1998 ) is a 1D, non-LTE radiative transfer
ode originally written for calculating the ionization structure and 
mission for stars with stellar winds. As in SIROCCO , CMFGEN 

ssumes the wind’s velocity field can be described as a β velocity 
aw, and fully accounts for comoving frame effects. Unlike SIROCCO , 
t is based on more traditional radiative transfer techniques, using 
-iteration. 
We use a stellar wind model with a v elocity la w giv en by equation

 19 ). The central star has a surface temperature of 34 000 K, a mass
f 38 M 	 and a radius of R ∗ = 4 × 10 12 cm . The wind is launched
rom R ∗ with v 0 = 0 . 1 km s −1 , v ∞ 

= 900 km s −1 , and β = 2. We
se the hybrid macro-atom scheme with H and He macro-atoms. We 
se as an input spectrum at the stellar surface the same continuum
hat emerges from the CMFGEN stellar atmosphere. The o v erall model
esembles an O star wind. Out comparison is in a similar spirit to that
resented by K urosa wa & Proga ( 2009 ), e xcept that we do not import
he local ionizing spectrum from CMFGEN or fix the He II continuum
s in that test, but allow SIROCCO to self-consistently solve for the
adiation field throughout the wind. 

The UV spectrum from our calculation is shown in Fig. 9 ,
ompared to the output from CMFGEN . We find that all the lines
resent in our model produce comparable P-Cygni profiles, in species 
uch as C IV , N V , Si IV , He II , and S IV . Some profiles agree better
han others, and in general we see some discrepancies between 
he depths of the absorption features in particular. The continuum 

atches fairly well across the UV range, with some small differences 
n level particular in the 1000 –1200 Å region of the spectrum. We
o not include all the semiforbidden lines present in CMFGEN , or
hosphorous, so these lines are missing the spectrum. 
In comparing to CMFGEN , we found that relatively good agreement 

n the spectrum could sometimes hide differences in ionization state. 
n Fig. 10 , we show a comparison between the He ion fractions as
 function of radius in both models. SIROCCO clearly reproduces the 
ualitative trends in CMFGEN , in that there is a gradual evolution
rom He III being the dominant ion at the inner edge, transitioning
o a dominant He II state further out in the wind. While agreement
n the outer regions is rather good, there is a disagreement in the
nner regions where SIROCCO obtains a more highly ionized solution 
han CMFGEN . The dominant ion transition happens at R/R ∗ ≈ 8 in
IROCCO , but at R/R ∗ ≈ 4 in CMFGEN . In addition, there is a spike
n the He II ion fractions in the inner region that is not well produced
y s IROCCO . 

 I LLUSTRATI VE  M O D E L S  

IROCCO was originally intended to model the UV and optical spectra
f CVs, but our goal since has been to create a much more versatile,
eneral purpose program that can be used to model a wide variety of
ystems. We thus start by considering a simple example of the use
f SIROCCO to model a CV, before moving on to models of a quasar,
RB and TDE. Each of the four models correspond to those shown

n Fig. 1 , and the model parameters are given in Table 1 . 

.1 A simple example of the code: a cataclysmic variable wind 

Vs are interacting binary systems in which a white dwarf (WD)
rimary accretes material from a Roche-lobe-filling secondary, 
sually via a disc. In the so-called nova-like CVs (NLs), the mass-
ransfer rate through the disc is relatively high, and the accretion
rocess takes place in a steady state. By contrast, in CVs belonging to
he dwarf nova (DN) class, the disc cycles between a low- Ṁ quiescent
tate and a high- Ṁ outburst state on time-scales ranging from weeks
o years. Clear evidence for outflows is seen whenever the accretion
ate is sufficiently high, i.e. in both NLs and erupting DNe. For
xample, the UV resonance lines in these systems exhibit blueshifted 
MNRAS 536, 879–904 (2025) 
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Figure 10. Comparison between the He ionization state obtained from 

SIROCCO and CMFGEN calculations using a 1D O-star wind model. 
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bsorption troughs (when viewed face-on Cordova & Mason 1982 ;
artley et al. 2002 ) or weak eclipses (when viewed edge on Cordova
 Mason 1985 ; Knigge et al. 1998 ). Similarly, the evolution of line

rofiles during eclipses strongly suggests that line formation takes
lace in a rotating bipolar outflow (Cordova & Mason 1985 ; Drew
 Verbunt 1988 ; Knigge & Drew 1997 ). P Cygni features have also

een observed in the optical H and He lines (Kafka & Honeycutt
004 ; C ́uneo et al. 2023 ), and the recombination continuum produced
y the wind may also make a significant contribution to the o v erall
V–optical SED (Hassall 1985 ; Knigge et al. 1998 , M15 ). 
s IROCCO has been applied to CVs several times. The formation of

V absorption and emission-line signatures was studied by Noebauer
t al. ( 2010 ), while the impact of these outflows on optical lines and
ontinua was explored by M15 . More recently, the code has been
sed to model the optical spectrum of a DN in outburst (Tampo et al.
024 ). To illustrate the application of SIROCCO to CVs, here we focus
n one of the models from M15 . Briefly, this is an SV-type model
escribing a biconical outflow from an accretion disc surrounding a
D. The disc extends from the WD surface to an outer radius of
 d = 34 . 3 R WD and radiates as a multitemperature blackbody. The
ind is launched from the disc between 4 R WD and 12 R WD and

he inner and outer opening angles of the wind cone are 20 ◦ and
5 ◦, respectively. Additional model parameters are listed in Table 1 .
he simulation presented here used N i = 20 ionization cycles and
 s = 10 spectral cycles, with N γ = 10 7 . The run time for such a

imulation on a typical laptop depends on the mode; the classic
ode model takes ≈ 7 core hour, whereas a hybrid macro-atom
odel using H, He, C, N, and O macro-atoms is more e xpensiv e,

aking ≈ 23 core hour. 
Fig. 11 shows the spectra obtained from this model, with three

if ferent radiati ve transfer modes: classic mode, a macro-atom
alculation in which detailed models are used for H and He, and
 macro-atom calculation in which C, N, and O are also included as
ull macro-atoms. The left-hand panel shows the three UV spectra at
n inclination of i = 62 . 5 ◦, looking into the wind cone. Key features
ere are the UV resonance line wind features. At visible wavelengths,
he model shows very little other than continuum emission, and so
NRAS 536, 879–904 (2025) 
he visible spectra are shown for a higher inclination of i = 80 ◦,
here the disc is relatively fainter. In the UV, we observe a range
f absorption and emission features, particularly in resonance lines
uch as C IV λ1550 and N V λ1240. Indeed, the UV spectra in all
hree modes are rather similar, except for some differences caused
y changes in ionization state when C, N, and O are treated as full
acro-atoms. Although we do not present the trends with inclination

ere, the UV lines evolve from pure blueshifted absorption features
o P Cygni profiles to pure emission lines with increasing inclination,
s shown by M15 . Overall, the properties of the computed UV spectra
re similar to those seen in observations of high-state CVs (NLs and
Ne in outburst). 
In the optical, classic mode produces no features apart from

n unrealistically large Balmer jump in emission. By contrast,
he macro-atom models produces recombination lines in features
uch as H α, H β, and He II 4686 Å. The reason for this difference,
s discussed by M15 , is that the macro-atom formalism allows
s to accurately model the recombination cascade responsible for
roducing these lines. Conversely, when line formation is modelled
n the two-level approximation then the population of the upper level
y recombination (and cascades from higher levels) is not accounted
or. The spectra thus serve as a reminder of the advantages of the
ybrid macro-atom mode, particularly for bound–free processes. The
ptical emission lines are double-peaked, because they originate in
he dense base of the outflow, which is rotationally dominated. The
ines in the optical from this particular wind prescription are rather
eak compared to those observed, but as we have found in other

tudies, modifying, for example, the v elocity la w of the outflow, or
ts clumpiness, can significantly enhance the optical features and
roduce a good match to observed optical spectra of CV. 

.1.1 Convergence 

ig. 12 illustrates how the level of convergence (see Section 5.3.3 )
hanges as a function of ionization cycles for the same three calcu-
ations of the UV spectrum of a CV presented abo v e. We also show
wo additional calculations with fewer photons ( N γ = 10 5 , 10 4 ) to
llustrate how low numbers of packets can cause issues. In the models
ith large N γ , the convergence reaches 100 per cent after 13 cycles
y our definition. As is typical, the convergence rises rapidly in
he early cycles and then levels out; the cells that converge first
end to be those with larger numbers of photon passages and those
n regions where the spectrum of photons passing through the cell
s not changing from cycle to cycle. In the models with few r-
ackets, a significant number of cells are still converged, and in fact
he spectrum from these models is rather similar. Ho we ver, there
re clearly problems, and in the N γ = 10 4 run, the convergence
symptotes around 60 per cent. 

.2 Emission and absorption lines in quasars 

GN are powered by accreting SMBHs, and quasars are the highest
uminosity (i.e. highest M BH and/or Ṁ acc ) objects among these
ystems. Approximately � 20 per cent of quasars (Trump et al.
006 ; Dai, Shankar & Si v akof f 2008 ; Knigge et al. 2008 ; Allen et al.
011 ) exhibit blueshifted broad absorption lines (BALs) associated
ith high-ionization UV resonance transitions (e.g. N V , Si IV , and
 IV ) and sometimes in low-ionization (e.g. Mg II and Al III ) species

Voit, Weymann & Korista 1993 ; Reichard et al. 2003 ). A few
ystems e ven sho w BALs in optical lines (e.g. the Balmer series
nd He I ; Hall 2007 ; Leighly, Dietrich & Barber 2011 ). Other
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Figure 11. Spectra from the CV model in the UV (left) and optical (right) wavelength ranges. The spectra are computed with three dif ferent radiati ve transfer 
modes: classic mode, a macro-atom calculation in which detailed models are used for H and He, and a macro-atom calculation in which C, N, and O are also 
included as full macro-atoms. The UV spectrum is computed at 62 . 5 ◦, looking into the wind cone, so that blueshifted absorption lines are produced in addition 
to emission. The optical spectrum is shown at high inclination (80 ◦) and the lines are purely in emission. 

Figure 12. The fraction of cells that are converged in a simple model for 
a CV as a function of ionization cycle assuming that varying numbers of 
photons per cycle ranging from 10 5 to 10 7 . 
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vidence for outflows from AGN includes the warm absorbers and 
ighly blueshifted ‘ultrafast outflow’ features (Pounds et al. 2003 ; 
eeves, O’Brien & Ward 2003 ; Gofford et al. 2013 ). These X-ray

ignatures have been modelled using MCRT techniques in the past 
Sim et al. 2008 , 2010 , 2012 ), and can be modelled using SIROCCO ,
lthough accurate Fe atomic data sets are still in development. X-ray 
hotoabsorption is already treated relatively accurately in SIROCCO . 
or a discussion of the X-ray properties of quasar models, we refer

he reader to Matthews et al. ( 2016 , 2023 ). 
The relati vely lo w incidence of BALs among quasars is likely
o be an orientation effect: BALs are only seen for sightlines that
iew the disc through the outflow, so the BAL fraction provides
n immediate estimate of the solid angle subtended by the flow
e.g. Turnshek 1984 ; Morris 1988 ; Weymann et al. 1991 ; Krolik &
oit 1998 ). If the outflows giving rise to BALs are actually present

n all AGN and quasars, they may also be responsible for their
istinctive broad emission lines. The BLR in these systems could 
lso be the dense base of the same accretion disc wind that produces
he blueshifted BALs (e.g. Murray et al. 1995 ; Elvis 2000 ; Matthews
t al. 2016 , 2020 ). Alternatively, strong wind components to the
road emission lines might only be present at high mass and high
ddington fraction, forming part of a multicomponent BLR with 
inematics and constituents that vary with BH mass and accretion 
ate (e.g. Giustini & Proga 2019 ; Temple et al. 2023 ). 

Testing these ideas, particularly the simpler geometric interpre- 
ations, has been the main thrust of applications of SIROCCO to
GN and quasars to date. More specifically, Higginbottom et al. 
 2013 ) and Matthews et al. ( 2016 , 2020 ) showed that disc winds
an naturally produce both absorption and emission-line signatures 
imilar to those seen in observations of quasars. Below, we illustrate
hese applications of SIROCCO to accreting SMBHs with the help of a
inematic quasar model. We use the SV93 prescription and adopt the
arameters corresponding to Model B from Matthews et al. ( 2023 ).
he system has a BH mass of M BH = 10 9 M 	 and accretion rate of
˙
 acc = 5 M 	 yr −1 � 0 . 2 Ṁ Edd . The wind mass-loss rate is set to the

ccretion rate, and the wind is clumpy with f V = 0 . 01. Other key
arameters are listed in Table 1 , and the input file is available as part
f the code documentation. 
Fig. 13 shows synthetic UV spectra generated by SIROCCO for 

his quasar model. Pure emission-line spectra are produced for face- 
n orientations, where the sightline to the inner disc does not pass
hrough the outflo w. Ho we ver, for more edge-on orientations, looking
MNRAS 536, 879–904 (2025) 
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Figure 13. The synthetic spectra at three inclinations for a quasar model, 
described by the parameters in Table 1 . 
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nto the wind, the quasar model spectra exhibit strong blueshifted
ALs. At i = 50 ◦, the spectrum broadly resembles that of a BAL
uasar, and at i = 55 ◦ the sightline intersects more low-ionization
aterial and starts to produce strong low-ionization BAL features.

n addition, at low inclination, the C IV 1550 Å line has a blueshifted
symmetry (‘blueshift’) as is typical of quasars with comparable
olometric luminosities and masses to BAL quasars (e.g. Richards
t al. 2011 ; Rankine et al. 2020 ; Temple et al. 2023 ), although the
etailed shape and skew of the line does not match observations. An
paque mid-plane is essential for forming this blueshift. 
As discussed in our previous works on the topic, there are

arious issues with a simple biconical wind model for the BLR.
 or e xample, the wind must be clumpy and/or highly mass-loaded to
 v oid o v erionization. Also, if the wind is equatorial, then the angular
ependence of a disc-like continuum makes it hard to achieve the
bserved similarity in emission-line properties in BAL and non-
AL quasars within a simple unification scenario (Matthews, Knigge
 Long 2017 ). Ho we ver, these problems are either fundamental

n an astrophysical sense, or associated with the specific model
sed; they are not associated with the modelling capabilities of
IROCCO itself. In fact, we are able to model the complex gradients in
emperature/ionization structure and account fully for self-shielding
nd multiple scattering. This allows us to compute a emergent spectra
n a more self-consistent manner than when using 1D or quasi-1D
pproaches. 

.2.1 Re verber ation mapping 

IROCCO can also be used to predict the emission-line reverberation
ignatures associated with any given model outflow. Mangham et al.
 2017 ) implemented the tracking of photon light traveltimes through
he flow, which allows the construction of velocity-delay maps that
ccount for the responsivity of the gas within a linearized framework.
v erall, the y found v elocity-delay maps which were fairly symmet-

ic, with an outer envelope that follows the ‘virial’ relation v ∝ τ−1 / 2 .
n analyses of observational data, such maps are typically interpreted
s Keplerian disc signatures, since inflow- or outflow-dominated
inematics are usually expected to produce maps with diagonal ‘blue-
eads-red’ or ‘red-leads-blue’ asymmetries, respectively (e.g. Welsh
 Horne 1991 ). A key conclusion of Mangham et al. ( 2017 ) was that

eal disc winds may not give rise to obvious ‘outflow signatures’ like
his, since line formation tends to take place mainly in the dense,
otation-dominated wind base. In a follow-up work, Mangham et al.
NRAS 536, 879–904 (2025) 
 2019 ) used SIROCCO to generate mock reverberation mapping data
nd then conducted a blind test of two commonly used RM modelling
ools ( MEMECHO , Horne 1994 ; CARAMEL , Pancoast, Brewer & Treu
011 , 2014 ). This work is a demonstration of how MCRT modelling
an be used to test the robustness of inference techniques. For
revity, we do not present a reverberation mapping example here, but
nstead refer the reader to these studies. Instructions for constructing
elocity-delay maps can be found in the code documentation. 

.3 A parametrized X-ray binary model 

ow-mass X-ray binaries (LMXRBs) are systems consisting of a
ompact object primary (a BH or neutron star) with a main-sequence
r subgiant secondary. In LMXRBs, the secondary loses mass via
oche lobe o v erflow, which is then accreted by the primary via a
isc (see Bahramian & Degenaar 2023 , for a re vie w). These systems
re characterized by strong X-ray emission originating, in a state-
ependent manner, from the central parts of the accretion disc and a
omptonized ‘corona’. 
LMXRBs are variable, typically spending most of the time in a

uiescent state with a low luminosity and a relatively hard SED,
ut occasionally undergoing an outburst. During these outbursts, the
ource will typically brighten quickly, maintaining a hard spectrum
hard state) before transitioning, typically at a high luminosity around

0 . 2 − 0 . 5 L Edd , to a soft state. The path from the outburst back to
uiescence is often complex with changes in SED and luminosity. 
There have been several observations of blue shifted absorption

ines in XRBs during outbursts – the smoking-gun signature of
utflowing gas. Initially, wind signatures were observed only in
he soft state and only in X-ray transitions associated with highly
onized species of Fe. Ho we ver, since then, absorption features in
ptical He I , He II , and Balmer lines (Mu ̃ noz-Darias et al. 2016 ;
u ̃ noz-Darias, Torres & Garcia 2018 ; Charles et al. 2019 ; Jim ́enez-

barra et al. 2019 ) and in UV resonance lines (Castro Segura et al.
022 ; Fijma et al. 2023 ) have also been observed (Mu ̃ noz-Darias
t al. 2016 ; Mu ̃ noz-Darias et al. 2018 ; Charles et al. 2019 ; Jim ́enez-
barra et al. 2019 ), and the optical lines have also been seen in the
ard state (Mu ̃ noz-Darias et al. 2019 ). The X-ray, UV and optical
ines are thought to be associated with a disc wind, but the driving

echanism is an area of active research (e.g. D ́ıaz Trigo & Boirin
016 ; Tomaru, Done & Mao 2023 ), with the winds likely to be either
hermal, Compton-heated flows or driven by MHD processes. There
ave been a number of efforts to model the X-ray features, often
sing quasi-1D treatments and/or simplified treatments of ionization
nd radiative transfer (Chakra v orty et al. 2016 ; Tomaru et al. 2019 ;
ukumura et al. 2021 ). 

SIROCCO has been used as part of an effort to model thermally
riven disc winds in XRBs (Higginbottom et al. 2017 , 2018 , 2019 ,
020 ). In such outflows, the central X-ray source Compton heats
he surface of the outer accretion disc to a temperature where the
as becomes unbound and escapes from the system. All of these
imulations were hydrodynamic, with SIROCCO being used as the
adiation module (see Section 8.5 ). We present here results from a
arametrized Sv93 disc wind – designed to mimic the sorts of thermal
inds that emerge from radiation-hydrodynamic simulations – to
emonstrate the X-ray behaviour of SIROCCO . We refer the reader to
oljonen et al. ( 2023 ) for a study of optical emission features, using

imilar techniques, from XRB winds and/or disc atmospheres. 
The full wind parameters are listed in Table 1 . The outflow is

oughly equatorial, with a mass-loss rate of 1 . 4 × 10 −8 M 	 yr −1 ,
omparable to the expected accretion rate, and is illuminated by a
.8 keV bremsstrahlung spectrum with a 2–10 keV X-ray luminosity
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Figure 14. X-ray spectrum, from 1 to 9 keV, from a parametrized XRB 

wind model. The inset shows a zoom-in of the 6.6–7.1 keV region to show 

the Fe XXV 6.7 keV and Fe XXVI doublet. A series of absorption lines are 
produced by the wind, with prominent lines from highly ionized (hydrogenic) 
species of Ne, Mg, Si, and S labelled. 
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f 1 . 5 × 10 37 . We use a partial Fe macro-atom data set that includes
uorescence and Auger processes, with Fe ions from Fe XXVII 

pwards, and a 10 level H macro-atom, with other elements treated 
s simple atoms. 

In Fig. 14 , we show the X-ray spectrum obtained from this
imulation at two relatively edge-on viewing angles. At i = 80 ◦,
e see a series of soft X-ray absorption lines in ions such as Ne X ,
g XII , Si XIV, and S XVI , with the most strongly absorbed features

abelled in the figure. The inset shows the prominent Fe XXV 6.7 keV
nd Fe XXVI doublet features. At i = 70 ◦, we only see the Fe XXV

nd Fe XXV high-energy lines. 

.4 Tidal disruption events: broad-band reprocessing and 

V/optical lines 

DEs occur when an unlucky star passes too close to an SMBH
nd is ripped apart by tidal forces. The fallback of the stellar debris
nto the SMBH is expected to take place via an accretion disc.
arly in their evolution, the mass-transfer rate through a TDE disc is
ften comparable to the Eddington-limited rate (Strubbe & Quataert 
009 ; Wu et al. 2018 ; Roth et al. 2020 ). Under these conditions,
o werful radiation-pressure-dri ven outflo ws are expected to form; 
irect evidence for them comes from the observation of broad 
lueshifted absorption and P Cygni lines in the UV spectra of several
DE (Bro wn et al. 2017 ; Blagorodnov a et al. 2019 ; Hung et al. 2019 ).
he outflows are expected to be optically thick to electron scattering 
nd can therefore reprocess much of the luminosity emitted by the 
isc. As a result, outflows may be the key to understanding the shape
nd orientation dependence of the observed SEDs; which exhibit 
 wide range of X-ray to optical ratios and are much redder than
xpected for directly observed disc emission. 

SIROCCO can be used to model both the line formation and 
road-band reprocessing in TDE accretion disc winds. For example, 
arkinson et al. ( 2020 ) show that the UV absorption and emission

ines can be used as orientation indicators, while Parkinson et al. 
 2021 ) demonstrate that disc wind reprocessing could also account 
or the observed optical lines and continua. In order to demonstrate 
IROCCO ’s capabilities in the context of TDEs, the wind model we
dopt here is one of the SV-type models explored by Parkinson 
t al. ( 2021 ). It describes an outflow from an accretion disc around
 M BH = 3 × 10 6 M 	 SMBH, with a mass-transfer rate of Ṁ acc =
 . 15 Ṁ Edd . The mass-loss rate of the wind is Ṁ w = 0 . 3 Ṁ acc . The
nner edge of the disc and wind are located at roughly 20 R g , and
he inner and outer opening angles are 20 ◦ and 65 ◦, respectively.
ydrogen and helium are treated as macro-atoms, ensuring that 

eprocessing and line formation via photoionization and recombi- 
ation, in the dominant atomic species, are treated accurately. The 
emaining model parameters are listed in Table 1 , and the full input
arameter file is available as part of the documentation of the code. 
The left two panels of Fig. 15 show the UV and optical spectra

roduced for several sightlines. The optical emission-line spectra, 
eaturing Balmer and He II emission, are reminiscent of those 
bserved in the TDE-Bowen class (van Velzen et al. 2021 ). The
trong, high-ionization UV lines in the model are also commonly 
een in the spectra of TDEs (Blagorodnova et al. 2019 ; Hung et al.
019 ). Since the outflow is moderately optically thick ( τes � 1,
epending on viewing angle), it reprocesses much of the disc’s 
adiation field toward longer wavelengths. This happens partly via 
hermal processes (absorption followed by re-emission) and partly 
ia ‘adiabatic reprocessing’ associated with repeated scatterings in 
n outflowing medium (Roth & Kasen 2018 ). The o v erall effect is
llustrated in the right-hand panel of Fig. 15 , showing the angle-
veraged input (disc) and output (emergent) SEDs of the model. 
eprocessing dominates, and strongly enhances, the radiation field 
t optical wavelengths. 

Running TDE models with SIROCCO is computationally chal- 
enging. The main issue is that the average number of interactions
er photon scales as τ 2 , so transporting large numbers of photons
hrough the outflow is time-consuming. Using 10 8 photons on a 
ypical desktop computer, it takes, on average, 360 core hour for this
ype of model to reach a converged state after 15 ionization cycles.
pectra can, ho we ver, be constructed with fewer photons, since the
avelength range is usually reduced for spectral cycles; we typically 
se 10 6 photons o v er 10–15 c ycles to create sufficiently high-S/N
V and optical spectra. Ho we ver, TDE models with larger mass-

oss rates, such as those shown by Parkinson et al. ( 2021 ), can take
pwards of 250 h on the same desktop machine to reach a converged
tate because of larger optical depths. 

.5 Monte Carlo radiation hydrodynamics 

IROCCO has been used as the radiation module in radiation- 
ydrodynamics simulations of accretion disc winds, originally 
oupled to ZEUS (Stone & Norman 1992 ) and more recently to
LUTO (Mignone et al. 2007 ). Radiation transport is important in
etermining the radiative heating of the plasma, the ionization state, 
nd the momentum transferred to the flow through the radiation force.
e have used SIROCCO in a hydrodynamics context to study thermal

r Compton-heated winds in XRBs (Higginbottom et al. 2017 , 2018 ,
019 , 2020 ), radiation line-driven winds in CVs (Higginbottom 

t al. 2024 ), and radiation line-driven winds in AGN (Scepi et al.,
n preparation). Briefly, the basic approach is to use an ‘operator
plitting’ style approach, where SIROCCO is called frequently, but not 
fter every hydrodynamic time-step. In each call, a small number of
onization cycles are carried out and used to update the ionization and
emperature structure of the flow. The way this feeds back into the
ydrodynamic calculation depends on the application, but one can 
hoose to update the heating/cooling rates and/or radiation forces. 
n the latter case, we use the stand-alone code of Parkin & Sim
 2013 ) to calculate the line force using a more complete line list.
he aim of these methods is to model the frequency-dependent, 
ultidimensional radiative transfer as accurately as possible and fully 
MNRAS 536, 879–904 (2025) 
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Figure 15. The synthetic spectra and optical depths for our benchmark TDE model, described by the parameters in Table 1 . The top- and bottom-left panels 
show the rest-frame UV and optical spectra, respectively, for several sightlines. The right-hand panel shows the continuum optical depth, again, for several 
sightlines as well as the angle-integrated input (disc) and output (emergent) SEDs. 
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imulate the dynamic system, rather than relying on parametrized
odels with limited predictive power and/or cruder treatments of the

lasma–radiation interaction. 
Our aim presently is not to provide details of the method, which

re given by the above references. Rather, we present an example
napshot from a simulation that is representative of the current
IROCCO –PLUTO capabilities and gives the reader a feel for what is
ossible when using SIROCCO for MCRT-hydrodynamics. The left-
and panel of Fig. 16 shows a snapshot from the simulation of a
ine-driven CV wind presented by Higginbottom et al. ( 2024 , run
K22D), while the right-hand panel shows the same quantity on

ogarithmic axes. In this simulation, there are significant differences
ompared to using hydrodynamics without without a detailed treat-
ent of ionization and radiative transfer; the simulated wind has a
ass-loss rate a factor of ≈ 350 times lower than when the idealized

 k –α’ formalism is used. These results highlight the importance
f using accurate radiative transfer methods whenever radiative
eating and photoionization are important for the gas dynamics;
his is particularly the case when multiple scattering and frequency-
ependent opacities play a significant role in determining the plasma
tate. In the simulation here, we assumed an isothermal equation of
tate (EOS) with T = 40 000 K, but our simulations of XRB thermal
inds necessarily include a full treatment of heating and cooling
ith an ideal EOS. We are currently in the process of improving
ur line-driven wind simulations to include full heating and cooling
Mosallanezhad et al., in preparation). We are also applying the
ame techniques to model line-driven outflows in AGN (Scepi et al,
n preparation). 

 L IMITATIONS  A N D  C AV E ATS  

IROCCO is a powerful code that includes a wide range of physical
rocesses. It is capable of synthesizing the electromagnetic signa-
ures of a diverse set of astrophysical systems on all scales. Ho we ver,
NRAS 536, 879–904 (2025) 
here are, of course, important limitations of which the user should be
ware. Perhaps most importantly, SIROCCO is not a stellar atmosphere
ode: it is not designed for extremely optically thick and/or static
edia. Below, we explore these and some other constraints in more

etail. 

.1 Extreme optical depths 

ince SIROCCO is an MC code that tracks the discrete interactions of
imulated photon packets, the computational cost of a wind model
cales with the characteristic optical depth it presents to these packets.
n most environments of interest, at least hydrogen is nearly fully
onized, so it is convenient to define τch as the characteristic electron
cattering optical depth. More specifically, the computational cost
epends on the mean number of scatterings, N scat , packets undergo
efore escaping. In some of our TDE models N scat approaches 100 −
000, corresponding to τch ∼ 10 − 100. Such models take O(1000)
ore hour to converge and create spectra. 

Optically thick media can give rise to a variety of symptoms.
oreo v er, geometry matters. In 2D models, optical depths can be

ighly direction dependent, with τmin 
 τmax (as demonstrated in
ig. 15 ). In this case, r-packets can and will escape preferentially
long the most transparent direction(s), i.e. τch ∼ τmin . This is both
ood and bad. Good, because τch 
 τmax implies that even models
ith very high τmax are, in principle, computationally feasible. Bad,
ecause such models often encounter serious convergence problems,
s there are not enough r-packets crossing cells embedded deep
ithin (or located behind) high- τ structures. In practice, unconverged

ells in such regions can often be safely ignored, as they contribute
ittle to the synthesized spectra. Ho we ver, this decision has to be
ade by the user. 
In 1D (spherical) models, r-packets can more easily get trapped,

s there are no preferred directions along which they can escape.
n practice, computational resources and/or convergence issues tend
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Figure 16. The hydrogen number density from a simulation snapshot (HK22D) of a CV line-driven wind with an isothermal EOS, described in full by 
Higginbottom et al. ( 2024 ). SIROCCO is used to calculate the ionization state and fluxes in a full MCRT-hydrodynamics framework, and PLUTO is used for 
the hydrodynamics steps. A successful disc wind is produced, but it is significantly weaker (in terms of power and mass-loss rate) than that obtained with an 
idealized treatment of ionization and radiative transfer. 
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o be the limiting factor for optically thick 1D models. Ho we ver, in
lassic mode, there is an additional failure mode for such models. 
n the limit where most photons packets are (re)absorbed and 
re)emitted many times in a single cell, it becomes extremely difficult 
or the code to maintain energy conservation. The issue is that the
adiation field locally becomes nearly isotropic. The net (outward) 
ux can then be a tiny fraction of the mean (angle-averaged) intensity. 
n MC terms, the luminosity (number of r-packets) that has to be
reated within a cell is far greater than the net number of packets
hat actually leaves the cell. The luminosity carried by the escaping 
opulation can then become highly uncertain simply due to Poisson 
catter. Yet global energy conservation across a simulation relies 
n the correct flow rates of r-packets across cells. This is not a
oncern when SIROCCO is run in macro-atom mode, as this locally 
nforces radiative equilibrium and hence guarantees global energy 
onservation. 

.2 The Sobolev and related approximations 

IROCCO is designed to synthesize spectra formed in moving media 
nd treats line transfer in the Sobolev approximation. This means 
hat an r-packet is only allowed to interact with a bound–bound 
ransition at the exact location where its comoving frequency coin- 
ides with the rest frequency of the transition. In reality, interactions 
ake place across a spatial scale defined by the Sobolev length, 
s � v th / ( d v s / d s ) , where v th is the local thermal speed, s is distance

long the r-packet’s line of flight, and v s is the projected velocity
long this direction. The Sobolev approximation therefore amounts 
o the assumption that the physical properties of the flow do not
hange significantly on scales as small as �s, which is not al w ays
 valid assumption. In line with this treatment, SIROCCO neglects 
ny thermal or microturbulent broadening associated with bound–
ound transitions. It is the responsibility of the user to ensure that
he Sobolev approximation is valid for the models they run. Static 
edia and flows in which thermal speeds are comparable to bulk
elocities should not be simulated with SIROCCO if focusing on line
nteractions, although such a simulation is appropriate if the focus is
n continuum processes or ionization state. 

.3 The size of the line list 

n important challenge for SIROCCO is to identify spectral lines that
ight be in resonance with a particular r-packet as it passes through
 given cell. The computational cost of this task scales directly
ith the size of the line list. It is therefore not feasible to simply

mport the latest Kurucz line list, 7 for example, which contains 
 10 9 transitions. Our default line list contains � 10 4 transitions,
hich is sufficient for many applications. Ho we ver, for radiation-
ydrodynamics simulations where line-driving forces are important 
Higginbottom et al. 2020 , 2024 ), is is important to have as complete
 line list as possible. Our approach here is to use SIROCCO to estimate
he ionization state and SED in each cell, then pass this information
o an external code that estimates the total line forces by summing
 v er the complete Kurucz line list. 

.4 General relativity 

IROCCO self-consistently carries out the special relativistic frame 
ransformations required as r-packets travel through the grid and 
nteract with the moving material in each cell. Ho we ver, it does not
ccount for any purely general relativistic effects. In particular, r- 
ackets in SIROCCO always travel in straight lines, rather than along
eodesics. This will primarily affect the angular distributions of 
hotons that are emitted or travel within, say, � 10 gravitational
adii of a compact object. This caveat should be kept in mind when
MNRAS 536, 879–904 (2025) 

http://kurucz.harvard.edu/linelists/gfnew/


902 J. H. Matthews et al. 

M

m  

o  

o

9

I  

r  

P  

t

9

S  

t  

a  

a  

a  

t  

–  

d
 

i  

c  

c  

e  

r  

t  

f  

i  

e  

f  

t  

a  

t  

t  

a  

r

9

A  

g  

a  

r  

u  

c  

m  

d  

i  

T  

a  

d  

p  

i  

a

8

o
8
a
i

1

S  

b  

e  

a  

s  

a  

c  

s  

s  

I  

s
f  

d  

i  

l  

X  

a  

u  

w  

t  

h  

m  

o  

s
 

i  

a  

o  

c  

a  

a  

i  

g  

f

A

W  

N  

P  

T  

K  

a  

g  

b  

A  

2  

2  

a  

S  

N  

C  

s  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/1/879/7915077 by H
artley Library user on 06 February 2025
odelling AGN and XRBs with SIROCCO . Ho we ver, we console
urselves with the thought that the physical and radiative properties
f accretion flows in this regime remain quite uncertain. 

.5 Polarization 

n principle, polarization can be included quite naturally in MC
adiative transfer (e.g. Kasen et al. 2006 ; Bulla, Sim & Kromer 2015 ;
eest et al. 2017 ), but no polarization treatment is implemented in

he current version of SIROCCO . 

.6 Thermal and statistical equilibrium 

IROCCO assumes that the flow is al w ays and everywhere in (local)
hermal and statistical equilibrium. That is, the code iterates towards
 temperature and ionization state for each cell in which the heating
nd cooling rates in each cell balance and the net transition rate into
n y giv en atomic/ionic lev el matches the net transition rate out of
hat level. This implies that there is no concept of time in SIROCCO

the code is not designed to deal with non-equilibrium and/or time-
ependent conditions. 8 

This limitation can be important even if the input radiation field
s steady. For example, if the flow velocity in a grid cell with
haracteristic size �x is given by v, matter will flow through the
ell on a time-scale t flow ∼ �x/v. Ho we ver, ionization equilibrium is
stablished on a time-scale of t rec ∼ ( αn e ) −1 , where α is the rele v ant
ecombination coefficient, and n e is the local electron density. Thus if
 flow < t rec , the cell cannot be in ionization equilibrium. In sufficiently
ast-moving flows, the ionization state can then become ‘frozen-
n’, i.e. fixed to approximately the state at the last point where
quilibrium could be established. SIROCCO currently does not check
or or deal with such non-equilibrium conditions. It is up to the user
o carry out the rele v ant consistency checks on their models. There
re also related issues when a dynamical time is short compared
o the radiation ‘diffusion’ time, since we implicitly assume that
he conditions in the outflow (e.g. density , velocity , temperature,
nd ionization) do not evolve on time-scales comparable to photon
esidence times within the model. 

.7 Dimensionality and resolution limits 

t present, SIROCCO is (at most) a 2.5D code. That is, the coordinate
rid is restricted to 2D and assumed to be symmetric about the z-
xis. Ho we ver, photon transport takes place in 3D and allows for a
otational ( v ϕ ) component of motion around the y-axis. In principle,
pgrading SIROCCO to ‘full’ 3D is fairly straightforward, at least
onceptually, but running such models would require significantly
ore computing resources. Memory usage, in particular, scales fairly

irectly with the number of grid cells used in a simulation, and it
s already a limitation for high-resolution models in 2D (or 2.5D).
his is the reason we have set an upper limit of 500 × 500 cells
s a default. SIROCCO ’s memory requirements for computationally
emanding simulations are partly driven by the MPI approach to
arallelization, which requires the computational grid to be copied
n full to each MPI process. This situation could be impro v ed by
dopting a hybrid OPENMP and MPI approach. 
NRAS 536, 879–904 (2025) 

 We currently do use SIROCCO in two time-dependent settings: in the context 
f radiation-hydrodynamics (Section 8.5 ) and reverberation mapping (Section 
.2.1 ). Ho we ver, in both cases, the time dependence is dealt with externally, 
nd it is still assumed that thermal and/or statistical equilibrium are established 
nstantaneously. 
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0  SUMMARY  A N D  C O N C L U S I O N S  

IROCCO (‘the code formerly known as PYTHON ’) is a 2.5D grid-
ased MCRT and photoionization code. It is intended for modelling
ither spherical or biconical outflows in a variety of systems with
 range of masses and sizes. In particular, SIROCCO can be used to
ynthesize spectra from winds in CVs, AGN, XRBs, TDEs, YSOs,
nd stars across a range of wavelengths from infrared to X-ray. The
ode self-consistently computes the radiation field and ionization
tate of the plasma in an iterative manner and deals well with multiple
cattering as well as frequency-dependent opacities and reprocessing.
t is also flexible in terms of how the illuminating spectrum and wind
tructure is specified. Not all radiative mechanisms are included –
or example, SIROCCO is not currently suitable for computing spectra
ominated by synchrotron, dust or molecular features – but SIROCCO

s capable of modelling accurately most of the important emission
ines and physical processes in the rest-frame optical, near-infrared,
-ray, and UV spectra, particularly for accreting compact objects in
 thermally dominated state. The ability to import models means that
ser-defined wind geometries (for example, from self-similar MHD
ind models) can be used. In addition, the code can be coupled

o hydrodynamics codes such as PLUTO to conduct MC radiation-
ydrodynamics simulations. Overall, SIROCCO represents a powerful
odelling tool that can help us better understand the physics of – and

bservable signatures produced by – winds and outflows in accreting
ystems. 

Here, we have provided an overview of SIROCCO and described
ts operation at the time of code release. We have outlined the key
ssumptions underlying the code, its capabilities, and the treatment
f radiation transfer and ionization within it. We have also presented
omparisons to other radiative transfer codes, tests of our methods,
nd some illustrative models of biconical winds in a CV, XRB, TDE,
nd quasar. Together with the documentation, we hope this makes
t clear how others could make use of SIROCCO , if they wish. More
enerally, our work highlights the power of MCRT as a technique
or studying outflows in accreting systems. 
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ATA  AVA ILA BILITY  

IROCCO is freely available via GitHub . Documentation can be found 
n ReadTheDocs or generated locally from the source code. The 
pecific code release ( SIROCCO version 1.0) and documentation 
ssociated with this paper can be accessed via Zenodo ( DOI: 
0.5281/zenodo.14243841 ). In addition, the data and scripts needed 
o recreate the majority of the figures can be found on GitHub or via
he associated Zenodo DOI ( DOI:10.5281/zenodo.13993033 ). 
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