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Temporal Dynamics in Emergent Communication

by Olaf Lipinski

Emergent communication is an approach designed to enhance the communicative
capabilities of agents in multiagent systems. Unlike traditional multiagent
communication fields, emergent communication allows agents to learn both the
structure and content of their communication protocol with minimal constraints on
character sets or vocabularies. This flexibility enables the development of more efficient,
adaptable, and environment-specific languages compared to hand-crafted protocols. In
this thesis, we identify a significant gap in the existing literature on emergent
communication, specifically the lack of exploration of temporal dynamics of emergent
languages. To address this, we investigate three dimensions of temporality in emergent
communication. First, we examine the influence of communication duration on agent
behaviour in a social deduction game called Werewolf, by allowing agents to
communicate for varying lengths of time. Our findings reveal that agents develop
unexpected strategies and that our modifications enhance their ability to converge on a
common language. Second, we study the emergence of temporal references, or words
indicating relative positions in time. We introduce a novel environment where agents
must communicate about temporal relationships within a dataset. The results
demonstrate that agents can learn to reference different time steps to solve the
environment successfully. Third, we explore how agents communicate about local
spatio-temporal relationships within a single observation. The results not only show
that the agents learn to communicate about such relationships, but also that this
language can be human interpretable. The contributions presented in this thesis pave
the way for more efficient and adaptable protocols in multiagent communicative
settings.
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Chapter 1

Introduction

Machine Learning (ML), and more specifically, Neural Networks (NN) and Deep
Reinforcement Learning (DRL) have made strides of progress since the increased
interest in the techniques from 2012 (Maslej et al., 2024). They have since been used in a
variety of domains, from transcribing ancient texts (Assael et al., 2022) or control of
tokamak plasmas for improvements in fusion energy (Degrave et al., 2022) to
optimising the algorithms that are crucial components of our operating systems
(Mankowitz et al., 2023).

A subfield of ML recently experiencing unprecedented leaps in both neural network
abilities and funding, with over $25.2 billion invested in 2022 (Maslej et al., 2024), is
research into Large Language Models (LLMs). While mostly known for the GPT chatbot
models (Brown et al., 2020; Radford et al., 2018; OpenAI et al., 2023), LLMs are also used
to study aspects of human cognition and linguistic ability (e.g., Cheng et al., 2024; Yin
et al., 2024; Kuribayashi et al., 2024). While the study of LLMs bases the insights on
languages taught to the agents, our work also lies in a field at the intersection of ML
and linguistics that takes the opposite approach: Emergent Communication.

1.1 Emergent Communication

Emergent Communication (EC) is a subfield of multiagent communication research,
where instead of specifying the protocol, or language, that agents would use to
communicate, they are allowed to develop it from scratch. The agents control both the
structure and content of this protocol, developing a language through repeated
interaction in given tasks. In common with other subfields of Machine Learning,
Emergent Communication is experiencing a surge in interest in different emergent
language properties, such as the impact of different pressures and biases on the
emergent language (e.g., Tucker et al., 2022), the effect of agent and population structure
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and homogeneity (e.g., Rita et al., 2022a), or the evolution of grammars and natural
language-like structures (e.g., Ueda et al., 2023).

The goal of such experiments is two-fold. Firstly, the field of EC aims to improve the
communication efficiency and interpretability of multiagent systems (Boldt and
Mortensen, 2024b; Rita et al., 2024). The emergent protocol is naturally optimised
through the way it is developed. As the language emerges in a specific environment, it
is naturally tailored to its observation space. Given that the agents can only perceive
their task-specific environment, they do not need to learn words that would refer to
irrelevant objects. Instead, the protocol can be more task specific, while still allowing for
generalisation to unseen observations within the task context (Rita et al., 2022b;
Auersperger and Pecina, 2022; Xu et al., 2022).

With advances in EC, we could expect improvements in terms of ad-hoc connectivity in
multiagent systems (Cope and McBurney, 2022), given that the language developed by
the agents is easily transferable (Li and Bowling, 2019). Ad-hoc connectivity would then
directly translate to many applications, such as communication in ad-hoc teams of
agents for autonomous vehicles or IoT (Cope and McBurney, 2022; Abudu and
Markham, 2020). Agents that can more easily teach others their language, will also
benefit from more effective communication themselves, as the language would be more
general and structured (Cogswell et al., 2019). A generalisable protocol will enable them
to adapt to new observations and environments (Silver et al., 2021), allowing the agents
to interact autonomously more easily. As more agents are equipped with the ability to
adapt and learn new emergent languages, the quality and efficiency of these
interactions would also improve (Baroni, 2020a).

With the appropriate pressures and reward structures, the observations that agents refer
to most will also have the shortest utterances (Rita et al., 2020), increasing their
bandwidth efficiency. Both of these properties mean that there are no redundant
phrases in the language, and that the agents can use their vocabulary as efficiently as
possible. Therefore, there is less need for a human to hand-code any optimised
protocols, also removing the need to account for all possible observations and their
corresponding descriptions for a given task (Silver et al., 2021).

Through analysing the emergence of different properties of language among agents, we
can attempt to understand the evolution and origins of human languages (Warstadt and
Bowman, 2022; Boldt and Mortensen, 2024b; Rita et al., 2024), learning what influences
may have shaped their structure, thanks to the relative ease of analysing and observing
the behaviour of neural networks as compared to human brains (Boldt and Mortensen,
2024b).

However, the applicability of insights from the field of EC is not limited to multiagent
communication or linguistics. Another aspect that Emergent Communication could
potentially enable is easier acquisition of human language, for either human-agent
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interaction (Baroni, 2020a), or for natural language processing (Yao et al., 2022;
Steinert-Threlkeld et al., 2022). EC has been shown to offer improvements in the latter
(Steinert-Threlkeld et al., 2022; Yao et al., 2022), where pre-training a natural language
model on an emergent communication dataset improves its performance on NLP tasks.
Emergent Communication has been shown to perform better than other systems in
terms of their linguistic ability (Baroni, 2020a), better learning of compositional
representations (Xu et al., 2022) and even better generalisation in recognising objects in
images (Feng et al., 2023).

EC has been applied to various domains, varying from Augmented Reality (Chen and
Guo, 2023), controlling flying base stations (Naoumi et al., 2023), task offloading in IoT
(Mostafa et al., 2024b), intent profiling (Mostafa et al., 2024a), and has even been applied
to help interpret fMRI data (Latheef et al., 2024). These advances demonstrate that EC
has a large potential impact on fields not related to multiagent communication, and
could improve other aspects of ML (Boldt and Mortensen, 2024b).

1.2 Time in Emergent Communication

A key feature of human communication is the ability to correctly reference the temporal
sequence of events. We use words that can refer to the past or future, specify when
certain actions have occurred, and take turns to achieve our goals. This ability
fundamentally shapes how we communicate and interact with others.

For artificial agents, the capacity to discuss temporal relationships is equally crucial.
However, in the current emergent communication literature, the temporal aspect of
language has been ignored. There are no examples of agents developing or
understanding temporal references or using temporal aspects of their environment to
their advantage.

Agents deployed in autonomous vehicles or monitoring financial transactions would
benefit from being able to refer to temporal relationships, as they could inform other
agents about their experiences and observations. In the case of autonomous vehicles,
agents could describe the conditions on different parts of the roads that the cars have
driven through, aiding traffic control and enhancing safety. In financial monitoring,
agents could relay information about past suspicious transactions and when they
occurred, helping to prevent fraud by recognizing patterns over time. In smart
warehouses, robots and sensors could optimize inventory management by discussing
the arrival and departure times of goods. In smart homes, devices could synchronize
actions based on user routines and historical data. In manufacturing, machines could
adjust operations based on the timing of production stages.
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As environmental complexity is being scaled in emergent communication research
(Chaabouni et al., 2022; Rita et al., 2024), temporal references will also benefit agents in
settings where temporal relationships are embedded. One example is social deduction
games, where referencing past events is key to winning strategies. These games, which
often involve multiple players attempting to uncover hidden roles or information, rely
heavily on the players’ abilities to recall and reference past events accurately. The
strategic use of temporal references, such as indicating when a particular event occurred
or referencing a sequence of past actions, can be crucial for devising winning strategies.
Temporal referencing will also allow agents to develop more efficient methods of
communication by assigning shorter messages using temporal references. For instance,
instead of elaborating on a series of past events in detail, an agent might simply
reference a specific time point or a known sequence of actions, thus conveying the
necessary information succinctly.

1.3 Research Aims

This thesis aims to bring the advantages of using temporal dynamics in natural
language to the field of Emergent Communication. To do so, we address three key
research questions.

How does the amount of interaction time impact the emergent language? We examine
the relationship between communication duration and the emergent language in a
social deduction game of Werewolf, where teams of agents need to collaborate to
eliminate the opposing team, through agreeing on a common voting strategy. By
varying the time agents have to communicate, we analyse how the length of interaction
time affects both the agents’ strategies and the properties of the emergent language. The
agents must develop effective communication protocols to establish voting majorities
and coordinate their strategies, making this an ideal environment to study how
different interaction times influence the emergent language. We explore this in detail in
Chapter 3.

What is needed for agents to communicate about temporal relationships across their
dataset? We focus on the emergence of temporal references in agent communication, or
the ability to refer to past events. We investigate the minimal conditions and
architectural requirements that enable agents to develop temporal references in their
language. Additionally, we analyse the compositional properties of the emergent
languages, comparing those with and without temporal references to understand how
the development of temporal references affects language compositionality. We present
this work in Chapter 4.
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How do agents communicate about spatio-temporal relationships within their
observations? We study how agents can communicate spatio-temporal relationships
between parts of their observations. We explore whether complex environments are
truly required for such language properties to emerge (Rita et al., 2024), or are simple
referential games (Section 2.5) enough. We analyse the resulting language using
normalised pointwise mutual information, a linguistic collocation measure, to
investigate its structure and interpretability. We provide the details of this study in
Chapter 5.

1.4 Contributions and Novelty

Our work analysing the impact of the amount of time to communicate in the game of
Werewolf (Lipinski et al., 2022) shows that, even for simple strategies, increasing the
number of turns the agents can take to communicate improves their convergence
efficiency and their game performance. We also show that the agents develop a highly
efficient and successful strategy of using passwords to communicate their identities.

To analyse the emergence of languages capable of expressing temporal relationships
between different observations (Lipinski et al., 2023), we develop a novel environment,
called Temporal Referential Games (TRGs). This variant of the commonly used
referential game environment allows us to repeat targets that the agents observe,
allowing them to exploit the temporal relationships. By using a simple environment to
study the emergence of temporal references, we explore what building blocks are
required for them to emerge. We develop a novel metric to analyse the emergence of
such references. We show that additional losses are unnecessary, and that the key to the
emergence of such languages are simple changes to the agent architecture, paving the
way for more ubiquitous use of temporal references in other EC settings.

To analyse the development of languages capable of discussing spatio-temporal
relationships (Lipinski et al., 2024) within data points we develop a new environment,
based on the referential games, called Temporal Progression Games (TPGs). Using this
simple environment, we show that the usual agent architecture requires only a small
modification to be able to understand and communicate about such relationships. We
also provide an analysis of the emergent language, showing how the agents compose
their messages, by using a novel NPMI measure. We also show that the resulting
language is interpretable using this measure.
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1.5 Thesis Outline

This thesis first analyses the available literature from both the field of EC, and related
linguistics concepts in Chapter 2, providing the theoretical foundation for temporal
dynamics in artificial languages. Chapters 3 to 5 are our contribution chapters.
Chapter 3 investigates the relationship between the length of communication time and
emergent language in the social deduction game of Werewolf. Chapter 4 explores the
conditions required for temporal references to emerge in agent communication.
Chapter 5 examines the emergence of spatio-temporal communication in a referential
game environment. In Chapter 6, we present a critical analysis of the work discussed in
the previous chapters, together with future directions that this line of research could
take. Chapter 7 concludes the work presented in this thesis.
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Chapter 2

Literature Review

Since the field has begun, the evolution of language has been of interest to linguists,
with many theories and investigations into the origin of human language (e.g. Hockett,
1960; Pinker and Bloom, 1990; Mesoudi et al., 2011). With the increase in computational
power, this question started to be studied through simulation (Steels and Kaplan, 1999;
Kirby, 1999). This has led to research in Emergent Communication (EC), and its
application to multiagent communication.

2.1 Linguistics Background for Emergent Communication

From a linguistic perspective, the current work in EC pertains to the pragmatics and
semantics of emergent language. Pragmatics, as defined by Korta and Perry (2020),
concerns the context around words rather than the properties of them. Analysing the
pragmatics of an emergent language would be studying the context and its effect on
meaning behind the phrases used by agents. Pragmatics in the context of EC are much
simpler than that considered by linguistics, as the languages studied in EC are
analogically simpler. For an overview of pragmatics in linguistics, we refer to Kempson
(2003) and Korta and Perry (2020).

One pragmatic property of human languages relevant to this work is the existence of
deixis (Lyons, 1977; Stapleton, 2017). Deixis has been described as a way of pointing
through language, with words such as “here” or “now”. These two words are examples
of spatial and temporal deixis, respectively. Deixis can also be categorized into other
types such as personal, discourse, and social deixis (Stapleton, 2017). Personal deixis refers
to the use of pronouns like “I”, “you”, and “we”, which indicate the participants in a
conversation. Discourse deixis involves expressions like “this” or “that” when referring
to parts of the discourse itself, aiding in the navigation of conversation. Social deixis
pertains to words that encode social information about the relationships between
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speakers, such as honorifics or titles. The effective use of deixis requires a shared
context and mutual understanding between interlocutors, making it a fundamental
aspect of communication that bridges the gap between language and the physical,
temporal, and social world.

Another pragmatic aspect of human language is the existence of anaphora. Anaphora
enhances textual cohesion by referring back to something previously mentioned in
discourse. Anaphoric references can take several forms, including pronominal, nominal,
and adverbial anaphora (Halliday and Hasan, 1976). Pronominal anaphora uses
pronouns like "he," "she," or "it" to refer to earlier, or future, entities. Nominal anaphora
employs nouns or noun phrases, such as "the teacher" or "the book," while adverbial
anaphora uses adverbs or adverbial phrases like "there" or "then." Anaphora is crucial
for managing information flow and maintaining cohesion in text, making it vital for
tasks in natural language processing and computational linguistics, such as machine
translation and text summarization.

In contrast to pragmatics, the study of semantics focuses on the analysis of meaning
(Lappin, 2003). In linguistics, semantics refers to the meaning behind words, sentences,
or longer form utterances. The two main subfields of semantics are that of compositional
semantics and lexical semantics. The former studies the structure of smaller parts of
speech, and how new meanings can be created by combining these components. The
latter focuses on the meaning of the smaller parts itself, how they acquire their meaning,
and how new meanings of words can be created.

From within the field of semantics, comes the principle of compositionality (Szabó, 2020), a
term often used in emergent communication. Compositionality, as defined by Szabó
(2020), states that meaningful expressions in natural language, can be built using
smaller forms of other meaningful expressions. For example, combining the words
“green” and “banana” to create the phrase “green banana” conveys a different meaning
than the two words individually. More formally, as stated by Szabó (2020), “For every
complex expression e in L, the meaning of e in L is determined by the structure of e in L
and the meanings of the constituents of e in L", where L is the language under
consideration. This more formal definition is known as the aforementioned principle of
compositionality in linguistics.

Compositionality has been argued as a way to increase natural language productivity
(Szabó, 2020), the ability to describe a virtually limitless number of things. Given the
knowledge of just a few words, such as “black, white, gray, cat, stripes” the English
language makes it possible to describe tens of combinations of a cat’s fur, using its
compositional qualities. Once a natural language is learned, the understanding of it is
also productive and allows for processing and producing of almost any conveyable
sentence in that language (Szabó, 2020). These properties made compositionality a
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desideratum in emergent communication (Brighton, 2002; Smith et al., 2003; Vogt, 2005),
as it has the potential to increase the efficiency and generality of emergent languages.

Another linguistics analysis that has been recently used in EC is text segmentation. As a
linguistic term, segmentation refers to dividing sentences into their core components.
One such technique is Harris’ Articulation Scheme (HAS), which can segment a
sentence into its constituent words by using the changes in the probability of
appearance of consequent phonemes (Harris, 1955).

2.2 Language Emergence with Deep Learning

We break down the progress in five specific areas of Emergent Communication research:
the relevant properties of the emergent language, the ways used to measure such
properties, the environments used to analyse the emergence of such properties, the
agent architectures and the optimisation techniques used to train EC agents.

2.3 Emergent Language Properties

The main properties that have been investigated in EC are compositionality (e.g.
Lazaridou et al., 2018; Chaabouni et al., 2020; Auersperger and Pecina, 2022),
transmission efficiency and linguistic parsimony (e.g. Chaabouni et al., 2019; Rita et al.,
2020), generalisation to novel input and different modalities (e.g. Harding Graesser
et al., 2019; Chaabouni et al., 2020), ease of learning and transmission (e.g. Li and
Bowling, 2019; Ueda et al., 2023), influence of competition (e.g. Noukhovitch et al., 2021;
Liang et al., 2020), population dynamics (e.g. Rita et al., 2022b; Mahaut et al., 2023) and
their effect on the language, and interpretability of the emergent protocol (e.g. Andreas
et al., 2017; Mihai and Hare, 2021; Cope and McBurney, 2024).

In this thesis we focus our review on the properties of compositionality, transmission
efficiency and generalisation as the most relevant to our work. We also analyse some of
the understudied properties of emergent languages.

2.3.1 Compositionality

Compositionality has been the most researched property in EC. The main aspects that
have been analysed are the way to incentivise compositionality (e.g. Kirby, 1999; Vogt,
2005; Chaabouni et al., 2020), generalisation of compositional languages (e.g.
Harding Graesser et al., 2019; Baroni, 2020b; Chaabouni et al., 2020), and ways to
measure compositionality (e.g. Lowe et al., 2019; Korbak et al., 2020; Perkins, 2021).
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Some research has also been dedicated to the non-trivial aspects of compositionality,
which are much harder to measure using conventional and well-established methods
(Bogin et al., 2018; Perkins, 2021; Bosc, 2022). Compositional languages are a
desideratum for EC research, as they may enable better generalisation and facilitate
better human understanding (Michel et al., 2022). We discuss the ways to measure
compositionality, as well as other properties of emergent languages, in Section 2.4

Compositionality, while at first may seem a trivial aspect, is not a given in emergent
protocols. Numerous results indicate that compositionality does not emerge naturally,
and instead agents develop degenerate or holistic languages (Kottur et al., 2017;
Chaabouni et al., 2019; Lipinski et al., 2022). A degenerate language indicates that all
meaning is associated with a single, ambiguous signal, while holistic languages do not
contain any structure, and just map each distinct observation to a separate signal (Kirby
et al., 2015). The main ways for compositionality to emerge that have been identified so
far are information bottlenecks (Kharitonov et al., 2020), linguistic parsimony or Zipf’s
law pressure (Zipf, 1949; Chaabouni et al., 2019; Rita et al., 2020), the ease of
transmission pressure (Li and Bowling, 2019; Ren et al., 2020), and noisy channels
(Kucinski et al., 2021). However, little research has been done into the compound
environmental pressures that may incentivise compositionality (Kucinski et al., 2021;
Chaabouni et al., 2022). These could include the ability to refer to complex observations,
where compositionality, in our view, would be a requirement for successful and efficient
communication. For example, referring to a blue object seen two time steps ago is easier
if the meanings of “two”, “time step” and “blue” can be composed, instead of creating a
unique word for the combination of these three properties.

Whether compositionality is a positive aspect of the emergent languages, and should be
a goal when training agents, is debated. Some results point to compositionality being
not necessary for generalisation (Chaabouni et al., 2020; Andreas, 2019; Kharitonov and
Baroni, 2020), some that it is negatively correlated (Nikolaus, 2023), and some that it is
positively correlated (Ohmer et al., 2022a). It may also be that due to linguistic variation
in the languages, ones that are classified as non-compositional could nevertheless be
compositional (Conklin and Smith, 2022). Together with the questions posed around the
validity of the metrics used to measure compositionality (Section 2.4), this adds to the
growing number of questions about the impact and importance of compositionality in
emergent languages.

2.3.2 Language Efficiency

Language efficiency has also been of interest in emergent communication (Chaabouni
et al., 2021). Chaabouni et al. (2019) have shown that without an advantageous pressure
to do otherwise, agents will develop “anti-efficient” protocols. “Anti-efficiency” refers
to the words that the agents assign to objects, usually using the maximum length
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available. Unless a penalty is applied to reduce the utterance length, the agents will use
all the available message length to convey their messages. This phenomenon differs
notably from human languages, where articulatory effort often shapes language
evolution, with many human languages showing a tendency toward efficiency through
linguistic parsimony (Chaabouni et al., 2019). This pattern, however, is not constant
across cultures and languages, with some maintaining longer forms in formal contexts
while allowing significant contractions in casual speech, while others show different
patterns of such behaviour altogether. In contrast, in artificial agents, the only pressure
that exists on the networks is the perceptual pressure, where longer messages are easier
to distinguish as they can be more distinct from each other (Lazaridou and Baroni, 2020).
Rita et al. (2020) and Rodríguez Luna et al. (2020) explore the possible ways of applying
this and other pressures to force the agents to create more succinct languages. Rita et al.
(2020) suggest that both the speaker and the listener need to have a pressure towards
efficiency. Once the pressure on both types of agents is in place, the emergent language
follows the Zipf’s Law 1 (Zipf, 1949), where the most used utterances are the shortest.
However, the work of Rodríguez Luna et al. (2020) shows that transmission efficiency
may be accomplishable through a different pressure, where the speaker is incentivised
to end its messages as soon as possible.

2.3.3 Generalisation

Generalisation requirements for compositional, or structured, languages have also been
disputed (Kharitonov and Baroni, 2020). It has been argued that compositional
languages are not needed for generality because the pressures that exist in an
environment do not necessarily incentivise a compositional language. Instead, they may
incentivise only a general language, which may be holistic or degenerate, depending on
the agent’s tasks (Kharitonov and Baroni, 2020). Kharitonov and Baroni (2020) even
argue that compositionality may not be a good target if we want to focus only on the
generality of the protocol because it may be too human-centric.

This view has been challenged in recent works, with compositional languages leading
to better generalisation abilities (Auersperger and Pecina, 2022). Auersperger and
Pecina (2022) show that generalisation is only successful if the emergent languages are
compositional. Similarly, Ohmer et al. (2022a) show that agents develop good
generalisation through using a compositional hierarchical language. This has again
been called into question by Nikolaus (2023), where they provide evidence that
compositionality and generalisation could be negatively correlated.

Some degree of generality has already been shown in the early work of (Havrylov and
Titov, 2017), where the agent’s language exhibited some categorisation (Baroni, 2020c).

1Zipf’s Law can also be viewed as an ordering according to the Kolmogorov complexity for each phrase
(Manin, 2014)
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Generalisation of emergent languages has also been shown through multiple tests of
zero-shot evaluations (e.g., Choi et al., 2018; Tucker et al., 2021). It was observed that
agents with a structured language, developed through environmental pressures, can
afterwards perform better in other types of games and environments (Mu and
Goodman, 2021).

In contrast to the works we have described so far, others have found that agents do not
develop a sufficiently general language, but rather an idiolect (Steels and Kaplan, 1999).
An idiolect is, in the case of EC, when the emergent language is specific to the speaking
agent, and so the agents have to each learn each other’s language instead of a general
one, as was also noted by Bouchacourt and Baroni (2019).

2.3.4 Understudied Properties

Another aspect of interest is that of the influence of time on the emergent language.
Research has been done on turn taking (Taillandier et al., 2023) and multistep
interactions (Kalinowska et al., 2022) in emergent communication. However, in the
current literature, there are few investigations concerning other aspects of the influence
of time, such as how the amount of time to communicate affects the emergent language
and the agent strategies. Similarly, while spatial and temporal deixis have been studied
extensively in linguistics (Stapleton, 2017), they have been an underexplored topic in
EC. We consider that these aspects will be significantly important in the future, as the
environment and task complexity increases, requiring the use of more varied language
properties.

Close to the investigation of deixis is the research into anaphoric structure in emergent
communication (Edwards et al., 2023). Edwards et al. (2023) show that neural agents
can easily acquire languages with anaphoric structure, and that such structures may be
able to naturally emerge. The authors argue that, given emergent languages use unique
n-grams that refer to redundancy and increase ambiguity (especially under the pressure
of brevity), anaphoric structures emerge naturally.

The ability to refer to numerical concepts has also only recently been shown in EC by
Zhou et al. (2024). Zhou et al. (2024) present a task where agents have to learn to refer to
the number of objects present in their observations. These numerical concepts must
then be used with a prescribed mathematical operator, such as addition or subtraction,
to arrive at the correct answer to the task. While the authors show that the agents can
learn to count, the agents do not learn about the mathematical operators, as these are
prescribed. In essence, the sender agent learns to count, and the receiver agent learns to
perform addition and subtraction given two numbers.
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2.4 Quantifying the Properties of Emergent Languages

To measure all the properties that an emergent language could have, several metrics
have been proposed. Most metrics concentrate on measuring compositionality (e.g.,
Andreas, 2019; Korbak et al., 2020; Bogin et al., 2018; Brighton and Kirby, 2006;
Chaabouni et al., 2020), the influence of communication on the behaviour of other
agents (e.g., Lowe et al., 2019; Eccles et al., 2019), or how to measure communication in
competitive environments (e.g., Noukhovitch et al., 2021). In this thesis, we focus on the
ways to measure compositionality, and the semantics of emergent languages, as the
most relevant to this work.

2.4.1 Measuring Compositionality

Measuring compositionality is a non-trivial task. Most metrics developed so far suffer
from the inability to measure non-trivial compositionality (Perkins, 2021; Korbak et al.,
2020; Xu et al., 2022; Carmeli et al., 2024). This is because these metrics fail to account
for the complex nature of compositional structures that differ from traditional human
language patterns. Most use simple heuristics to define and find compositional
languages. Metrics such as topographic similarity (Brighton and Kirby, 2006) would, for
example, qualify the English language as non-compositional, as individual letters hold
no meaning (Bosc and Vincent, 2022).

Topographic similarity can be viewed as a correlation between pairwise input distances
and corresponding representation, or message, distances (Chaabouni et al., 2020). In
recent work, topographic similarity has been shown to have a high correlation with
generalisability of the emergent language (Rita et al., 2022b). However, the use of this
metric is limited, as it would not be able to measure non-trivial compositionality
(Perkins, 2021; Korbak et al., 2020) or when the input-representation pairs are
unavailable (Ossenkopf et al., 2022).

As shown by Perkins (2021), intelligent agents can use unusual methods to create
compositional structures. These would lead to negative results on most
compositionality metrics, even if the emergent language is trivially compositional. That
is why Perkins (2021) proposes a benchmark for future metrics to check for more
complex types of compositionality. They create transformations that can be applied to a
language to create compositional systems, which current metrics cannot measure. These
can then be used to test any new proposed metrics to verify if they could still perform
well against such languages.

Based on these shortcomings of analysing compositionality, Chaabouni et al. (2022)
suggest that these attempts should be abandoned in favour of measuring more
quantitative outcomes of language performance, such as task success. Rita et al. (2024)
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suggest instead that measures and metrics should focus on using linguistic insights to
be able to measure emergent languages. By using metrics developed for human
language, or at least inspired by such techniques, emergent languages can be more
closely compared to natural language.

2.4.2 Analysing Semantics

Analysing the semantics of the emergent language is challenging. By the nature of
emergent communication settings, the language developed by the agents is adapted
and optimised for their task, making it harder to understand how agents compose their
messages (Perkins, 2021), and the meanings behind them. While most work in emergent
communication focuses on discrete token-based languages, research has shown that
agents can learn to communicate through visual channels using drawings (Mihai and
Hare, 2021), similar to how visual communication preceded written language in human
history. However, regardless of the communication modality, the fundamental
challenge of semantic interpretation persists.

Attempts to interpret emergent messages often rely on the presence of dataset labels.
One such method is using normalised mutual information (nMI) to express the
closeness of dataset labels, or meanings, to the emergent language (Dessì et al., 2021).
An extension to nMI has been proposed in the same work called WNsim which further
measures the similarity based on the shortest path between two categories using
WordNet (Miller, 1992), thus creating less penalty for using the same utterance for
similar categories (Dessì et al., 2021). However, these methods require extensive dataset
labelling.

A first step to interpreting an emergent language is to be able to segment messages into
the atomic parts which carry different meanings. A new metric to quantify
compositionality has also been recently proposed by Bosc (2022), called concatenability.
This metric measures whether two atomic symbols or expressions can be concatenated
together, and still retain their separate meanings. For example, if we assign the number
1 to the meaning of red and the number 3 to the meaning of car, then this metric would
check if the symbol 13 meant red car, or if it had another meaning. This technique could
be a first step towards interpreting each symbol of the emergent language, however
Bosc (2022) still rely on dataset labels.

Another way of segmenting emergent language messages is Harris’ Articulation
Scheme (HAS) (Harris, 1955). Initially devised to segment natural language sentences
based on phoneme probabilities, HAS has been adapted to employ entropy measures
after each character to segment the words in the emergent language (Ueda et al., 2023).
This method detects a separate word by the entropy falling after one character, while
increasing on the next character. For example, in the English language, if we write
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“lang”, then it would be quite likely that the next letter is “u”, and so the entropy would
be lower. However, after a full word “language” the entropy is high, as we have many
other characters we could use to start a new word. While the emergent languages have
been shown to be segmentable, no meaningful segmentation has been found so far
(Ueda et al., 2023).

An approach to both segment and create a meaningful mapping of the concepts from
emergent messages to natural language has been developed by Carmeli et al. (2024).
Carmeli et al. (2024) use adjusted mutual information to create a bipartite graph from
words present in the messages to concepts present in the dataset. They show that agents
can create interpretable mappings, and that these can be represented by a graph.
However, the authors treat each character in a message as a separate word, meaning
that any words which are longer than a single character would be ignored by this
proposed method.

2.5 Emergent Communication Environments

An important factor in the evolution of the emergent protocol is the environment. The
properties of a language depend on the domain it needs to cover, which makes the
design of the environment an important aspect in determining how the agents create
their languages. The environment design is essential to allow for better generalisation
(Hill et al., 2020). Even how the environment is perceived can affect how and what the
agents learn, with the perceptual biases passed onto the language (Ohmer et al., 2022b).
The design of the agents’ perception can even significantly affect their performance in a
given task, with pretrained vision networks performing worse than vision networks
trained in a given environment (Ohmer et al., 2022b). In this section, we will focus on
two environments: Werewolf and Referential Games.

2.5.1 Referential Games

Referential games, also known as discrimination games, are a popular choice of
environment for testing various aspects of emergent communication. First introduced
by Lewis (1969), and adapted for the specific purpose of emergent communication by
Lazaridou et al. (2017), the referential games are a relatively simple setting. There are
two agents, a sender and a receiver. The sender observes a vector and transmits its
compressed representation through a discrete channel to the receiver. The receiver
observes a set of vectors together with the sender’s message. One of these vectors is the
same as the one the sender has observed. The receiver’s goal is to correctly identify the
vector the sender has described, among other vectors referred to as distractors. The
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[5, 10, 6] Apple!

Distractors 

Target 

FIGURE 2.1: An illustration of the referential game environment.

simplicity of the referential games enables the reduction of extraneous factors which
could impact the emergence of different language properties.

For illustration purposes, a single round of the referential games is provided in
Figure 2.1. The sender observes a red apple, and transmits the vector [5,10,6] to the
receiver. This vector could be composed of parts representing both red and apple, or it
could be non-compositional, with the whole vector representing the concept of a red
apple. Alternatively, the vector could encode other concepts typically ignored by people
in their descriptions of such an object (Perkins, 2021), such as the presence of a curved
stem. The receiver processes this vector, and has to decide which object is being
described from the three objects it can observe. Assuming that the concept of a red
apple is encoded in the vector [5,10,6], and the receiver can recover this information
from this compressed representation, the receiver correctly identifies the red apple as
the target. The referential game would then continue to a new round, with different
target and distractor objects.

2.5.2 Werewolf

In Werewolf, players are divided into two teams: werewolves and villagers, typically
with a ratio of one werewolf to three villagers. The game alternates between two phases:
nighttime and daytime. During the nighttime, werewolves secretly communicate and
decide on a villager to eliminate. When daytime arrives, all players, including the
werewolves, discuss and vote to eliminate someone they suspect to be a werewolf. The
objective for the werewolves is to eliminate villagers without being discovered, using
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FIGURE 2.2: Visual representation of the flow of the game of Werewolf.

deception and manipulation during the day discussions. Villagers aim to identify and
vote out the werewolves based on the behaviours and clues observed during the
discussions. The game continues through these cycles of night and day until either all
werewolves are eliminated or the werewolves outnumber the villagers, resulting in a
victory for the respective team. We provide a visual representation of the game phases
in Figure 2.2.

For example, in a four-player game of Werewolf, there are three villagers (players 1, 2,
and 3) and one werewolf (player 4). During the first nighttime phase, player 4 (the
werewolf) decides to eliminate player 2. In the following daytime phase, the players
discover that player 2 has been eliminated, leaving three players (1,3,4). During the
daytime phase, players 1 and 3 discuss who they suspect might be the werewolf. Player
4 tries to blend in and deflect suspicion. After deliberation, players 1 and 4 vote to
eliminate player 3, believing them to be the werewolf. With only players 1 and 4
remaining, the game continues to nighttime. Player 4 eliminates player 1, resulting in a
victory for the werewolf.

The game of Werewolf has garnered some interest in the ML community recently, with
the launch of the AI Wolf Competition (Toriumi et al., 2017). The competition, however,
relies on pre-defined structures for agent communication, and does not allow for the
emergence of other protocols. With only one work published (Brandizzi et al., 2021) on
emergent protocols in Werewolf, this presents an important research gap. Achieving
any significant win rates Werewolf could require complex strategies, coordination, and
communication protocols, making it a useful environment for EC research.
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FIGURE 2.3: The base architecture of EGG agents (Kharitonov et al., 2019).

2.6 Agent Architectures

In EC the most used agent architecture is that of EGG (Kharitonov et al., 2019). This
basic architecture consists of sender and receiver agents, constructed around a single
RNN, such as a GRU (Cho et al., 2014) or an LSTM (Hochreiter and Schmidhuber, 1997).
First, the sender (Figure 2.3a) processes the target object, using either an RNN or a
Linear layer. The result is the initial hidden state for the message generation RNN. The
messages are generated character by character, using the Gumbel-Softmax trick (Jang
et al., 2017). These messages are then passed to the receiver, an overview of which is
shown in Figure 2.3b. The receiver’s architecture contains an object embedding linear
layer and a message processing RNN. The output of both the embedding layer and the
message RNN is combined to create the referential game object prediction. We present a
visual representation of the EGG architecture for both the sender and the receiver in
Figure 2.3.

Other architectures have also been proposed, including Variational Autoencoders (Ueda
and Taniguchi, 2023), and attention-based architectures (Vaswani et al., 2017; Ri et al.,
2023). Initial results show significant promise, with the attention architecture creating
more compositional languages (Ri et al., 2023). Interestingly, combining an attention
mechanism with the more common RNN performs even better than a purely
attention-based approach (Ri et al., 2023). While transformers show great promise in
many areas (OpenAI et al., 2023), they still struggle with compositional generalisation
(Yin et al., 2024; Kim and Smolensky, 2024), which humans can do easily (Kim and
Smolensky, 2024). This could potentially point to the best architecture being a
combination of attention-based mechanisms together with RNNs, especially with the
modified LSTM architectures even outperforming transformers (Merrill et al., 2024;
Merrill and Sabharwal, 2022; Deletang et al., 2022), which have been shown to be less
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powerful than LSTMs (Beck et al., 2024). With new RNN architectures such as the
xLSTM, the RNN-based models could be competitive with LLMs (Beck et al., 2024).

2.7 Agent Optimisation

The three main techniques that are used in emergent communication are REINFORCE
(Williams, 1992), Gumbel-Softmax (Jang et al., 2017), and classic backpropagation
(Schulman et al., 2015). Some approaches also use a combination of these optimisation
techniques to achieve better performance or faster convergence rates.

The main problem encountered when implementing EC systems is that direct
backpropagation and differentiation is usually impossible. As the messages passed
between agents are often composed of discrete tokens, the gradients for
backpropagation cannot be computed for those discrete token choices. The simplest
solution to this problem comes with REINFORCE (Williams, 1992). The REINFORCE
approach introduces rewards to agents so that they can learn from the positive or
negative results of their message choices, instead of back propagating the referential
game error directly.

In combination, REINFORCE (Williams, 1992) is often used for the sender, and
backpropagation for the listener. The objective of the listener can often be viewed as a
simple classification task, as it only needs to map the discrete input it receives to the
correct output. For example, if we assume that the sender is a static dictionary, then the
listener can be viewed as learning in a supervised way a mapping of all items in a
dictionary to all objects that have that meaning. The combined approach means that the
more computationally expensive technique (REINFORCE) can be limited to only one
agent, therefore increasing the training performance of the whole model (Chaabouni
et al., 2019).

The Gumbel-Softmax technique (Jang et al., 2017) can be viewed as both continuous
and discrete, as it “converts” the emergent language from a discrete to a probabilistic
continuous representation so that it can be differentiated and then backpropagated. At
training time, the discrete symbols are approximated to a continuous vector, with a
concentrated peak around the value of the discrete character (Chaabouni et al., 2021;
Jang et al., 2017). This discretisation trick allows for the training speed to come close to
the continuous communication, where the gradients can flow freely, while the
communication being discrete at test time allows for linguistic analysis.

While the Gumbel-Softmax technique (Jang et al., 2017) has gained significant
popularity in the field of EC, there exists a significant limitation to its possible
applications. It allows the gradients to flow through both the sender and the receiver,
and so the two agents can be treated as one neural network, similar to autoencoder
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architectures (Kramer, 1992). This makes it harder to scale this technique to multiagent
settings. Converting multiple agents to virtually a single network is challenging, and
becomes impossible when the agents can act at different time steps. This is where pure
reinforcement learning techniques, bypassing the issue of direct gradient flow, will gain
an advantage, as scaling is being pursued in EC (Chaabouni et al., 2022).

2.8 Conclusions

This literature review has explored the evolution and current state of research in
Emergent Communication, emphasizing the foundational linguistic concepts such as
pragmatics and semantics, which inform the study of emergent languages. Pragmatic
elements like deixis and anaphora, alongside semantic principles, especially
compositionality, are crucial for understanding how agents can develop and use
language, while providing new directions for future research in EC.

While progress has been made, especially in understanding properties like
compositionality and efficiency (Chaabouni et al., 2019, 2020; Auersperger and Pecina,
2022), there is still much to explore within simple environments. Referential games
(Lazaridou et al., 2018), despite their simplicity, continue to offer a controlled and
effective setting for studying various aspects of EC. These environments allow isolation
and analysis of specific language properties without the confounding factors present in
more complex settings. As such, they remain valuable for foundational research and for
testing new hypotheses about language emergence and agent communication strategies.

The review also highlights the challenges in quantifying the properties of emergent
languages, pointing out that current metrics often fall short in capturing their full
complexity. There is a need for metrics that are more linguistically inspired and less
reliant on extensive dataset labelling (Rita et al., 2024). Techniques such as
concatenability (Bosc, 2022) and entropy-based segmentation (Ueda et al., 2023) show
promise but also underscore the need for further research. Future studies should focus
on developing metrics that draw from linguistic theories and methods, ensuring a
closer alignment with how natural languages are studied and understood (Boldt and
Mortensen, 2024b; Rita et al., 2024). The insight we may gather from such developments
in EC may also lead to new questions being asked in linguistics (Galke and Raviv, 2024).
Metrics inspired or borrowed from the study of human language may also help bridge
the gap between human and emergent languages (Rita et al., 2024).

In addition to refining metrics, the interpretation of emergent languages should move
towards more automated methods rather than relying heavily on manual dataset
labelling. Automated interpretation techniques, such as those involving mutual
information and bipartite graph mappings (Carmeli et al., 2024), offer a way forward.
These methods can facilitate a more scalable and efficient analysis of emergent
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languages, enabling researchers to decode and understand agent communication with
less manual intervention.

Finally, the temporal dynamics in emergent communication could play an important
role in the future. Fundamental aspects of natural languages like spatial or temporal
deixis serve a crucial purpose of bridging language with the physical, temporal, and
social world (Stapleton, 2017). We consider that this avenue deserves close attention to
investigate how deixis emerges and functions within EC, as it holds the potential to
significantly enhance the richness and applicability of agent communication strategies.

Overall, the field of emergent communication offers a wealth of opportunities for
continued interdisciplinary research. Combining insights from computational
linguistics and machine learning will be essential for advancing our understanding and
capabilities in this field, leading to more intelligent and effective communicative
multiagent systems.
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Chapter 3

Interaction Time in Dialogue

Building on the key concepts discussed in Chapter 2, in this chapter we examine the
impact of interaction time on the development of emergent communication in
multi-agent systems. We extend the framework of the Werewolf game, previously
explored by Brandizzi et al. (2021), to examine how varying the amount of interaction
time influences agent strategies and language efficiency.

3.1 Emergent Communication in Werewolf

Emergent communication has been used to improve the performance of intelligent
agents in the game of Werewolf (Brandizzi et al., 2021), a well-known party game, also
sometimes referred to as Mafia. The authors show that agent win rate significantly
improves when the agents create their own language, however the analysis of the
language and strategy of the villagers is left for future work. In the original
environment (Brandizzi et al., 2021), the villagers only had a single round of
communication to agree on a player to vote out as an alleged werewolf, which may not
allow them to fully explore other, possibly better, strategies.

Investigating the amount of time allocated for communication allows us to analyse how
extended discussions influence the effectiveness of the agents’ strategies, potentially
leading to more refined and successful approaches. By observing how agents interact
over different timeframes, we can gain a deeper understanding of how time constraints
impact the development of shared languages and cooperative behaviour. This work can
provide generalizable knowledge applicable to enhancing teamwork in automated
systems, and optimizing communication protocols in complex, multi-agent
environments.

We extend the Werewolf environment by introducing multiple rounds of
communication, to determine the effect of a longer period of discussion on the language
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developed and the success rate in identifying the werewolf. Our work is motivated by
the assumption that if agents are allowed more time to communicate, they will develop
successful strategies faster. We introduce a voting threshold to encourage villagers to
work together and to vote uniformly. Both of these changes tell us how much the time
needed to communicate influences the agents’ performance.

We show that the agents develop a highly successful strategy of password signalling to
win the game, where their communication behaves like a Turing test (Turing, 1950)
analogue for identifying the werewolves. The multiround aspect increases convergence
speed and allows the agents to establish this identity test more rapidly. Finally, we
describe the effects of the voting threshold regarding the win rate of the villagers, as
well as convergence speed.

3.2 Werewolf Environment

The agent environment is based on the work of Brandizzi et al. (2021). The environment
game flow follows that of the game of Werewolf (Section 2.5.2), with alternating
nighttime and daytime phases with some minor changes. Firstly, the “daytime” phase
consists of one round of communication, where agents are allowed to exchange a single
message (Brandizzi et al., 2021). Secondly, the game in these environments ends when
all werewolves are voted out, or when the number of villagers and werewolves are
equal. This condition is included because when the numbers are equal on each team,
the villagers can no longer win.

The observations the agents receive consist of the day count, the status map, the game
phase, the voting targets, agent ID, and messages. The day count allows the agents to
understand the number of days that have passed in the game. The status map shows
which agents are still in the game, and which have been eliminated. The game phase
indicates which of the four game phases the agents are currently in: the nighttime
communication phase; the nighttime elimination phase; the daytime communication
phase; or the daytime elimination phase. The voting targets allows each agent to see the
final vote of all other agents. The agent ID represents the ID of each agent, which is the
ID is used during voting. Finally, the messages represent all messages sent by all agents
during a given phase.

The action that each agent can take is to produce a message and a vote for each round of
communication. The message is represented by an array of integers, which can be
selected by the agents from a given vocabulary. The length of this array is determined
by the message length parameter. No other actions can be taken by the agents. After a
successful vote, be it by the werewolves during the nighttime, or all players in the
daytime phase, the player voted out is removed from the game, and may take no
further action. The status map is updated to reflect this.
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Messages are passed during all phases as an observation to the agents. Depending on
the agent’s role, it can receive both the nighttime and daytime observations, if it is a
werewolf, or purely the daytime observations, if it is a villager.

The reward scheme for the villagers seeks to incentivise specific behaviours (Brandizzi
et al., 2021). The reward values are: −5 for death, to incentivise avoiding being voted
out/eaten by a werewolf; +25 for winning the game, to incentivise winning strategies;
−25 for losing the game so that the agents avoid any losing strategies; −1 for picking a
target besides the one that was voted out, to reinforce uniform voting.

To test our hypotheses (Section 3.1), we extend the Werewolf environment to a
multi-round communication domain and introduce changes to how the voting works to
incentivise quicker convergence on communication between the villagers1.

Our multi-round approach is implemented during the daytime phase when all agents
communicate. We choose only the daytime phase, as the werewolves have a static
policy (Brandizzi et al., 2021) (Section 3.3), meaning communication during the
nighttime phase has no effect on the werewolves’ vote. This modified game can be
parameterised with the number of communication rounds, nr, varying the amount of
time agents have to converse. More precisely, it is the number of times that the agents
can exchange a single message between all of them. The number of rounds is distinct
from the number of episodes which relates to the number of full games played by the
agents, where full games refer to a game which has reached a win condition, and the
environment was then reset.

We incentivise our agents to decide quickly on the target of their vote, while also
maintaining a high consensus rate among them as to who their target will be. This is
done through the agreement loss, as presented by Brandizzi et al. (2021), as well as our
additional loss based on the number of rounds taken to reach a conclusion. We
introduce a negative reward of −2 for wasting a round, or not reaching the voting
threshold, tv, to further incentivise voting in unison. The agreement loss penalises
agents who voted for a target that was not voted out, while tv represents the minimum
percentage of agents that must agree on a target for the vote to be considered valid. This
means that, when less than tv% of agents agree on a target, then the vote is considered
invalid, and no agents are eliminated. This modification can be viewed as adding an
independent judge to count all agent votes, where only a significant plurality is
permitted to decide whether to vote out an agent or not. This contrasts with the original
environment, which only required a simple plurality of agents to choose a target, even if
that plurality amounted to just two out of 21 agents, and when no plurality could be
reached, an agent would be removed at random.

1Our code is available on GitHub at https://github.com/olipinski/rl_werewolf

https://github.com/olipinski/rl_werewolf
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FIGURE 3.1: Werewolf agent architecture.

3.3 Architecture

The architecture of Brandizzi et al. (2021), and by extension of this work, follows the
default agent architecture of Ray RLLib (Liang et al., 2018; Moritz et al., 2017). We
present an overview of the agent architecture in Figure 3.1. As the number of agents
and message length are variables, we do not present the sizes of the layers which
depend on their values, instead using the placeholder value X. These values are
automatically calculated based on the runtime parameters.

The presented architecture, following Brandizzi et al. (2021), is used only for the villager
agents. The werewolf agents instead follow a static werewolf policy (Brandizzi et al.,
2021). This policy picks an agent at random to be voted out by the werewolves. All
werewolves follow the same static policy.

Each agent observation (i.e., Day Number, Status Map, Game Phase, Targets, Own ID
and Messages (Section 3.2)) is first processed by two linear layers. The output of all
linear layers is concatenated to a single vector, which is then passed to an LSTM. After
the LSTM processes this input, it is passed to a final linear layer, which outputs a
one-hot encoding of the chosen agent actions. This one-hot representation is then
processed into actions which can be passed into the environment.
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3.4 Interaction Time Experiments

The modified version of the environment exposes two additional parameters to explore:
the number of rounds nr and the voting threshold tv. We explore them using a grid
search, maintaining the other parameters from the original paper (Brandizzi et al., 2021).
We provide details of the training and the grid search parameters in Appendix A.1.

3.4.1 Hypotheses

To investigate the influence the amount of time and voting plurality has on the agents’
strategies, we pose two hypotheses that we test in this work:

Hypothesis 1 (H1) The longer we allow the villagers to communicate, the faster they
will converge to a common communication strategy, and the higher their win rate
will be.

Hypothesis 2 (H2) The more the agents are encouraged to vote in unison, the faster
they will adopt an accurate voting pattern.

3.4.2 Convergence Speed

Increasing both nr and tv appears to decrease the average convergence episode, as
shown in Figure 3.2 and Figure 3.3, with shaded areas representing the 95% confidence
interval. We define the convergence episode as the episode number where our agents
reach over 75% win rate, which we choose as an arbitrary threshold for a successful
strategy. The convergence speed is defined as the average number of training episodes
required to reach this 75% win rate.

To confirm these observations, statistical analysis on the impact that both the number of
rounds and the voting threshold have on the convergence speed is performed, shown in
detail in Appendix A.2. The results indicate that the number of rounds has a statistically
significant effect on both win rate and convergence speed. We find that the higher the
number of communication rounds, the quicker the agents converge, partially
confirming our H1. The voting threshold, however, does not have a statistically
significant effect, falsifying our H2, and so its impact on the convergence speed is not
discussed further.

3.4.3 Win Rate

We analyse the impact that both of our additional parameters have on the average win
rate of the villagers. Figure 3.4 and Figure 3.5 illustrate the interaction between the
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FIGURE 3.2: Impact of the number of rounds on the convergence speed.
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FIGURE 3.3: Impact of the voting plurality threshold on the convergence speed.

parameters nr and tv in terms of the win rate, with the shaded areas representing the
95% confidence interval. The win rate is defined as the percentage of games that the
villagers win in a single training run. For certain configurations of the communication
round count and voting threshold, our agents achieve over 95% win rate.

Performing the statistical significance analysis, outlined in Appendix A.2, we find that
only the number of communication rounds has a statistically significant effect on the
win rate. With a larger nr, the win rates tend to be lower, as shown in Figure 3.5
indicating that increasing the number of communication rounds is negatively correlated
with the average win rate. This partially falsifies our H1. However, the number of
rounds together with the voting threshold increases the average win rate past the
previously reported values by Brandizzi et al. (2021), shown in Table 3.1, and results in
an overall positive trend.
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FIGURE 3.4: Impact of the voting plurality threshold on the win rate.
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FIGURE 3.5: Impact of the number of communication rounds on the win rate.

3.4.4 Comparison to the Original Environment

In Table 3.1 the results from this work are compared to the original experiments by
Brandizzi et al. (2021). Our configuration notation is consistent with Brandizzi et al.
(2021), where “SR” is vocabulary size, or the number of characters available for each
position in the message (originally called Signal Range), “SL” is message length
(originally called Signal Length), “PL” is the number of players, “WR” is “Win Rate”,
and “TH” and “RS” being the threshold value and number of rounds respectively.
Lastly, the “Convergence” column refers to the episode number, or convergence point,
that the agents with that configuration achieved. All values are reported for the best run
of each configuration, with better ones (as compared between the original environment
and our modified version) displayed in bold. The mean win rate together with the
1-sigma standard deviation, ±, are reported in the parentheses. The convergence
episode for the original configurations is reported as obtained by our reproduction.

Table 3.1 shows that the introduced modifications result in a lower total episode count
before convergence for two out of three compared configurations, while also achieving
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TABLE 3.1: Results for both our and the original Brandizzi et al. (2021) environment.

Configuration TH RS Our WR (%) Original WR (%) Convergence (106)

SL9-SR2-PL9 1 36 100
(60± 31) N/A 0.70

(0.94± 0.84)

SL9-SR2-PL9 0 1 99
(78± 32) 45 1.29

(1.57± 0.41)

SL9-SR2-PL21 1 3 96
(83± 13) N/A 0.70

(1.47± 0.42)

SL9-SR2-PL21 0 1 95
(78± 27) 98 1.19

(1.28± 0.59)

SL21-SR2-PL21 0.4 3 100
(80± 17) N/A 0.62

(0.93± 0.19)

SL21-SR2-PL21 0 1 98
(92± 13) 94 0.58

(0.72± 0.12)

a higher win rate for two out of the three configurations. This demonstrates that
allowing the agents to communicate for longer results in a possible improved
performance for both metrics of the game. Reproductions of the configurations that
were presented by Brandizzi et al. (2021) are also included, with our modifications to
the code for a better comparison. We note that our reproductions have higher win rates
than reported, which could mean that the original runs were not fully converged,
possibly owing to the time or compute power available to the original study.
Nevertheless, our results still improve over the reproductions.

3.4.5 Language Analysis

To analyse the emergent language, we gather the information about word usage from
the latter parts of the training of our agents, focusing on agents who have completed the
exploration phase, and developed a stable language. We consider this point when the
win rate improvements plateau and there is minimal variation in the agent policies.

Analysing the language that agents have developed, we find a focus on a sparse word
vocabulary for the successful strategies, while most unsuccessful strategies have
multiple words in their vocabulary. Moreover, almost all successful agent populations
use a single word at least 90% of the time, with a minor number of outliers.

We can see the usage of the most common message in Figure 3.7. We observe the same
correlation when including the most common message and its distance-one adjacents,
defined as any message that has a single character difference from the most common
message, in Figure 3.6. Both figures are produced using a rolling average of the usage
percentages, to reduce the noise in the plot, and increase the visibility of the common
trends. However, the rolling average does remove the outliers at the higher win rate
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FIGURE 3.6: Most used unique message and its top ten distance-one adjacents versus
the villager win percentage.
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FIGURE 3.7: Most used unique message versus the villager win percentage.

part of the plot, therefore limiting the plot to about 90%. The positive correlation
observed in both figures shows winning strategies mostly use a single unique message,
with some exploration of adjacent messages (i.e., using [1, 1, 1, 0] instead of previously
used [1, 1, 0, 0]).

3.5 Discussion

Brandizzi et al. (2021) demonstrate that agents can develop communication strategies
that improve upon the calculated theoretical baseline win rates for random policies
using a single round of communication. We investigated the impact of permitting
agents to engage in multiple rounds of communication during each episode, and
constraints on level of voting “agreement”. Our agent and game configuration
significantly improves over both the theoretical baseline win rates and the previously
demonstrated performance (Brandizzi et al., 2021) (Section 3.4).
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3.5.1 Strategy Analysis

During the game, villagers are observed to send the same message every round of
communication and vote off those who do not comply with this strategy. As the agents
mostly use very sparse, almost single-word vocabularies, we posit that our agents do
not develop a compositional language, but rather a kind of password, similar to a
degenerate language (Section 2.3.1). We theorise that this is because expanding their
vocabulary would not bring an improvement to their performance. With such sparse
vocabularies, they can already achieve a high success rate, without needing to develop
more complex languages. As the password strategy relies on very simple
communication, we assume that it is straightforward to reach in the global loss
landscape, which is why it is the most adopted strategy. We additionally observe no
difference in performance or adoption of this strategy, when accounting for different
message lengths or ranges (Table 3.1).

Following the original game setup of Brandizzi et al. (2021), the werewolves use a static
policy, allowing villagers to easily distinguish the alternative agent type, as the
werewolves can never adapt their communication to their interlocutors. For a single
communication round, the agents at the start of the game have no information about
who the werewolves may be, and so would need to vote for a random player. Instead,
with multiple rounds, they can establish this distinction without having to cast the final
vote. We consider this strategy to be of particular interest, as we believe it resembles
that of the Turing Test (Turing, 1950), with it being performed by multiple separate
intelligent agents, with no involvement of humans. We discuss the limitations of the
static policy approach, together with experiments where werewolves are allowed to
adapt, in Section 3.6.

3.5.2 Convergence Speed

The number of communication rounds has a statistically significant (Appendix A.2)
effect on the convergence speed. The more rounds the agents can converse for, the
quicker they can converge on a common strategy. We hypothesise this is due to the
increased potential for information exchange and strategy alignment. When agents can
communicate more, they can better refine their understanding of the game dynamics
and the behaviour of other agents. This iterative process of communication and
adjustment leads to a faster alignment of strategies, reducing the time needed for
convergence.

The voting threshold, however, does not have a statistically significant effect on the
convergence speed. The voting threshold was intended to incentivise faster convergence
in the agents, by penalising agents that vote for different agents each round. The
negative result for the voting threshold may be explained by the voting threshold being
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too close in function to the agreement reward, as implemented by Brandizzi et al. (2021).
Essentially, both mechanisms might serve similar purposes in guiding agent behaviour,
leading to redundancy and thus diminishing the distinct impact of the voting threshold.

Another possible reason for the lack of impact from the voting threshold is that agents
may not require such a penalty to converge effectively. If the communication rounds
themselves provide sufficient incentive, additional mechanisms like the voting
threshold might not contribute significantly to the convergence process.

3.5.3 Win Rate

The number of communication rounds also affects the win rate, which is confirmed to
be statistically significant (Appendix A.2). Increasing the number of communication
rounds impacts the win rate negatively. We believe this decrease is due to the longer
training times, as the larger number of rounds requires more computation, and
therefore does not achieve convergence within the same time as our other
configurations. We can see that the number of total training episodes decreases as the
number of rounds increases, which is due to the limited amount of time that we could
run the simulations in Figure 3.8. We hypothesise that this is the reason behind lower
performance as the number of rounds increases. As the agents need to exchange more
messages in configurations with higher number of rounds, they do not have enough
time to converge to a winning strategy; hence they perform worse. This observation
suggests that while additional communication rounds can facilitate strategy refinement
and convergence, practical constraints such as computational resources and training
duration limit must be considered.

The voting threshold does not have a statistically significant effect on the win rate of the
villagers, for reasons we discuss in Section 3.5.2. This further supports the notion that
the increase in the number of communication rounds is sufficient in guiding agent
behaviour towards convergence and effective strategy formation.

3.5.4 Failure Modes

We observe that, in one case, our agents perform worse than those of the original study
(Brandizzi et al., 2021). Our results show a higher convergence speed for the 9-SL
settings, while a lower, but similar, convergence speed for the 21-SL setting. We
hypothesise that this is due to the larger message lengths in that setting. As agents can
communicate more information per round, the advantage of a larger number of rounds
may decrease. This also points to an interesting finding, where the convergence speed
may be tied to the total amount of information exchanged in a single round, be it
through more interaction time or longer messages. However, we consider our approach
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FIGURE 3.8: Impact of the number of communication rounds on the number of training
episodes.

of increasing the amount of time, rather than message length, more robust. As message
length increases, any corruption in the message transmission could potentially
significantly affect the message content (Kucinski et al., 2021; Ueda and Washio, 2021),
especially if the messages are information-dense and do not have built in error
correction.

3.6 Limitations

The main limitation of this work is the use of static policies for the werewolf agents. We
use that static policies to provide a faithful reproduction and comparison to the work of
Brandizzi et al. (2021), which also used static policies. However, it does preclude the
werewolves from adapting to the villager strategies. While the results presented hold
with this static policy approach, we do consider that if the werewolves were able to
learn, they would be able to counter the identified password signalling strategy.

Brandizzi et al. (2021) also explore the idea of werewolves having a trainable policy.
They identify that this would lead to an unnecessary increase in complexity and
decrease in stability of the learning, clouding the goal of studying the emergent
language between cooperative agents. We ran experiments with both villagers and the
werewolves being able to learn, finding an equilibrium of 50% win rate for either team.
This may be due to the lack of stability in the learning, as we find no signs of an explicit
strategy emerging from the villagers. These experiments are therefore excluded from
this work.
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3.7 Conclusions

We introduce multi-round communication to the originally single round environment of
Werewolf (Brandizzi et al., 2021). We show that the number of communication rounds
decreases the convergence time of the agents, with statistical analysis showing that this
correlation is significant. We investigate the strategies that the agents develop to
achieve the high win rates, and demonstrate that our agents are using password
signalling to allow villagers to efficiently identify each other. Our results confirm that
allowing agents to communicate for longer offers improvements to the way that the
agents can play the game. With more time, agents can create more efficient strategies,
while also having an efficient communication protocol. Our findings underscore the
significance of extended communication periods in enhancing agent performance and
language development. The strategies that emerge from these extended interactions,
such as password signalling, illustrate the potential for more sophisticated and efficient
communication protocols stemming from investigating temporal dynamics in EC.
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Chapter 4

Temporal References

Building on the exploration of communication time in Chapter 3, in this chapter we
investigate another crucial aspect of emergent communication: temporal deixis or
temporal references (Section 2.1). Deixis (Section 2.1), has been described as a way of
pointing through language. Examples of temporal deixis include words such as
“yesterday” or “before” (Lyons, 1977). In this chapter, we examine how agents develop
the ability to use deixis to refer to past events, and the architectural modifications
necessary to facilitate such references.

4.1 Temporal References in Emergent Communication

Many aspects of emergent language have been explored (Lazaridou and Baroni, 2020;
Boldt and Mortensen, 2024b), with a particular focus on improving communication
efficiency (Rita et al., 2020; Chaabouni et al., 2019; Kang et al., 2020). Kang et al. (2020)
demonstrate how using the minimal deviation between subsequent time steps allows
for more concise communication by reducing redundant information transfer.
Investigation of the contextual information of the resulting language offered a further
improvement in agent performance by using the time step similarity together with
optimisation of the reconstruction of the speaker’s state (Kang et al., 2020).

Despite these advances, no existing research has investigated or reported on the
emergence of temporal referencing strategies, where agents can communicate
relationships between different time steps. Including temporal references, alongside the
general characteristics of emergent languages, promises to enhance agents’ bandwidth
efficiency and task performance across a variety of scenarios.

As research in emergent communication continues to advance, increasing the
complexity of environmental settings is becoming a crucial step to better simulate
real-world scenarios (Chaabouni et al., 2022). This scaling often involves introducing
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more variables, dynamic elements, and multi-agent interactions, which make
communication between agents more challenging, while also becoming more reflective
of the communication strategies observed in humans. In these complex environments,
the ability of agents to reference temporal relationships, such as identifying the
sequence or timing of events, becomes particularly valuable.

Temporal references are essential because they allow for more sophisticated strategies
and better coordination. For instance, in environments where actions need to be
planned based on previous outcomes or where understanding the order of events is
crucial, agents equipped with the ability to use temporal references can significantly
improve their performance. One example is social deduction games (Brandizzi et al.,
2021; Lipinski et al., 2022; Kopparapu et al., 2022), where players must infer others’
intentions or past actions to succeed. In such games, the ability to accurately refer to
past events is a key component of a winning strategy, as it allows agents to deduce
hidden information, predict opponents’ behaviour, and coordinate with allies more
effectively.

Temporal referencing also facilitates the development of more efficient communication
protocols among agents. By assigning shorter, more efficient messages to frequently
occurring events, agents can streamline their communication, reducing the cognitive
load and bandwidth required for successful interactions. This concept is analogous to
Zipf’s Law in human languages (Zipf, 1949), which observes that the most commonly
used words tend to be shorter (such as “is” or “am” versus “neuroscience” or
“embroidery”), allowing for quicker and more efficient communication. In emergent
language systems, similar patterns can evolve, where agents naturally develop a
shorthand for common events, leading to optimized communication that is both concise
and effective. Such efficiency gains are critical in complex environments where rapid
and accurate communication can mean the difference between success and failure.

Temporal references would be particularly effective when the distribution of
observations would be non-uniform, which means that certain objects appear more
often than others. Specialised messages, used only for temporal references, would then
also become more frequent than others. From information theory, we know that
(adaptive) Huffman coding (Huffman, 1952; Knuth, 1985; Vitter, 1987) can assign
shorter bit sequences to more frequent messages, thereby compressing them more
efficiently than less common messages. Consequently, the incorporation of temporal
references can enhance the efficiency of transmitting the emergent language, optimizing
communication.

Our contribution lies in examining when temporal references emerge between agents.
Three potential prerequisites are explored: environmental pressures, external pressures
and architectural changes. The agents are trained in both the regular referential game
(Lazaridou et al., 2017) and on an environment which encourages the development of
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temporal references through embedded environmental pressures (Section 4.2.3). The
effect of an external pressure to develop temporal referencing is explored via an
additional loss applied to the agents (Section 4.5). Three types of architecture are
evaluated, (Section 4.3), analysing two novel architectures together with a reference
architecture based on the commonly used EGG (Kharitonov et al., 2019) agents. The
baseline Base (Section 4.3.1) agent, provides us with a reference performance for both
the emergence of temporal references, and performance in an environment. This
baseline is compared to a Temporal (Section 4.3.2) agent, which features a sequentially
batched GRU, instead of the parallel batching used in EGG, which allows the agents to
build an understanding of the sequence of target objects. Additionally, the TemporalR
(Section 4.3.3) agent combines the information from the sequential GRU and the parallel
batched GRU from the Base agent. This allows it to process information about the
objects, without needing to focus on their order in the sequence at the same time.

4.2 Temporal Referential Games

4.2.1 Definitions

In referential games (Section 2.5.1), agents need to identify objects from an object space V,
which appear to them as attribute-value vectors x ∈ V. To define the object space V, the
value space of all possible attributes is defined as S = {0, 1, 2 . . . Nval} where Nval is the
number of values. The value space represents the variations each object attribute can have.
The object space is defined as

V = S1 × · · · × SN = {(a1, . . . , aNatt) | ai ∈ Si for every i ∈ {1, . . . , Natt}},

where Natt is the number of attributes of an object.

To give an intuition of the notion of attributes and values, consider that the object
shown to the sender is an abstraction of an image of a 2-D shape, shown in Figure 4.1.
The attributes of the shape could include the colour of the background or what shape it
represents. The values are the variations of these attributes. In this example, possible
values of the background colour are red, green, or blue, which are indicated by integers
[0, 1, 2] respectively. The shape is represented by integers [0, 1, 2], indicating a triangle,
square, and circle. The colour of the shape is in the second position of the vector, while
the shape is in the first. To represent a blue circle, a vector [circle, blue] is used, which
would be represented as an integer vector [3, 2], where 3 represents a circle, and 2
represents the colour blue.

The characters available to the agents (i.e., the symbol space) is ω = {0, 1, 2 . . . Nvocab − 1}
where Nvocab is the vocabulary size. The message space, or the space that all messages must
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FIGURE 4.1: Attribute-Value Object Representation

belong to, is defined as

ξ = ω1 × · · · ×ωL = {(c1, . . . , cL) | ci ∈ ωi for every i ∈ {1, . . . , L}},

where L is the maximum message length.

Combining the message and object space, the agents’ language is defined as a mapping
from the objects in V to messages in ξ. Finally, the exchange history, representing all
messages and objects that the agents have sent/seen so far, is defined as a sequence
τ = {(mn, xn)}n∈{1,...,t} such that ∀n, mn ∈ ξ ∧ xn ∈ V, with t signifying the episode of
the last exchange.

4.2.2 Temporal Logic

Temporal logic is used to formally define the behaviour of our temporal referential
games. To achieve this, a form of Linear Temporal Logic (LTL) (Pnueli, 1977) called Past
Linear Temporal Logic (PLTL) (Lichtenstein et al., 1985) is employed.

LTL focuses on the connection between future and present propositions, defining
operators such as “next” �, indicating that a given predicate or event will be true in the
next step. The LTL operators can then be extended to include the temporal relationship
with propositions in the past, creating PLTL. PLTL defines the operator “previously” ⊖,
corresponding to the LTL operator of “next” �.

The “previously” PLTL operator must satisfy Equation (4.1), using the definitions from
Maler et al. (2008), where σ refers to a behaviour of a system (the message sent by an
agent) at time t, and ϕ signifies a property (the object seen by the agent).

(σ, t) |= ⊖ϕ↔ (σ, t− 1) |= ϕ (4.1)

Additionally, the shorthand notation of ⊖n is used, signifying that the ⊖ operator is
applied n game steps back. For instance, ⊖4ϕ↔ ⊖⊖⊖⊖ ϕ.
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4.2.3 Temporal Referential Games

The temporal version of the referential games (Lewis, 1969; Lazaridou et al., 2017) is
based on the “previously” (⊖) PLTL operator.1 At every game step, st, the sender agent
is presented with an input object vector, x, generated by the function X(t, c, hv), with a
random chance parameter, c, the history range value, hv, and the current episode, t.

X(t, c, hv) =

x c = 0

⊖hv x = τt−hv c = 1
(4.2)

The history range value, hv, is uniformly sampled, taking the value of any integer in the
range [1, h], where h is the history length hyperparameter. The history range value is
randomly sampled to allow agents to develop temporal references of varying temporal
lengths, instead of the parameter being fixed each run. The function X(t, c, hv) selects a
target object to be presented to the sender using Equation (4.2), either generating a new
random target object or using the old target object. This choice is facilitated using the
chance parameter c, which is sampled from a Bernoulli distribution, with p = 0.5. If
c = 1 a previous target object is used, and if c = 0 a new target object is generated. Both
c and hv are sampled every time a target object is generated.

For example, consider an episode at t = 4 with the sampled parameters c = 1 and
hv = 2. Suppose the agent has observed the following targets: [j, k, l]. Given that c = 1,
further to Equation (4.2), the ⊖2 (⊖hv ) target is chosen. The target sequence becomes
[j, k, l, k], with the target k being repeated, as it was the second to last target. Now
suppose that c was sampled to be c = 0 instead. Further to Equation (4.2), a random
target a is generated from a ∈ V. The target sequence then becomes [j, k, l, a].

This behaviour describes the environment TRG, which represents the base variant of
temporal referential games, where targets are randomly generated with a 50% chance of
repetition of a target from the history length [1, h]. The TRG Hard variant is also used,
which is a temporal referential game with the same 50% chance of a repetition, but
where targets only differ in a single attribute when compared to the distractors. TRG
Hard tests whether temporal referencing improves performance in environments where
highly similar target repetitions are common. We expect that this environment will
prove challenging for the agents, and so we expect an accuracy drop. However, we
expect the accuracy to improve with the addition of temporal references, as the agents
should be able to overcome the target similarities by referring to the temporal
relationships between the targets instead. A visual representation of the TRG
environment is shown in Figure 4.2b, with the original referential game presented in
Figure 4.2a.

1Our code is available at https://github.com/olipinski/TRG

https://github.com/olipinski/TRG
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FIGURE 4.2: Structure of the referential game and temporal referential game.

Additionally, two more environments are used: Always Same and Never Same. Their
purpose is to verify whether the messages that are identified as temporal references are
correctly labelled. The Always Same environment sequentially repeats each target from a
uniformly sampled subset of all possible targets ten times2. Repeating the target ten
times allows verification that the messages are used consistently; i.e., if the agents use
temporal messaging. The Never Same never repeats a target and goes through a subset
of all possible targets in order. The Never Same environment is used to verify if the same
messages are used for other purposes than to purely indicate that the targets are the
same. In both environments, the dataset only repeats the target object, while the
distractor objects are randomly generated for each object set. Sample inputs and
expected outputs for these environments are provided in Appendix B.2.1.

The agents are also trained and evaluated in the RG environment, which represents the
classic referential game (Lewis, 1969; Lazaridou et al., 2017), where targets are randomly
generated, and RG Hard, which is a more difficult version of the referential games,
where the target and distractors only differ in a single attribute. The RG environment
establishes a reference performance for the agents, while RG Hard determines whether
temporal references enhance performance in an environment where targets are harder
to differentiate. In common with the TRG Hard, we expect an accuracy drop in the RG
Hard environment.

Since the RG, RG Hard, and Never Same environments have almost no target
repetitions, (cf., Appendix B.2, Figure B.1) we do not expect to observe the emergence of
temporal references in these environments. We use RG, RG Hard, and Never Same to
validate our results, and to provide a baseline performance on the environments usually
used in emergent communication research (Boldt and Mortensen, 2024b).

2A subset is used as the object space grows exponentially with the number of attributes and values.
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4.3 Agent Architectures

As discussed in Section 2.6, both sender and receiver agents are typically built around a
single recurrent neural network (Kharitonov et al., 2019). In this work, these standard
agent architectures, based on a GRU (Cho et al., 2014), are compared to temporal GRU
architectures, which use a different batching strategy. The Base agent, used as a baseline,
is the commonly used GRU-based EGG agent (Cho et al., 2014; Kharitonov et al., 2019).
Our two novel architectures, the Temporal and TemporalR agents, feature a sequentially
batched GRU (Cho et al., 2014). This additional module allows the agents to gather
information about the sequence of objects itself, instead of the regular GRU, as used in
EGG (Kharitonov et al., 2019), which processes all objects in parallel. While the Temporal
agents use just the sequential GRU to process their input, the TemporalR agents combine
both the Base and Temporal approaches, combining the outputs of a regular GRU,
together with the sequentially batched GRU. This allows the TemporalR agents to
process the information that may be present in the objects themselves, as well as the
order of their appearances, without needing to store this information in a single GRU
hidden state.

While many architectures may work for processing temporal information within
datasets, we opt for a distinct batching strategy for two key reasons. Firstly, it requires
minimal modification to the Base agent design, facilitating direct comparisons between
the two architectures and enabling straightforward application of our architectural
modifications to other contexts. Secondly, it offers a straightforward framework for
examining the emergence of temporal references. Although our experiments initially
involved more complex architectures, including attention-based agents, we observed no
significant differences in any metrics from those of GRU-based networks. Consequently,
our focus in this study remains on GRU-based agents.
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FIGURE 4.3: The Base GRU sender and receiver architectures.

4.3.1 Base Agent

In common with other approaches (Kharitonov et al., 2019; Chaabouni et al., 2019;
Auersperger and Pecina, 2022), each of the Base sender and receiver agents are
constructed around a single GRU (Cho et al., 2014), as described in Section 2.6. The
sender processes the target object through the GRU to produce the initial hidden state
for generating messages. These messages are then generated character by character
using the Gumbel-Softmax technique (Jang et al., 2017) and passed to the receiver. The
receiver’s architecture combines the output from an object embedding linear layer and a
message processing GRU to predict the target object in the referential game. We present
the sender (Figure 4.3a) and receiver (Figure 4.3b) architectures for comparison with the
Temporal and TemporalR agents.

4.3.2 Temporal Agent

For the Temporal agent, a sequential GRU module is introduced in both the sender and
receiver networks (Figure 4.4). This additional GRU is batched with a sequence over the
whole training input, similar to the sequential learning of language in humans
(Christiansen and Kirby, 2003). Assume the regular sender GRU (Section 4.3.1) expects
an input of the form [batch_size, seq_len, Natt]. Let batch_size = 128, and Natt = 6. A
batch of shape [128, 1, 6] is then created, obtaining 128 objects of size 6, with sequence
length 1 (Kharitonov et al., 2019). The sequential GRU (cf., Figure 4.4a) instead receives
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FIGURE 4.4: The Temporal GRU sender and receiver architectures, with the temporal
modules highlighted in purple.

a batch of shape [1, 128, 6], or a sequence of 128 objects of size 6. This allows the
sequential GRU to process all objects one after another to create temporal
understanding. A visual representation of the two batching strategies is shown in
Figure 4.5. In Figure 4.5a, the GRU takes as input all the objects at once (sequence length
is 1), whereas in Figure 4.5b the GRU takes as input all objects in a sequence (sequence
length is 128). This then allows the GRU’s final hidden state (final h_t) in Figure 4.5b to
contain the information about the temporal relationships between the objects, as
compared to only the information about each object separately, as is the case in
Figure 4.5a.

By including this sequential GRU, the sender and the receiver are able to develop a
more temporally focused understanding. This ability to process temporal relationships
is proposed to allow the agents to represent the entire object sequence within the GRU
hidden state. Since it does not require reward shaping approaches or architectures
specifically designed for referential games, this addition is also a scalable and general
approach to allowing temporal references to develop. A different batching strategy can
be applied to any environment and agent.

Additionally, the temporal prediction layer and the sequential GRU are also used in the
receiver agent (Figure 4.4b). First, a hidden state is computed for each message using
the regularly batched GRU. Then, the sequential GRU processes each of the regularly
batched GRU’s hidden states to build a temporal understanding of the sender’s
messages. The combined information from both GRUs and the object is also used in the
temporal prediction layer, which allows the agent to signify whether an object is the
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FIGURE 4.5: Examples of regular and temporal batching strategies.

same as a previously seen object within the history length h. This is implemented as a
single linear layer, which outputs the temporal label prediction.

The temporal label used in this prediction only considers the past of history length h;
otherwise, it defaults to 0. For example, assume an object has been repeated in the
current episode and last appeared 5 episodes ago. If the history length, h, is 8, the label
assigned to this object would be 5, as 5 past episodes are still within the history, i.e.,
5 ≤ h. However, if h is 4, the label would be 0, as the episode lies outside the history
length, i.e., 5 ≥ h.

This predictive ability is combined with an additional term in the loss function, which
together form a temporal prediction loss. The agent’s loss function can be formulated
as Lt = Lrg + Ltp. The Lrg component is the referential game loss between the receiver
guess and the sender target label, using cross entropy. Ltp is the temporal prediction
loss, which is implemented using cross entropy between the labels of when an object
has last appeared, and the receiver’s prediction of that label. Agents that include this
loss perform an additional task, which corresponds to correctly identifying which two
outputs are the same. The goal of this loss is to improve the likelihood of an agent
developing temporal references by increasing the focus on these relationships. Analysis
of how the presence of this explicit loss impacts the development of temporal references
is provided in Section 4.5.

4.3.3 TemporalR Agent

The TemporalR (cf., Figure 4.6) agent combines the Base and the Temporal architectures.
The sequential GRU from the Temporal agent is added to the Base architecture, merging
both the sequential understanding from the temporal module, with the parallel
understanding of the target objects from the regularly batched GRU. The hidden states
of both GRUs are combined through an elementwise multiplication and fed into the
message generation GRU. The receiver agent is the same as the Temporal receiver, and
includes the temporal prediction module.
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4.4 Measuring Temporality and Compositionality

To be able to confirm the emergence of temporal references we need a way to analyse
their presence. As current literature has not investigated temporal references, we
develop a correlation metric, M⊖n , to achieve this task. We also present the
compositionality metrics that we use to analyse the interaction between the
development of temporal references and the development of compositional languages.

4.4.1 Temporality Metric

To evaluate the development of temporal references, we propose a new metric, M⊖n ,
which measures how often a given message has been used as the “previous” operator in
prior communication. Given an exchange history (the sequence of objects shown to the
sender and messages sent to the receiver), τ, it checks when an object has been repeated
within a given history range hv, and records the corresponding message sent to describe
that object.

Let Cm⊖n count the times the message m has been sent together with a repeated object
for hv = n

Cm⊖n =
t

∑
j=1

I(mj = m ∧ objectSame(xj, n)) (4.3)
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where I(·) is the indicator function that returns 1 if the condition is true and 0
otherwise, and objectSame(xj, n) is a function that evaluates to true if the object xj is the
same as the object n episodes ago.

Let Tm denote the total count of times the message m has been used

Tm =
t

∑
j=1

I(mj = m) (4.4)

where I(·) is an indicator function selecting the message m in the exchange history τ.

The percentage of previous messages that are the same as m can then be calculated
using M⊖n(m):

M⊖n(m) =
Cm⊖n

Tm
× 100. (4.5)

The objective of the M⊖n(m) metric is to measure if the message can give reference to a
previous episode; e.g., if a message is used similarly to the sentence “The car I can see is
the same colour as the one mentioned two sentences ago”. More formally, assume a
target object sequence of [x, y, z, y, y, y, x]. Each vector, x,y,z, represents an object
belonging to the same arbitrary V. In this example, there is only one object repeating: y.
We can then consider three message sequences: [m1, m2, m3, m2, m4, m4, m1],
[m1, m2, m3, m4, m4, m4, m1] and [m1, m2, m3, m2, m2, m2, m1], with each mn belonging to
the same arbitrary ξ and calculate the metric ⊖1.

There are two repetitions in the sequence of objects: the second and third y following
the sequence of [x, y, z, y]. In the first example message sequence, the message m4 has
been sent and so Cm4⊖1 = 2, for both of the repetitions. The total use of m4 is Tm4 = 2.
Calculating the metric M⊖1(m4) = 2/2× 100 = 100% gives 100% for the use of m4 as a
⊖1 operator in this sequence: this message is used exclusively as a ⊖1 operator.

In the second message sequence, m4 has also been used for the initial observation of the
object. This means that Tm4 = 3, while Cm4⊖1 = 2, M⊖1(m4) = 2/3× 100 = 66%,
which could mean that the message is being used as ⊖1 66% of the time.

The third message sequence illustrates the case where an agent may be using messages
describing objects using their features. Following the previous examples, Tm2 = 4, with
Cm2⊖1 = 2. This message would then be classed as 50% ⊖1 use,
M⊖1(m2) = 2/4× 100 = 50%.

In general, if M⊖n(m) < 100%, we cannot conclude that message m is used exclusively
as a ⊖1 operator. We therefore define the emergence of temporal references as the
appearance of messages that are used exclusively in situations in which an agent would
be expected to use a temporal reference in communication; i.e., M⊖n = 100%. We expect
the M⊖n metric to reach 100% for all agents that successfully incorporate temporal
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references into their communication, thus providing a clear and unequivocal indication
of temporal reference emergence. We employ the 100% threshold to ensure that only
messages consistently used as temporal references are considered, thereby mitigating
the influence of chance repetitions on our results. Chance repetitions could potentially
skew the values provided by the M⊖n , since if the same objects appeared multiple times
in a row, our metric would classify the given message as high M⊖n value, as the message
could also be seen as being used in a temporal context (see Section 4.4). However, the
M⊖n metric is extremely unlikely to reach a value as high as 100% by chance alone.

4.4.2 Compositionality Metrics

Emergent languages are often analysed in terms of their compositionality scores, using
the topographic similarity metric (Brighton and Kirby, 2006) (Section 2.4.1).
Topographic similarity measures the Spearman Rank correlation (Spearman, 1904)
between the distances of messages and objects in their respective spaces. For example, a
message describing a “blue circle” should be closer to “blue triangle”, than to “red
square” if the language is compositional.

Languages are also evaluated using metrics that account for languages where the
symbols themselves carry all the information: posdis, which use the positional
information of individual characters, and bosdis, for permutation invariant languages,
(Chaabouni et al., 2020). Posdis intuitively measures if, for example, the first symbol
always refers to a property of the object, such as in the English phrases “blue circle” or
“red square”, versus “circle blue” or “square red”. Bosdis measures whether a symbol
carries all the information independent of the position of this symbol, such as in the
English conjunctions example from Chaabouni et al. (2020), “dogs and cats” and “cats
and dogs”, where both constructions are valid and convey the same information.

4.5 Temporal Referencing Experiments

Having defined our metrics for measuring temporality (M⊖n ) and compositionality in
emergent languages, we can now analyse the language developed within the temporal
referential game. Using the metrics described in Section 4.4, we can evaluate how
different agent architectures and training environments influence the development of
temporal references.

4.5.1 Hypotheses

To study the impact of the architecture, as well as the external and internal pressures of
the agents, we propose three hypotheses to guide our experiments:
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Hypothesis 3 (H3) All agents can develop some form of temporal references, with
agents that include the temporal prediction loss more likely to do so.

Hypothesis 4 (H4) Temporal references will increase the agent’s performance in
environments that include temporal relationships.

Hypothesis 5 (H5) No temporal references will be detected with the M⊖n metric in
environments where there are no temporal relationships.

Hypothesis 3 is investigated by using multiple agent types and applying a temporal
prediction loss. Hypothesis 4 is analysed by using two environments, TRG and TRG
Hard, where temporal relationships are explicitly introduced. We then compare the
performance of agents, for which we have good evidence that they develop temporal
references, to those that do not, to determine the impact of temporal references on task
accuracy. We include all evaluation environments, including those where there are no
target repetitions when evaluating the M⊖n to validate Hypothesis 5, which acts as a
sanity check.

4.5.2 Agent Training

The following architectures are trained and evaluated:

Base The same as the EGG (Kharitonov et al., 2019) agents, used as a baseline for
comparisons (Section 4.3.1);

Temporal The base learner with the sequential GRU instead of the regularly batched
GRU (Section 4.3.2); and

TemporalR The base learner with the regularly batched GRU and the sequential GRU
(Section 4.3.3)

Each agent type is additionally trained with and without the temporal prediction loss.
The agents that include the temporal prediction loss have an explicit reward to develop
temporal understanding. There is no additional pressure to develop temporal
references for agents that do not include the temporal prediction loss, except for the
possibility of increased performance on the referential task. The aim of the additional
loss is to investigate if it would aid in the temporal reference emergence, or if it
improves agent performance.

All agent types were trained for the same number of epochs and on the same
environments during each run. Agent pairs are trained in either the RG or TRG
environment. Evaluation of the agents is performed after the training has finished. Each
agent pair is assessed in six different environments: Always Same, Never Same, RG, RG
Hard, TRG and TRG Hard. The target objects are uniformly sampled from the object
space V in all environments. The training dataset contains 20k objects, with Nval and
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Natt both equal to 8. Each possible configuration was run ten times, with randomised
seeds between runs for both the agents and the datasets. Appendix B.1 provides further
details.

4.5.3 Significance Analysis

The underlying distribution of each network type is analysed, using the Kruskal-Wallis
H-test (Kruskal and Wallis, 1952), as scores are not guaranteed to be distributed
normally. Conover-Iman (Conover and Iman, 1979) post-hoc analysis is performed,
with Holm-Bonferroni (Holm, 1979) corrections applied, to verify which of the different
network types differ significantly from each other. Using these methods, all results
reported in the following sections have been verified to be statistically significant, with
level of significance p < 0.05.

4.5.4 Task Accuracy

All agents achieve high task accuracy, with all achieving over 95% in the Referential
Games (RG) environment. Both Hard variants (i.e., RG Hard and TRG Hard) present a
challenge to the agents. All agents perform significantly worse in these two evaluation
environments, achieving approximately 72% accuracy on average for the RG Hard
environment, and 85% accuracy for the TRG Hard environment. We observe no increase
in the task accuracy for the agents that develop temporal references, and so we reject
hypothesis H4. We provide a discussion of the possible reasons behind this in
Section 4.6. The detailed accuracy distributions are provided in Appendix B.3.

4.5.5 Temporality Sanity Check

In line with H5, the values of M⊖n for the Never Same, RG, and RG Hard environments
consistently register at 0%. These results reduce the likelihood of significant issues with
the M⊖n metric, given that the probability of target repetition in these environments is
near zero. Since the results remain constant and at 0% for these environments, they are
omitted from the subsequent sections for brevity.

4.5.6 Temporality Analysis

Table 4.1 illustrates the M⊖4 metric values, referring to an observation four messages in
the past, of all agent types over the evaluation environments (cf., Sections 4.4 and 4.5.2),
where M⊖4 > 0%.3

3The value of 4 is chosen arbitrarily, to lie in the middle of the explored range of h.
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TABLE 4.1: Maximum value of the M⊖4 metric for each network/loss/training envi-
ronment combination.

Network Loss Training Env AS TRG TRG Hard

Base Reg RG 60% 85% 85%
Base Reg TRG 60% 85% 85%
Base Reg+T RG 60% 85% 85%
Base Reg+T TRG 60% 85% 85%

Temporal Reg RG 100% 100% 100%
Temporal Reg TRG 100% 100% 100%
Temporal Reg+T RG 100% 100% 100%
Temporal Reg+T TRG 100% 100% 100%

TemporalR Reg RG 100% 100% 100%
TemporalR Reg TRG 100% 100% 100%
TemporalR Reg+T RG 100% 100% 100%
TemporalR Reg+T TRG 100% 100% 100%

Table 4.1 indicates that the temporally focused processing of the input data makes the
agents predetermined to develop temporal references. “AS” is Always Same, “RG” is
the regular Referential Game environment, “TRG” is the Temporal Referential Game,
and “TRG Hard” is TRG with the target differing in a single attribute with respect to the
distractors.

The behaviour of sequential GRU (Temporal and TemporalR) agents, provide good
evidence for the emergence of temporal references. There is strong evidence for the
emergence of temporal references in these networks, regardless of the training dataset.
Even in a regular environment, without additional pressures, temporal references are
advantageous. No messages in the Base architectures are used 100% of the time for ⊖4,
irrespective of the dataset they have been trained on. We, therefore, conclude that
temporal prediction loss is insufficient for temporal reference emergence, and that the
ability to process observations temporally is the key factor. These results partially
confirm hypothesis H3, indicating that all agents capable of explicitly processing
temporal relationships develop temporal references and that no additional pressures are
required. While we expected that the additional temporal prediction loss would
improve the development of temporal references, this analysis indicates that it is neither
sufficient nor necessary.

Additionally, messages that are used for ⊖4 have a high chance of being correct, with
most averaging above 90% correctness. Correctness refers to whether the receiver agent
correctly guessed the target object after receiving the message.

Most messages are used only in the context of the current observations, with Temporal
and TemporalR networks using a more specialised subset of messages to refer to the
temporal relationships. Only Temporal and TemporalR variants develop messages that
reach 100% on the M⊖4 metric. The distribution also suggests that these messages could
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TABLE 4.2: Percentage of networks that develop temporal messages.

Network Type Loss Type Percentage

Base Regular loss 0%
Base Regular + Temporal loss 0%
Temporal Regular loss 100%
Temporal Regular + Temporal loss 100%
TemporalR Regular loss 98.66%
TemporalR Regular + Temporal loss 97%

be a more efficient way of describing objects, as the number of temporal messages is
relatively small. Since only a small number of messages are needed for temporal
references, they can be used more frequently. This message specialisation, combined
with a linguistic parsimony pressure (Rita et al., 2020), could lead to a more efficient
way of describing an object: sending the object properties requires more bandwidth
than sending only the time step the object last appeared.

The percentage of networks that develop temporal messaging is shown in Table 4.2. The
percentages shown are absolute values, calculated by taking the total number of runs
and checking whether at least one message has reached M⊖n = 100% for each run. That
number of runs is divided by the total number of runs of the corresponding
configuration to arrive at the quantities in Table 4.2.

The Temporal and TemporalR network variants reach over 96% of runs that have
converged to a strategy which uses at least one message as the ⊖n operator. In contrast,
the Base networks never achieve such a distinction. However, in the case of the
TemporalR network, some runs do not converge to a temporal strategy within the
training time. These instances account for only 3% of the total number of runs, and the
differences are not statistically significant from the Temporal network, showing that the
emergence of temporal references is still very likely, if somewhat dependent on the
network initialisation. These results indicate that the ability to build a temporally
focused representation of the input data is the deciding factor in the emergence of
temporal references.

When increasing the number of target repetitions in a dataset, the use of temporal
messages increases. As the repetition chance p increases, the percentage of messages
that are used for ⊖n increases for all agent variants. On average, Base networks
demonstrate the same chance of using a message for ⊖n as the dataset repetition chance.
This means that while the percentage increases, it is only due to the increase in the
repetition chance. If a dataset contains 75% repetitions, on average, each message will
be used as an accidental ⊖n 75% of the time. For example, if the language does not have
temporal references and uses a given message to describe an object, this message will be
repeated every time this object appears. This means that for every repetition, the
message could be considered a message indicating a previous episode, whereas, in
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reality, it is just a description of the object. In contrast to the Base networks, for Temporal
and TemporalR networks, the average percentage does reach 100%. This means that
messages the agents designate for ⊖n are used more often than the repetition chance.

4.5.7 Compositionality Analysis

All agents create compositional languages with varying degrees of structure, which
shows that learning to use temporal references does not negatively impact
compositionality. All agents reach values between 0.1 and 0.2 (the higher, the more
compositional the language is) on the topographic similarity metric (Brighton and
Kirby, 2006; Rita et al., 2022b), where a score of 0.4 has been considered high in previous
research (Rita et al., 2022b). We provide a visual representation of the topographic
similarity scores in Appendix B.4. These results indicate that temporal references have
no negative effect on the languages’ compositionality, showing that their emergence
does not necessitate a trade-off in the possible generalisation ability of the emergent
language (Auersperger and Pecina, 2022).

The differences between the posdis and bosdis distributions for each network type are
not statistically signifiant. Therefore, the differences in the posdis and bosdis metrics
across network types could be due to random fluctuations in the score distribution.

4.5.8 Generalisation Analysis

Analysing the development of temporal references, we observe the emergence of
messages being used by the agents to describe the previous hv = 4 episodes. As an
example of such behaviour, in one of the runs where the agents were trained in the
TemporalR configuration, the message [25, 6, 9, 3, 2] was consistently used as a ⊖1

operator. When the agents were evaluated in the Always Same environment, they used
this message only when the target objects were repeating, while also being used
exclusively for twelve distinct objects. For a total of 10 repetitions of each object, this
message was used nine times, indicating that the only time a different message was sent
was when the object appeared for the first time. For example, when the object
[4, 2, 3, 6, 5, 8, 8, 4] appeared for the first time, a message [25, 6, 17, 9, 9] was sent, and
subsequently the temporal message was used. This shows that temporal messages aid
generalisation. A message that has been developed in a different training environment,
in this case TRG, can be subsequently used during evaluation, even if the targets are not
shared between the two environments.
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4.6 Discussion

The results presented in this chapter indicate that no explicit pressures are required for
temporal messages to emerge, unlike increasing linguistic parsimony where additional
losses are needed (Rita et al., 2020; Kalinowska et al., 2022). We show that the incentives
are already present in datasets that are not altered to increase the number of repetitions
occurring. Temporal references therefore emerge naturally, as long as the agents are able
to build a temporal understanding of the data, such as with the sequential GRU in the
Temporal and TemporalR agents. This allows temporal references to emerge in any
communication setting if a suitable architecture is used. This could provide greater
bandwidth efficiency by allowing agents to use shorter messages for events that happen
often, when combined with other linguistic parsimony approaches (Rita et al., 2020;
Chaabouni et al., 2019).

The emergence of temporal references only through architectural changes could also
point towards additional insights in terms of modelling human language evolution
using EC (Galke et al., 2022). These architectural approaches to the emergence of
temporal references could be viewed as analogous to sequential learning in natural
language (Christiansen and Kirby, 2003), as we learn to encode and represent elements
in temporal sequences.

4.6.1 Accuracy

As expected, both the RG Hard and the TRG Hard environments posed a challenge,
presenting a significant accuracy drop. In the case of the Temporal, TemporalR agents, we
hypothesised the emergence of temporal references to provide an advantage, increasing
the agents’ accuracy (Section 4.5.1). While there indeed is a small increase in accuracy in
the TRG Hard environment, it is not attributable to temporal references (cf.,
Appendix B.3). This is because we observe the same increase for the Base agents, which
do not develop temporal references. We conclude that the increase is due to increased
object repetition, making the task slightly easier.

A possible reason for no increase in accuracy being observed for agents that develop
temporal references might be the perceptual similarities between the highly similar
distractor objects. This may make the task of discerning the difference between these
objects too difficult for the receiver. Alternatively, if the receiver struggled to correctly
identify an object the first time it has observed it, the additional information that
temporal references would offer would be insufficient. The receiver would not know
what the correct choice was for the previous timesteps.

Additionally, networks that have been trained with the temporal loss and on the
temporally focused dataset, perform slightly worse, by about 1%. The reason for this
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accuracy drop could lie in too much pressure on the temporal aspects of the dataset.
Because of the additional loss, agents can increase their rewards by only focusing on
creating temporal messages, without learning a general communication protocol. This
then leads to overfitting the training dataset, where they can rely on both their temporal
language and their memory of the object sequences, instead of communicating about
the object attributes. Consequently, we observe a decline in performance on the
evaluation dataset.

4.6.2 Compositionality

We hypothesise that the effect of the temporal loss on the topographic similarity scores
(we do not discuss the posdis and bosdis scores, as there are no statistically significant
differences) is similar to its effect on task accuracy. Agents focus more on the temporal
aspects of the task and dataset, and so they develop less general languages, leading to
lower compositionality scores. We do not believe the low compositionality scores are
related to the simplicity of the dataset, being composed of integer vectors, since other
research in similar settings achieve higher topographic similarity scores (Chaabouni
et al., 2020; Rita et al., 2022b).

4.7 Limitations

Reported compositionality scores could be negatively affected by the presence of
temporal references. Temporal messages can be compositional, but they would not refer
to a specific object, and so topographic similarity would not be able to identify them
correctly. Similarly, since posdis and bosdis also rely on the mappings between the
messages and the dataset, instead of the temporal relationships captured by the
temporal references, they could also be inaccurately lowered by their presence. Since
temporal references, even if they were compositional, do not map directly to object
properties in the dataset, they would be counted as non-compositional messages,
therefore lowering the values of the evaluated metrics. This could be the reason for the
lower values observed in our experiments when compared to previous research (Rita
et al., 2022b).

4.8 Conclusion

The investigation of learning and communicating temporal relationships has remained
largely unexplored, despite extensive research on various aspects of emergent
languages, such as efficiency (Rita et al., 2020; Chaabouni et al., 2019), compositionality
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(Auersperger and Pecina, 2022), generalization (Chaabouni et al., 2020), and population
dynamics (Chaabouni et al., 2022; Rita et al., 2022a). Understanding and discussing past
events is crucial for effective communication, as it conserves bandwidth by reducing
redundancy and facilitates easier sharing of experiences.

This work is the first exploration of such emergent languages, including addressing the
fundamental questions of when they could develop and what is required for their
emergence. We present a set of environments that are designed to facilitate
investigation into how agents might create such references. We use the conventional
agent architecture for emergent communication (Kharitonov et al., 2019) as a baseline
and explore both temporal loss and alternative architectures that may endow agents
with the ability to learn temporal relationships. We show that architectural change is
necessary for temporal references to emerge, and demonstrate that temporal prediction
loss is neither sufficient for their emergence, nor does it improve the emergent language.

The results presented in this chapter demonstrate the emergence of temporal references
with minimal architectural changes, highlighting the adaptability of EC systems. These
findings pave the way for our subsequent analysis of spatio-temporal references in
Chapter 5, where we extend the concept of temporal deixis to include spatial
relationships.
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Chapter 5

Spatio-temporal References

In Chapter 4, we investigated how agents may refer to repeated observations, which
could also be viewed from the linguistic perspective as investigating temporal deixis, or
how agents can refer to different moments in time (Section 2.1). Although scientists
have advocated for investigations into how key concepts from natural language such as
this can emerge (Rita et al., 2024), no work has demonstrated the emergence of relative
references to specific locations within an observation. Such references could be using
either spatial or temporal deixis, by, for example, referring to a part of the observation
that comes after another, or which parts are next to each other.

5.1 Spatio-temporal Referencing in Emergent Communication

In linguistics, deixis (Section 2.1) serves as a referential pointing mechanism within
language, with temporal deixis utilising terms such as “yesterday” or “before,” while
spatial deixis employs expressions like “here” or “next to” (Lyons, 1977).

In an emergent communication scenario, such references would be valuable in
establishing shared context between agents, increasing communication efficiency by
reducing the need for detailed descriptions, and adaptability, by removing the need for
unique references per object. Spatio-temporal referencing streamlines communication
by leveraging the shared environment as a reference point. In dynamic environments
where objects might change positions, spatial references enable agents to easily track
and refer to objects without having to update their descriptions. This enhances
communication efficiency and improves interaction and collaboration between agents.
These elements may also help the evolved language become human interpretable,
allowing the development of trustworthy emergent communication (Lazaridou and
Baroni, 2020; Mu and Goodman, 2021).
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This work therefore explores how agents can develop communication with relative
spatio-temporal references. While Rita et al. (2024) posit that the emergence of these
references might require complex settings, we show that even agents trained in a
modified version of the simple referential game (Lazaridou et al., 2018; Lewis, 1969) can
develop them.1

The resulting language is analysed using a collocation measure, Normalised Pointwise
Mutual Information (Section 5.4) adapted from computational linguistics. Normalised
Pointwise Mutual Information allows us to measure the strength of associations
between message parts and their context, allowing for message segmentation, not
usually performed due to its perceived complexity (Bosc and Vincent, 2022). Using
Normalised Pointwise Mutual Information, we show how the agents compose such
references, providing the first evidence of a syntactic structure, usually assumed not to
be present (Bosc and Vincent, 2022).

We find that the segmented language is interpretable by humans, a significant step
toward developing trustworthy and transparent communication systems between
agents and humans (Lazaridou and Baroni, 2020; Mu and Goodman, 2021). This human
interpretability could facilitate better collaboration and trust in human-agent
interactions.

5.2 Spatio-temporal Referential Game

Current emergent communication environments have not produced languages
incorporating spatio-temporal references. To address this, we present a referential game
(Section 2.5.1) environment where an effective language requires communication about
spatio-temporal relationships.

5.2.1 Referential Game Environment

In this work, the sender’s input is an observation in the form of a vector
o = [o1, o2, o3, o4, o5], where ∀o ∈ {−1, 0, 1 . . . 59}. The vector o is always composed of 5
integers. The observation includes a −1 in only one position, e.g., o3 = −1 for
o = [x, x,−1, x, x], to indicate the target integer for the receiver to identify. o represents
a window into a longer sequence s, which is randomly generated using the integers
{0 . . . 59} without repetitions. This sequence is visible to the receiver, but not to the
sender. As the target’s position in the sequence is unknown to the sender, it has to rely
on the relative positional information present in its observation, necessitating the use of
spatio-temporal referencing.

1Our code is available on GitHub at https://github.com/olipinski/TPG

https://github.com/olipinski/TPG
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Due to the window into the sequence being of length 5, it is necessary to shift the
window when it approaches either extent of the sequence. The window is then shifted
to the other side, maintaining the size of 5. For example, given a short sequence
s = [7, 5, 2, 12, 10, 4, 3, 15, 16, 13, 14, 6, 9, 8, 11, 1], if the selected target is 1, since there are
no integers to the right of 1 the vector o would be o = [6, 9, 8, 11,−1] where it is shifted
to the left as it approaches this rightmost extent of the sequence.

Due to the necessity of maintaining the window size, some observations provide
additional positional information to the sender agent. Given the same example
sequence s, we can categorise all observations into 5 types. The first two types are begin
and begin+1, where the target integer is either at, or one after, the beginning of the
sequence, i.e., o = [−1, 5, 2, 12, 10] or o = [7,−1, 2, 12, 10]. The end and end-1, where the
target integer is either at, or one before, the end of the sequence, i.e., o = [6, 9, 8, 11,−1]
or o = [6, 9, 8,−1, 1]. The most common case is the middle observation, where the target
integer is anywhere in the sequence, excluding the first, second, second to last, and last
positions, e.g., o = [12, 10,−1, 3, 15]. Given a window of length 5, only 4 specific target
integer positions per sequence can result in the other observations (begin, begin+1, end-1,
and end). All other target integer positions within the sequence fall into the middle
category, as they do not occupy the first, second, second to last, or last positions.
Consequently, the majority of the target integer positions result in a middle type
observation, as for the window size 5, only 4 integers per sequence can be the
non-middle observations, i.e., the first two and the last two integers. This means that as
the sequence length grows, the probability of a non-middle observation decreases.

The sender’s output is a message defined as a vector m = [m1, m2, m3], where
m ∈ {1 . . . 26}. 26 is chosen to allow for a high degree of expressivity, with the agents
being able to use over 17k different messages, while also matching the size of the Latin
alphabet. Since such a vocabulary size is enough to convey any information in natural
languages like English, we consider that this should also apply to the agents. The vector
m is always composed of 3 integers.

The receiver’s input is an observation consisting of three vectors: the sender’s message
m, the sequence s, and the set of distractor integers together with the target integer td.
The distractor integers are randomly generated, without repetitions, given the same
range of integers as the original sequence s, i.e., {0 . . . 59}, excluding the target object
itself. Given an environment with 3 distractors, td could be [d1, t, d2, d3], where t is the
target object and d1, d2, d3 are distractor objects. The position of the target object in td is
randomised.

For example, given the sequence s = [7, 5, 2, 12, 10, 4, 3, 15, 16, 13, 14, 6, 9, 8, 11, 1], and the
sender’s observation o = [4, 3,−1, 16, 13], the vector td could be td = [7, 15, 11, 9], with
15 being the target that the receiver needs to identify. The sender could produce a
message m = [3, 1, 1], which would mean that the target integer is one after the integer
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3. This message would then be passed to the receiver, together with s and td. The
receiver would then have to correctly understand the message m (i.e., that the target is
one after 3) and find the integer 3 together with the following integer in the sequence s.
Having identified the target, 15, given the message m and the sequence s, it would
output the correct position of this target in the td vector, i.e., 2, since td2 = 15.

5.2.2 Spatio-temporal Reference Formalisation

To provide a foundation for understanding how spatio-temporal references might
extend beyond our current setting, we formalise what we refer to by spatio-temporal
references.

Let O represent an abstract observation that an agent perceives from its environment,
O ∈ Rm, where m represents the dimensions of the observation. These dimensions can
represent any structure of the observation space. For example, in a 2D grid, m could be
m = j× k or all the grid cells; in an RGB image m could be j× k× 3 (pixels × colour
channels); and in a video sequence m could be j× k× t× 3 (pixels × timesteps ×
colour channels). The m dimensions are able to represent the spatial, temporal, or other
positions.

Let Op and Ot be the coordinates of some elements in O, represented by an m-tuple of
natural numbers (x1, x2...xm) and (y1, y2...ym), respectively. Each coordinate xi or yi

represents the position along the i-th dimension of the observation space. Op represents
the reference point and Ot represents a target point. These coordinates could refer to
some objects in the observation O.

Then, the relative distance function d(Op, Ot) returns an m-tuple of integers (z1, z2...zm),
such that zi = xi − yi. This relative distance function allows for unambiguous
identification of the target object Ot, given that the position of Op is known.

We define the spatio-temporally referent expression as a mapping of the value of
d(Op, Ot), the reference point Op, and their context O, to a specific linguistic or symbolic
phrase that describes the relationship between Op and Ot. This mapping can be
represented as:

(O, d(Op, Ot), Op)→ Phrase(O, d(Op, Ot), Op)

where the resulting expression Phrase(O, d(Op, Ot), Op) is a description of the reference
point Op and its relative distance to the target point Ot, given the context O.

To give intuition to this formalisation consider an example, shown in Figure 5.1. An
agent observes a 2D grid O ∈ R4×4×2 representing a 4× 4 grid, where each element
contains two values: one for the existence of a box and one for the box colour. The
agent’s reference point is Op = (2, 2), which could represent the agent itself. In this grid,
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FIGURE 5.1: Spatio-temporal referencing example.

there are three identical blue boxes at positions (3, 2), (3, 3), and (1, 1). To refer to one of
the blue boxes, the agent calculates the relative distances. For the blue box at (3, 3),
d(Op, Ot) = (2− 3, 2− 3) = (−1, −1). The mapping to a phrase could then yield "The
blue box diagonally ahead to my right". The agent has to specify the position more
precisely, as there are two blue boxes to the right. The context O was necessary to
distinguish between the blue boxes on the right using their relative positions. However,
for the blue box at (1, 1), d(Op, Ot) = (2− 1, 2− 1) = (1, 1). Here the phrase can
simply be "The blue box to my left", as there are no other blue boxes on the left. No
additional spatial information is needed due to its uniqueness in the context O.

This example demonstrates how the necessity of context O influences whether all parts
of the relative distances d(Op, Ot) are required in the referent expression to
unambiguously identify the target object Ot.

We note that the interpretation of these referent expressions can encompass both spatial
and temporal dimensions simultaneously. For instance, in a one-dimensional sequence,
a reference such as ’before’ or ’after’ could be interpreted spatially (as in ’to the left’ or
’to the right’), temporally (as in ’earlier’ or ’later’), or both. This ambiguity is inherent in
the agent’s perspective, as they may not explicitly distinguish between spatial and
temporal relationships. The mapping function Phrase(O, d(Op, Ot), Op) can therefore
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produce expressions that bridge both spatial and temporal references, with the precise
interpretation depending on the context O and the observer’s frame of reference. This
flexibility in interpretation becomes particularly relevant in sequential environments,
where spatial and temporal relationships naturally coincide.

The version of spatio-temporal referencing present in our environment is a specific case
of the general spatio-temporal reference formalisation, where the observation O is
represented as a one-dimensional tensor, and the target object is always indicated by the
value −1 within the observation tensor O. The sender’s task is to describe the relative
position of the target Ot within this sequence, using a message that effectively
communicates the spatio-temporal relationship between an agent-chosen Op and the
target Ot. However, the general framework of the spatio-temporal references remains
the same, allowing for expanding the insights gained in this work to other
environments.

5.3 Agent Architecture

The agent architecture follows that of the most commonly used EGG agents
(Kharitonov et al., 2019) (Section 2.6). This architecture is used to maintain consistency
with the common approaches in emergent communication research (Kharitonov et al.,
2019; Chaabouni et al., 2019, 2020; Ueda and Washio, 2021; Lipinski et al., 2023),
increasing the generalization of the results presented in this work.

The sender agent, shown in Figure 5.2a, receives a single input, the vector o composed
of scalar values2, which is passed through the first GRU of the sender. The resulting
hidden state is used as the initial hidden state for the message generation GRU (Cho
et al., 2014). The message generation GRU is used to produce the message, character by
character, using the Gumbel-Softmax reparametrization trick (Jang et al., 2017;
Mordatch and Abbeel, 2018; Kharitonov et al., 2019) (Section 2.7). The sequence of
character probabilities generated from the sender is used to output the message m.

Message m is input to the receiver agent, shown in Figure 5.2b, together with the full
sequence s and the target and distractors td. The message is processed by the first
receiver GRU, which produces a hidden state used as the initial hidden state for the
GRU processing the sequence s. This is the only change from the standard EGG
architecture (Kharitonov et al., 2019). This additional GRU allows the receiver agent to
process the additional input sequence s, using the information contained within the
message m. The goal of this GRU is to use the information provided by the sender to
correctly identify which integer from the sequence s is the target integer. The final
hidden state from the additional GRU is multiplied with an embedding of the targets

2One-hot encoding of the observation vectors leads to agents memorising the dataset.
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FIGURE 5.2: The sender and receiver architectures. Adapted from (Lipinski et al., 2023).

and distractors, to output the receiver’s prediction. This prediction is in the form of the
index of the target within td.

Following the commonly used approach (Kharitonov et al., 2019), agent optimisation is
performed using the Gumbel-Softmax reparametrization (Jang et al., 2017; Mordatch
and Abbeel, 2018), allowing for direct gradient flow through the discrete channel. The
agents’ loss is computed by applying the cross entropy loss, using the receiver target
prediction and the true target label. The resulting gradients are passed to the Adam
optimiser and backpropagated through the network. Detailed training hyperparameters
are provided in Appendix C.1.

5.4 Message Interpretability and Analysis using NPMI

To analyse spatio-temporal references in emergent language, we need a way to identify
their presence. In discrete emergent languages, interpretation is typically done by either
using dataset labels in natural language (Dessì et al., 2021), or by qualitative analysis of
specific messages (Havrylov and Titov, 2017)(Section 2.4.2). However, both of these
techniques require message-meaning pairs, and so neither would be able to identify the
presence of spatio-temporal references. As the meaning behind each message and what
the agents focus on is developed during their interactions, associated labels will not
necessarily be easily available, or may require finding the meaning in the first place,
creating a circular dependency. One approach that could overcome this problem is
emergent language segmentation using Harris’ Articulation Scheme, recently employed
by Ueda et al. (2023). Ueda et al. (2023) compute the conditional entropy of each
character in the emergent language, segmenting the messages where the conditional
entropy increases. However, even after language segmentation, there is no easy way to
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interpret the segments, as no method has been proposed to map them to specific
meanings.

We present an approach to both segment the emergent language and map the segments
to their meanings. We use a collocation measure called Normalised Pointwise Mutual
Information (NPMI) (Bouma, 2009), often used in computational linguistics (Yamaki
et al., 2023; Lim and Lauw, 2024; Thielmann et al., 2024). It is used to determine which
messages are used for which observations and to analyse how the messages are
composed, including whether they are trivially compositional (Korbak et al., 2020;
Steinert-Threlkeld, 2020; Perkins, 2021). By applying a collocation measure to different
parts of each message as well as the whole message, we can address the problems of
both segmentation and interpretation of the message segments. This approach allows
any part of the message to carry a different meaning. For example, if an emergent
message contains segments that frequently appear in contexts involving specific
integers, NPMI can help identify these segments and their meanings based on their
statistical association with those integers.

NPMI is a normalised version of the Pointwise Mutual Information (PMI) (Church and
Hanks, 1989), which is a measure of association between two events. PMI is widely
used in computational linguistics, to measure the association between words (Paperno
and Baroni, 2016; Han et al., 2013). Normalising the PMI measure results in its
codomain being defined between −1 and 1, with −1 indicating a purely negative
association (i.e., events never occurring together), 0 indicating no association (i.e., events
being independent), and 1 indicating a purely positive association (i.e., events always
occurring together). Normalised PMI is used for convenience when defining a
threshold at which we consider a message or n-gram to carry a specific meaning, as the
threshold can be between 0 and 1, instead of unbounded numbers in the case of PMI. 3

To determine which parts of each message are used for a given meaning, two
algorithms are proposed.

1. PMInc The algorithm to measure non-compositional monolithic messages, most
often used for target positional information (e.g., begin+1 (Section 5.2)); and

2. PMIc the algorithm to measure compositional messages and their n-grams, used
to refer to different integers in different positions.

A visual representation of the different types of messages that the algorithms can
identify is provided in Figure 5.3. The PMInc algorithm can identify any
non-compositional messages, while the PMIc algorithm identifies both position variant
and invariant compositional messages. The positional variance of the emergent

3Our implementation of NPMI is not numerically stable due to probability approximation, sometimes
exceeding the [-1,1] co-domain.
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FIGURE 5.3: Examples of the different types of message compositionality that are
possible to identify using the PMI algorithms.

language means that the position of an n-gram in the message also carries a part of its
meaning. In this work, n-grams refer to a contiguous sequence of n integers from the
sender’s message. Consequently, in one message there are 3 unigrams (m1, m2, m3), two
bigrams ([m1, m2], [m2, m3]), and one trigram (i.e., the whole message [m1, m2, m3]).

Figure 5.3 shows that in the position invariant case, the bigram [5, 6] always carries the
meaning of 4. While in the position variant case, the bigram [5, 6] in position 1 of the
message means 4, but [5, 6] in position 2 of the message means 8. This can also be
interpreted as the position of the bigram containing additional information, meaning a
single “word” could be represented as a tuple of the bigram and its position in the
message, as both contribute to its underlying information. Non-compositional messages
are monolithic, i.e., the whole message carries the entire meaning. For example, message
[5, 6, 8] means the target is in the first position, while [5, 6, 6] means the target is one to
the right of 9, even though the two messages share the bigram [5, 6].

The PMInc algorithm The PMInc algorithm calculates the NPMI per message by first
building a dictionary of all counts of each message being sent, together with an
observation that may provide positional information (e.g., begin+1) or refer to an integer
in a given position (e.g., 1 left of the target). The counts of that message and the counts
of the observation, including the integer position, are also collected. For example,
consider the observation o = [4,−1, 15, 16, 13]. For the corresponding message m, the
counts for each integer in each position relative to the target would increase by 1 (i.e.,
le f t1[4]+ = 1, right1[15]+ = 1 etc.). The count for the message signifying begin+1
would also be increased. Given these counts, the algorithm then estimates the
probabilities of all respective events (messages, positional observations, and integers in
given positions) and calculates the NPMI measure.

We provide a condensed pseudocode for the PMInc algorithm in Algorithm 1. The
n-grams in the pseudocode would be whole messages, i.e., trigrams. This base
pseudocode would then be duplicated, interpreting the context as either an observation
that may provide positional information (e.g., begin+1) or an integer. A detailed
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Algorithm 1: PMI Algorithm Base

1 Gather ngram_counts, context_counts, joint_counts, n_grams;
2 for each n-gram g in position p and context c do
3 P(g, p) = ngram_counts[g] · 1

total n-grams ;

4 P(c) = context_counts[c] · 1
total contexts ;

5 P(g, p; c) = joint_counts[(g, c)] · 1
total n-grams ;

6 NPMI(g, p; c) = log2
P(g, p, c)
P(g)P(c) ·

1
− log2 P(g, p, c) ;

7 end
8 return NPMI;

commented pseudocode for the PMInc algorithm is available in Algorithm 2 in
Appendix C.3.

The PMIc algorithm The PMIc algorithm first creates a dictionary of all possible
n-grams, given the message space (m) and maximum message length (3). The list of all
possible n-grams is pruned to contain only the n-grams present in the agents’ language,
avoiding unnecessary computation in the later parts of the algorithm. Given the pruned
list of n-grams, the algorithm checks the context in which the n-grams have been used.
The occurrence of each n-gram is counted, together with the n-gram position in the
messages and the context in which it has been sent, or the integers in the observation.
The n-gram position in the message is considered to account for the possible position
variance of the compositional messages.

Consider the previous example, with o = [4,−1, 15, 16, 13] and a message
m = [11, 13, 5]. For all n-grams ([11], [13], [5], [11, 13], etc.) of the message, all integers are
counted, irrespective of their positions (i.e., counts[4]+ = 1, counts[15]+ = 1, etc.).

Given these counts, the PMIc algorithm estimates the NPMI measure for all n-grams
and all integers in the observations. These probabilities are estimated from the dataset
using the count of their respective occurrences divided by the number of all
observations/messages.

Once the NPMI measure is obtained for the n-gram-integer pairs, the algorithm
calculates the NPMI measure for n-grams and referent positions or the positions of the
integer in the observation the message refers to. For example, given an observation
o = [4,−1, 15, 16, 13], if the message contains an n-gram which has been identified as
referring to the integer 15, the rest of the message (i.e., the unigram or bigram,
depending on the length of the integer n-gram) is counted as a possible reference to that
position, in this case, to position right1, or 1 to the right of the target. This procedure
follows for all messages, building a count for each time an n-gram was used together
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with a possible n-gram for an integer. These counts are used to calculate the NPMI
measure for n-gram and position pairs.

The PMIc algorithm also accounts for the possible position invariance of the n-grams,
i.e., where in the message the n-gram appears. This is achieved by calculating the
respective probabilities regardless of the position of the n-gram in the message, by
summing the individual counts for each n-gram position.

The condensed pseudocode in Algorithm 1 can also be used for the PMIc algorithm. In
that case, only the unigrams and bigrams would be evaluated. The base pseudocode
would also be duplicated, once for the integer in a given position, and second for the
referent position. Each would be used as the context in which to evaluate the NPMI for
each n-gram. A detailed commented pseudocode for PMIc algorithm is available in
Algorithm 3 in Appendix C.3.

Both algorithms use two hyperparameters: a confidence threshold tc and top_n tn. The
confidence threshold tc refers to the value of the NPMI measure at which a message or
n-gram can be considered to refer to the given part of the observation unambiguously.
To account for polysemy (where one symbol can have multiple meanings), the agents
can use a single n-gram to refer to multiple integers. This is given by the second
hyperparameter, top_n tn, which sets the degree of the polysemy, or the number of
integers to be considered for a given n-gram.

5.5 Spatio-temporal Referencing Experiments

Having defined the necessary measures to analyse the presence of spatio-temporal
references, we proceed to analyse their emergence. This section examines whether
agents can successfully develop a communication protocol for describing
spatio-temporal relationships, and whether we can interpret their emergent referential
system using the NPMI-based analysis method described in Section 5.4.

Agent pairs are trained over 16 different seeds to verify the results’ significance. All
agent pairs achieve above 98% accuracy in the spatio-temporal referential game,
suggesting that the agents are able to communicate about spatio-temporal relationships
in their observations. The analysis provided in this section is based on the messages
collected from the test dataset after the training has finished.

The two hyperparameters, tc and tn (Section 5.4), governing the NPMI measure have
been determined through a grid search to maximise the understanding of the emergent
language, by maximising the translation accuracy. The results in this section are
obtained using the best-performing values for each of the hyperparameters. We provide
the values for the grid search in Appendix C.1.
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5.5.1 Emergence of non-compositional spatio-temporal references

Using the PMInc algorithm, we detect the emergence of messages tailored to convey the
spatio-temporal information contained in the observations. As mentioned in Section 5.2,
sender observations which require shifting convey additional information about the
position of the target within the sequence. In over 90% of agent pairs, these
observations, i.e., begin, begin+1, end-1 and, end, are assigned unique messages.

In 20% of runs which develop these specialised messages, the same repeating character
is used to convey the message. The characters used for these observations are reserved
only for these types of observations. For example, in one of the runs the agents use
character 11 to signify the beginning of the sequence, with the character 11 being used
only in two contexts: as the messages [11, 11, 11] to signify begin, or as a message
[0, 11, 11] to signify begin+1. In other cases, characters are fully reserved for specific
messages. e.g., 22 is used only for end, in the message [22, 22, 22].

The emergence of non-compositional references used for other observations is also
detected using the PMInc algorithm. Such messages refer to a specific integer in a
specific position of the sender observation, e.g., o5 = 10. While we allow for polysemy
by considering up to the top 15 most correlated messages for each observation
(tn = [1, 2, 3, 5, 10, 15]), we observe the highest translation accuracy with tn = 1,
indicating that the non-compositional messages do not carry any additional meanings.

5.5.2 Emergence of compositional spatio-temporal references

Using the PMIc algorithm, we also detect the emergence of compositional spatio-temporal
references for 25% of agent pairs. Such messages are composed of two parts, a
spatio-temporal reference and an integer reference. The spatio-temporal reference
specifies where or when a given integer can be found in the observation, in relation to
the masked target integer −1. The integer reference specifies which integer the
positional reference is referring to. For example, one pair of agents has assigned the
unigram 7 to mean that the target integer is 2 to the right of, or after, the given integer,
and the bigram [0, 2] to mean the integer 18. Together, a message can be composed
[7, 0, 2], which means that the target integer for the receiver to identify is 2 to the right
of, or after, the integer 18, i.e., o = [18, X,−1, X, X]. This allows the sender to identify
the target integer exactly, given the sequence s. The PMIc algorithm follows the same
approach as the PMInc algorithm for evaluating polysemy when identifying
compositional references, using up to the top 15 most correlated n-grams
(tn = [1, 2, 3, 5, 10, 15]) for both the spatio-temporal and integer component of the
message.
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TABLE 5.1: Average emergence and vocabulary coverage of all message types.

Message Type Avg. % Emergence Avg. % of Messages

Non-Compositional ST 99.3% (100%-93.75%) 1% (3%-0%)
Non-Compositional ST Reserved 18.75% 1% (3%-0%)
Non-Compositional Integer 45.1% (100%-0%) 10% (15%-0%)
Compositional Integer 100% 34% (99.7%-0%)
Compositional ST 25% (27%-0%) 56% (100%-0%)

In Table 5.1, we summarise the emergence of each type of message across all runs,
together with the percentage of the vocabulary that they represent. “ST” is short for
Spatio-Temporal, and “ST Reserved” refers to the messages that use specific characters
exclusively dedicated to conveying specific spatio-temporal information, such as for
“begin” and “end” (Section 5.5.1). The entries in the table are composed of average
percentages, across all tn and tc choices. In the parentheses, we show the maximum and
minimum values across all tn and tc choices. The average % of emergence represents the
absolute % of runs in which a certain message type or message feature emerges. The
average % of messages for a given type or feature is computed only across the runs
where that type or feature emerged, excluding runs where it did not appear. For
example, if a feature emerges in 8 out of 16 runs, its emergence is 50%, and the average
% of messages which contain that feature is calculated using only those 8 runs.

5.5.3 Generalisation

To generalise the results presented in this work, we also run additional tests, varying
the vocabulary size, training sequence length, evaluation sequence length, and the
hidden size of the agents, as outlined in Appendix C.1. We observe no performance
decline with either increasing or decreasing the vocabulary size or the training sequence
length, given that the agents have enough capacity within their network to still learn
the longer sequence lengths. We observe a decline in task accuracy at sequence lengths
of 100, when the agents have a hidden size of 64. However, increasing the hidden size to
128 brings the training and validation accuracy back to over 90%.

When agents are evaluated on sequence lengths that are different from the ones they
were trained on, we observe a small performance decline for small differences in
sequence lengths. We present the average accuracies for the base case (Sequence
shortened by 0), as well as the average difference in accuracy as compared to the
baseline for different sequence lengths in Table 5.2. We observe a significant difference if
the agents are evaluated on sequences that are over 50% shorter than the ones they were
trained on. We hypothesise that this is due to the agents missing certain integers that
they used more often than others, therefore reducing their accuracy. However, even in
the worst case, the accuracy remains above 70%.
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TABLE 5.2: Evaluation accuracy differences for shorter sequence lengths compared to
the training sequence lengths.

Training
length

Sequence shortened by

0 -5 -10 -20 -40

20 98.68% 98.15% (-0.53%) 91.18% (-7.50%) N/A N/A
40 95.59% 95.64% (0.05%) 94.84% (-0.75%) 90.04% (-5.55%) N/A
60 92.98% 93.28% (0.30%) 92.68% (-0.30%) 90.51% (-2.47%) 77.18% (-15.8%)

100 86.23% 86.57% (0.34%) 86.20% (-0.03%) 84.97% (-1.26%) 81.03% (-5.2%)

5.5.4 Evaluating interpretation validity and accuracy

To ensure the validity of our message analysis, we present two hypotheses which, if
supported, would indicate that the mappings generated by the NPMI measure are
correct.

Hypothesis 6 (H6) If the correlations exist and do not require non-trivial
compositionality (Perkins, 2021), and are not highly context-dependent (Nikolaus,
2023), then the evaluation accuracy should be significantly higher than chance, or
above 20%, when using the identified mappings.

Hypothesis 7 (H7) If the spatio-temporal components of compositional messages are
correctly identified and carry the intended meaning, then their inclusion should
result in an increase in accuracy.

Given the messages identified by the NPMI method, we test H6 and H7 by using a
dictionary of all messages successfully identified, given the values of the NPMI
hyperparameters tn and tc. A dataset is generated to contain only targets that can be
described with the messages present in the dictionary.

For the non-compositional messages, the dataset is generated by selecting a message
from the dictionary at random, and creating an observation that can be described with
that message. Given a non-compositional message that corresponds to the target being
on the right of, or after, the integer 15, an observation o = [1, 15,−1, 5, 36] would be
created. Analogously, for non-compositional spatio-temporal messages such as begin an
observation o = [−1, 15, 8, 5, 36] would be created.

For the compositional messages, we create the observations by randomly selecting a
spatio-temporal component and an integer component from the dictionary. For
example, given the unigram 7 meaning that X is 2 to the left of, or before, the target, we
could select the bigram [8, 14] corresponding to the integer 30. The observation created
could then be o = [30, 8,−1, 36, 5]. The dataset creation process for the compositional
messages also checks if the observations can be described given the two n-grams in
their required positions within the message.
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TABLE 5.3: Accuracy improvements using the NPMI-based dictionary.

Dict Type tn tc Average Accuracy Maximum Accuracy

Non-Compositional ST 1 0.9 0.90 ±0.03 0.94
Non-Compositional Integer 1 0.5 0.36 ±0.004 0.37
Compositional-NP 1 0.5 0.22 ±0.02 0.28
Compositional-P 1 4 0.5 0.30 ±0.21 0.78

To test H7, a dataset is created using only the integers that can be described by the
dictionaries, randomly selecting integer components from the dictionary, and creating
the respective observations. This process also accounts for the required positions of the
message components so that a message describing the observation can always be
created. For example, if the unigram 9 described the integer 11, and the bigram [5, 1]
described the integer 6, a corresponding observation could be o = [11, 6,−1, 8, 9]. The
positions of the integers in the observations are chosen at random. By generating both
compositional datasets using a stochastic process, we do not assume a specific syntax.
Rather, the syntax can only be identified by looking at messages which were understood
by the receiver.

These datasets, together with their respective dictionaries, are then used to query the
receiver agent, testing if the messages are identified correctly. We run this test for all of
our trained agents, with the dictionaries that were identified for each agent pair. We
provide the details of this evaluation in Table 5.3, where ± denotes the 1-sigma standard
deviation. Non-Compositional ST (Spatio-Temporal) refers to messages such as begin or
end, Non-Compositional Integer refers to the non-compositional monolithic messages
describing both the position and the integer, Compositional-NP refers to messages only
containing the identified integer components, and the Compositional-P which refers to
messages containing both the identified integer and spatio-temporal components.

Using just the non-compositional spatio-temporal messages, we observe a significant
increase in the performance of the agents, compared to random chance accuracy of 20%.
This provides strong evidence for the support of Hypothesis H6, showing that at least
some messages do not require complex functions to be composed, or contextual
information to be interpreted. As the accuracy for these messages reaches over 90% on
average, we argue that the NPMI method has captured almost all the information
transmitted using the non-compositional spatio-temporal messages.

As mentioned in H7, we examine the impact of the spatio-temporal components and
whether they carry the information the NPMI method has identified. We, therefore,
separate the compositional analysis into two parts: Compositional-NP, where the
spatio-temporal components are replaced with 0, and Compositional-P, which includes

4The value of tn for the referent position n-grams is set to 0.3 while the value of tn for the integer n-grams
is set to 1.
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the identified spatio-temporal components. In the Compositional-NP case, the agents
achieve a close to random accuracy, with a maximum recorded of 28%. In contrast,
Compositional-P agents achieve above random accuracy, with some agent pairs
reaching over 75% accuracy. This provides strong evidence for the support of
Hypothesis H7, allowing us to conclude that the NPMI method successfully identifies
spatio-temporal information contained in messages, together with the integer
information.

5.6 Discussion

Having demonstrated the validity of Hypotheses H6 and H7, we confirm the emergence
and correct identification of spatio-temporal references. To provide human
interpretability of the emergent language, we use the NPMI method to create a
dictionary providing an understanding of the analysed messages. We present an excerpt
from an example dictionary in Table 5.4. With human interpretability, we can gain a
deeper understanding of the principles underlying the agents’ communication protocol.

We posit that the emergence of compositional spatio-temporal references points to a first
emergence of a simple syntactic structure in an emergent language. Both of the n-grams
in our example from Section 5.5.2, also shown in Table 5.4, are assigned specific
positions in the message by the agents. The unigram 7 must always be in the first
position of the message, while the bigram [0, 2] must always be in the second position.
The emergence of this structure shows that even though referential games have been
considered obsolete in recent research (Chaabouni et al., 2022; Rita et al., 2024), a careful
design of the environment may yet elicit more of the fundamental properties of natural
language.

We hypothesise that the emergence of non-compositional spatio-temporal references
tailored to specific observations, such as begin+1, is due to observation sparsity.
Compositionality would bring no benefit since the observations they describe are
usually rare, representing 1–2% of the dataset and are monolithic, i.e., begin, begin+1,
end-1, and end. We therefore argue that the emergence of non-compositional references
in these cases is advantageous, since these messages are easily compressible. Since
these messages are monolithic, they could be compressed to a single token/character in
simple encoding schemes. In contrast, compositional messages require at least two
tokens/characters, one for each integer/spatio-temporal component. With a linguistic
parsimony pressure (Rita et al., 2020; Chaabouni et al., 2019) applied, these messages
could be more efficient at transmitting the information contained within these
observations than compositional ones.
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TABLE 5.4: Example dictionary of the agents’ messages and their meanings

Message Type Meaning

[11, 11, 11] Non-Compositional Spatio-temporal begin
[0, 11, 11] Non-Compositional Spatio-temporal begin+1
[10, 10, 10] Non-Compositional Spatio-temporal end-1
[18, 18, 18] Non-Compositional Spatio-temporal end
[12, 16, 14] Non-Compositional Integer 15 is 1 left of, or before, target
[15, m2, m3] Compositional Spatio-temporal ? is 2 left of, or before, target
[7, m2, m3] Compositional Spatio-temporal ? is 2 right of, or after, target
[m1, 0, 17] Compositional Integer Integer 1
[m1, 0, 2] Compositional Integer Integer 18
[m1, 8, 14] Compositional Integer Integer 30

5.7 Limitations

The accuracy for the Non-Compositional Integer, and Compositional-P messages
averages about 33%. While still above random, showing that some meaning is captured
in non-compositional messages, it points to there being more to be understood about
these messages. We hypothesise this may be due to the higher degree of message
pragmatism, or context dependence (Nikolaus, 2023). Our method of message
generation, using randomly selected parts, may not be able to capture the complexity of
the messages. For example, the context in which they are used might be crucial for
some n-grams, requiring the use of a specific n-gram instead of another when referring
to certain integers, or when specific integers are present in the observation. Just like in
English, certain verbs are only used with certain nouns, such as “pilot a plane” vs “pilot
a car”. While the word “pilot” in the broad sense refers to operating a vehicle, it is not
used with cars specifically. This may also be the case for emergent languages. For
compositional messages, an additional issue may be that some messages are
non-trivially compositional, using functions other than simple concatenation to convey
compositional meaning (Perkins, 2021), making them impossible to analyse with the
NPMI measure. However, these issues may be addressed by scaling the emergent
communication experiments as the languages become more general with the increased
complexity of their environment (Chaabouni et al., 2022).

5.8 Conclusion

Recent work in the field of emergent communication has advocated for better alignment
of emergent languages with natural language (Rita et al., 2024; Boldt and Mortensen,
2024b), such as through the investigation of deixis (Rita et al., 2024). Aligned to this
approach, we provide a first reported emergent language containing spatio-temporal
references (Lyons, 1977), together with a method to interpret the agents’ messages in
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natural language. We show that agents can learn to communicate about spatio-temporal
relationships with over 90% accuracy. We identify both compositional and
non-compositional spatio-temporal referencing, showing that the agents use a mixture
of both. We hypothesise why the agents choose non-compositional representations of
observation types which are sparse in the dataset, arguing that this behaviour can be
used to increase communicative efficiency. We show that, using the NPMI language
analysis method, we can create a human interpretable dictionary, of the agents’ own
language. We confirm that our method of language interpretation is accurate, achieving
over 94% accuracy for certain dictionaries.
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Chapter 6

Discussion

Throughout this thesis, we have focused on the influence of temporal dynamics on the
emergent language. Having answered the research questions presented in Chapter 1,
this chapter provides a critical analysis of the findings from Chapters 3 to 5, integrating
insights from the impact of communication time, the emergence of temporal references,
and the development of spatio-temporal languages. We discuss the broader
implications of these findings and outline potential future research directions. Our
findings are well-placed to deliver new and interesting results to both the EC
community and the broader ML community. Moreover, with the improvements in EC,
through our research into more advanced properties, we will be moving closer to
improving autonomous and ad-hoc communication, and its efficiency.

6.1 Compositionality

In all studies presented in this thesis, agents develop languages with various levels of
compositional structure. In Chapter 3, we show that agents develop a degenerate
language, with no compositional structure, while in Chapter 4 and Chapter 5 agents
develop compositional languages. These results point to two aspects of measuring
compositionality— the effect of language efficiency, discussed in Section 6.2 and the
issues with compositionality measurement, discussed in this section.

As mentioned in Section 2.4.1, measuring the compositionality of emergent languages is
challenging. Using just the topographic similarity metric leads to a perceived low
compositionality score of the languages developed by agents in Chapter 4. However, as
noted by Nikolaus (2023), topographic similarity is limited because it is unable to
measure more context-dependent messages. Topographic similarity would also fail to
identify compositional messages, where there is variation present in message
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composition (Conklin and Smith, 2022), such as using messages that are similar to
indicate the same concept, for example using distance-1 messages in Chapter 3.

Having observed the limitations of the compositionality metrics in Chapter 4 we instead
opt to analyse the compositionality of messages in Chapter 5 using our more tailored
NPMI measure. While our NPMI measure does use knowledge about the content of the
dataset to perform segmentation of the messages, it could be adapted for more general
purposes, while preserving its ability to analyse the spatio-temporal references in agent
messages. Given the NPMI measure relies on simple collocation between n-grams and
possible meanings, it is an extensible framework upon which future work could build.

We consider the analysis of compositionality to be a pathway to more general insights
about emergent languages. While analysing the compositionality alone is a poor way of
measuring agent performance or language generalisation abilities (Chaabouni et al.,
2022; Rita et al., 2024), analysing the compositionality of messages may lead to more
interpretable emergent protocols. Thus, we consider the development of tools for
analysing the emergent languages in terms of their compositionality, syntax, grammar,
and other linguistic properties to be an important aspect of future work in the field of
EC. We propose one such avenue in this thesis, showing that compositionality can be
analysed using a technique based on the NPMI measure. Future research can further
draw on inspiration from tools developed for linguistics, similar to grammar induction
tools (Ueda et al., 2022; van der Wal et al., 2020), or HAS (Ueda et al., 2023) (Section 2.1).
Such endeavours could then be tested on large datasets of emergent communication
corpora, made possible by the recent work of Boldt and Mortensen (2024a).

Moreover, investigating compositionality in emergent languages could help bridge the
gap between artificial and natural languages (Rita et al., 2024). By developing an
understanding of how compositionality emerges and evolves in artificial systems,
future research might be able to draw parallels to human language development and
cognitive processes. This understanding could also inform the design of more
human-like communication systems in AI.

6.2 Efficiency

Improving communication efficiency is one of the goals of emergent communication.
Throughout this thesis, we focus on how the emergent protocols, developed by the
agents, could be used to contribute to this goal.

In Chapter 3, we show that agents can develop a highly efficient communication
protocol, requiring only a single message to be learned by all villagers to achieve a high
win rate, even though efficiency was not explicitly encouraged. This finding
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underscores the potential for spontaneous emergence of optimal communication
strategies in agent-based systems.

In Chapter 4 and Chapter 5, we further illustrate that with minimal architectural
modifications and specific environmental pressures, agents can learn to utilize temporal
and spatio-temporal deixis effectively. These modifications enable agents to convey the
spatio-temporal relationships in their observations in flexible and informative messages,
showing possible increases in communication bandwidth and generalisability.

As mentioned in Chapter 4, such references, and more broadly efficient languages, can
significantly increase the communication bandwidth. By compressing such references,
we can transmit the emergent language more efficiently. The ability to develop and
refine efficient languages has important implications for real-world applications. For
instance, in autonomous systems deployed in dynamic environments, the ability to
communicate efficiently can lead to significant improvements in operational
performance and cost-effectiveness. Future research could explore the scalability of
these findings across more complex environments and larger agent populations to
validate this broader applicability.

Efficiency in communication is not merely about reducing the length of messages, but
also about enhancing the quality of the transmitted information, increasing its relevance
and richness. The ability of agents to distil spatio-temporal relationships into concise
messages means that they can rely on shared context, allowing for more precise
communication. By ensuring that every bit of communicated information is relevant
and contextually appropriate, we can enhance the overall performance and reliability of
multiagent systems.

6.3 Scalability

All the environments used in this thesis were relatively simple. We use a simple social
deduction game Werewolf (Chapter 3), and the simple referential game (Chapters 4
and 5), to evaluate the different temporal environmental and inductive pressures and
their effect on the communication protocol. We consider this a strength of our approach,
as it allows us to isolate any extraneous factors and focus on what is needed to achieve
the desired properties of the language.

However, this also poses a question of scalability. Our networks, while based on the
state-of-the-art approaches in EC literature (Section 2.6), are quite simple. One could
wonder whether such approaches would scale to wholly different network architectures
such as transformers (Vaswani et al., 2017). However, this may be an unnecessary
distraction. Recent literature shows that RNN-based architectures, such as the xLSTMs
(Beck et al., 2024), may be just as good, if not better than, transformers. Additionally,
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transformer models, and LLMs, have been shown to not necessarily be reliable when it
comes to temporal features, such as time series forecasting (Tan et al., 2024). Instead, a
combined approach, such as our TemporalR architecture in Chapter 4, may provide an
avenue to improve their capabilities.

The recurrent nature of RNN-based architectures, such as the ones presented in this
thesis, could pose an obstacle to scaling them. While transformers can be trained in
parallel, RNNs cannot. This has helped propel transformers to become the go-to
architecture for most LLMs. While it is an obstacle in widespread adoption of RNN
architectures, it may not be a fatal flaw. A combined approach could be the way
forward, where transformers handle System 1 reasoning (fast, intuitive, and parallel
processing of information akin to human pattern recognition and heuristic
decision-making) and slower RNNs manage System 2 reasoning (sequential, deliberate
processing requiring step-by-step computation, similar to human logical analysis and
structured problem-solving). This architectural division would mirror human cognitive
processes, where System 1 enables rapid, unconscious pattern recognition and intuitive
responses, while System 2 supports methodical, conscious reasoning through complex
problems that require sequential processing (Kahneman, 2011). Alternatively, a small
RNN could be used alongside the transformer to feed temporal information to its latent
space, thus decreasing the training time required for that component. Additionally,
once proven successful, parallelizable RNN architectures such as the mLSTM (Beck
et al., 2024) could replace both transformers and other RNNs.

6.4 Temporality

Our work is novel in assessing the influence of time in emergent language. We have
made significant progress in understanding how temporal aspects shape
communication protocols. By analysing temporal and spatio-temporal deixis, as well as
the impact of communication time, we have provided a foundation for future research
in this area.

Exploiting the temporal and spatio-temporal deixis brings possible efficiency gains, as
they are more compressible, especially when compared to purely descriptive
compositional languages (Chapter 4). Showing that the amount of time to communicate
increases the training and accuracy of agent populations could also improve
performance in other areas of emergent communication, such as population-based
approaches (Rita et al., 2022a; Michel et al., 2022).

There is much more to explore in the temporal aspects of emergent communication.
Future research could investigate hierarchical temporal structures, interactions across
different time scales, and more complex temporal relationships. Understanding these
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aspects will be crucial as emergent communication systems are deployed in increasingly
dynamic and temporally complex environments.

6.5 Broader Impact

The approaches and insights developed in this thesis also carry the potential of
applications to fields outside of EC. The interpretation methods presented, including
the NPMI measure or the M⊖n measure, could also be used to interpret latent
representations in other neural models. As the basic setting of EC could be viewed as an
auto-encoder model, with the sender being the encoder (encoding observations into
messages) and the receiver being the decoder (decoding messages into objects), the
approaches presented in Chapter 5 and Chapter 4 could also be employed to
understand such models. For example, using the NPMI approach from Chapter 5 we
could attempt to find the latent space representations of different features in the dataset.
Additionally, since similarities exist in transformer models encoding their observations
into latent spaces, these could also be approached with the measures developed in this
thesis. Models that develop complex latent representations, such as JEPA-based models
(Garrido et al., 2024), may also benefit from these approaches. Understanding of such
large models will be increasingly important (Maslej et al., 2024), especially as research
shows that model size is a major factor in its generalisation abilities (Hong et al., 2024).

Understanding of how AI models operate is becoming increasingly important, not just
to the researchers in AI, but also to the general public (Maslej et al., 2024). As AI is being
used in more industrial settings with the promise of improving worker productivity
(Maslej et al., 2024), understanding of how such models make their decisions will be
crucial. Additionally, AI is now being used to generate data for itself, such as through
Reinforcement Learning from AI Feedback (RLAIF) (Bai et al., 2022), an extension of
Reinforcement Learning from Human Feedback (RLHF). RLAIF leverages the scalability
and efficiency of AI to provide feedback faster than humans can. Therefore,
understanding the underlying models is essential to avoid harmful self-reinforcing
loops.

With the rise of the number of incidents and increased adoption of AI among
businesses, including in medical applications (Maslej et al., 2024), trustworthiness of AI
systems will be of paramount importance. Approaches such as latent space analyses
could be combined with, or assist the efforts of, mechanistic interpretability, which has
also been trying to understand the linguistic properties in intermediate activations of
language models (Rai et al., 2024).

Emergent protocols, with the rise of emergent language corpora datasets (Boldt and
Mortensen, 2024a), could also be used for better training of language models (Yao et al.,
2022; Cope and McBurney, 2024), especially with the drive for self-improvements, such
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as through RLAIF (Bai et al., 2022). Temporality, important in LLMs, could also help
their performance (Hou et al., 2024). The use of techniques not reliant on human input
paves the way for faster improvements, especially where human data is scarce (Maslej
et al., 2024).
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Chapter 7

Conclusion

Previous research in Emergent Communication has primarily focused on simpler
properties of EC. In this thesis, we explore the more advanced aspect of temporal
dynamics in emergent communication, an understudied area until now. We investigate
three main aspects of temporality in emergent languages: the amount of interaction
time in dialogue, the emergence of inter-observational temporal references, and
spatio-temporal references within a single observation.

To study the influence of the time given to agents to interact, we modified the game of
Werewolf, examining how the duration of communication impacts language evolution
and agent strategies. Our findings reveal that increased communication time enhances
agent performance, highlighting the critical role of temporal factors in agent
communication. Additionally, we demonstrate that without constraints, agents tend to
develop highly effective but linguistically degenerate language.

We also explored the emergence of temporal references in agent communication. We
answer the key questions of how and when such references develop, showing that
temporal references naturally arise when agents can process past information. This
occurs with only minimal modifications to the standard EC agent architecture,
underscoring the generalisability of this approach.

We analysed the agents’ ability to communicate local spatio-temporal relationships
within their environment. Our findings confirm that standard agent architectures can
develop these references, provided the environment contains such relationships,
thereby expanding the scope of what agents can learn and communicate about. We also
show that, using measures developed for natural language analysis, we can develop a
better understanding of how agents communicate such relations.

Throughout this thesis, we focused on multiple aspects of the influence of time on
emergent language. Through experimental analyses, we have shown how such aspects
can emerge, how they influence the agents’ behaviour and how agents create meaning
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within their messages. We consider that the techniques developed in this thesis can
advance emergent languages created by autonomous agents a step closer to human
languages. Through further research into the ways to analyse emergent languages and
incentivise more and more advanced and human-like language properties, we are
optimistic that emergent languages can become just as rich and complex as human
languages, lending them their efficiency and generalisability.
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Appendix A

Werewolf

A.1 Training Details

We use the Ray (Moritz et al., 2017) and RLLib (Liang et al., 2018) libraries to train the
agents, using the APPO algorithm. APPO is an asynchronous sampling variant of the
Proximal Policy Optimization (Schulman et al., 2017), provided through RLLib (Liang
et al., 2018). The training runs last for an average of 3M episodes. With the experimental
setup as described, a total of 180 runs were performed. An average run of 3M episodes
took approximately 20 hours on a single NVIDIA RTX8000 GPU. We present the
overview of our compute resources used in this study in Table A.2.

We present the training hyperparameters in Appendix A.1. All our training parameters,
except for nr and tv which were the addition of our study, follow that of (Brandizzi et al.,
2021) to introduce as little variation as possible.

TABLE A.1: Training and Grid Search Parameters

Parameter Value

Episodes 3M
Optimizer Adam
Learning Rate α 0.0003
GAE Parameter λ 0.95
Discount Factor γ 0.998
Batch Size 500
Rollout Fragment Length 100
Batch Mode Complete Episodes
Voting Threshold tv [0, 0.2, 0.4, 0.6, 1]
Number of Rounds nr [1, 3, 12, 36]
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TABLE A.2: Compute Resources

Resource Value

CPU Cores (Intel(R) Xeon(R) Silver 4216 × 2) 10
GPUs (NVIDIA Quadro RTX8000) 1
Wall Time 20hrs
Memory 40GB

TABLE A.3: Linear regression analysis.

Relationship p-Value R2

Number of Rounds vs Win Rate < 0.001 0.264
Voting Threshold vs Win Rate 0.600 0.002
Number of Rounds vs Convergence Episode < 0.001 0.189
Voting Threshold vs Convergence Episode 0.686 0.001

A.2 Statistical Significance Analysis

The normality of the distribution of both dependent variables, the mean of villager win
rates and the number of episodes that it takes villagers to converge, are analysed. The
normality analysis is performed using the Shapiro-Wilk normality test from the SciPy
package (Virtanen et al., 2020), obtaining p-values of less than 0.0001, indicating that the
data is not normally distributed.

The correlation and significance of the correlation are then analysed using the Spearman
rank correlation metric from the pandas package (McKinney, 2010; The pandas
development team, 2020). The results of these correlation tests are presented in
Figure A.1. The Spearman correlation coefficient, together with the Spearman p-value,
are shown for each variable pair. The significance, or p-value, can be discerned by the
number of * next to the corresponding correlation coefficient, where no * signifies
p > 0.05; * is p < 0.05; and ** is p < 0.01.

The strength for the number of rounds affecting either the villager win rate or
convergence episode is high. However, the relationship between the threshold and win
rate or convergence is much weaker.

The results are also analysed with a simple linear regression model, from the SciPy
package (Virtanen et al., 2020), shown in Table A.3. The linear regression tests predict
that win rate and convergence episode are affected by the number of rounds, whereas
the voting threshold does not appear to have an effect on either.

These analyses suggest that the number of rounds does have a statistically significant
effect on both the win rate and convergence speed. However, no statistically significant
correlation is found between the voting threshold and either of our dependent variables.
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Appendix B

Temporal Referential Games

B.1 Training Details

Our agents were trained using PyTorch Lightning (Falcon and The PyTorch Lightning
Team, 2019) using the Adam optimizer (Kingma and Ba, 2015), with experiment
tracking done via Weights & Biases (Biewald, 2020). We provide our grid search
parameters per network and per training environment in Table B.1. We ran the grid
search over these parameters for each network and training dataset combination, where
the networks were Base, Temporal, TemporalR and the training datasets were Referential
Games or Temporal Referential Games. Each trained network was then evaluated on
the six available environments: Always Same, Never Same, Referential Games,
Temporal Referential Games, Hard Referential Games, and Hard Temporal Referential
Games. Running the grid search for one iteration, with the value of repetition chance
fixed, took approximately 28 hours, using the compute resources in Table B.2.
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TABLE B.1: Training and Grid Search Parameters

Parameter Value

Epochs [600]
Optimizer Adam
Learning Rate α 0.001
Number of Objects in Dataset [20 000]
Number of Distractors [10]
Number of Attributes Natt [8]
Number of Values Nval [8]
Temporal Prediction Loss Present [True, False]
Length Penalty [0]
Maximum Message Length L [5]
Vocabulary Size Nvocab [26]
Repetition Chance (p) [0.25, 0.5, 0.75]
History Length h [8]
Sender Embedding Size [128]
Sender Meaning LSTM Hidden Size [128]
Sender Temporal LSTM Hidden Size [128]
Sender Message LSTM Hidden Size [128]
Receiver LSTM+Linear Hidden Size [128]
Gumbel-Softmax Temperature [1.0]

TABLE B.2: Compute Resources

Resource Value

CPU Cores (Intel(R) Xeon(R) Silver 4216 × 2) 20
GPUs (NVIDIA Quadro RTX8000) 1
Wall Time 28hrs
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B.2 Datasets Details

In Figure B.1, we analyse our datasets, using the parameters as specified in
Appendix B.1, for the number of repetitions that occur. When the temporal dataset
repetition chance is set to 50%, the datasets, predictably, oscillate around 50% of
repeating targets. Generating the targets randomly yields a miniscule fraction of
repetitions of less than 1%, as we can see in Figure B.1, for the Classic and Hard
referential games.
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FIGURE B.1: Number of target repetitions per dataset. Regular referential games
datasets very rarely encounter target repetitions. This data is an average over 1000

seeds per environment.



92 Chapter B. Temporal Referential Games

B.2.1 Test Environments

Both Always Same and Never Same environments act as sanity checks for our results.

We provide example inputs and outputs for both environments in Table B.3 and
Table B.4.

For the Always Same environment, in the case of the agent using temporal references,
we may also see other messages instead of the message m4, as we have observed that
there are more than one message used as previously. We always expect to see at most
90% of usage as previously for this environment, unless the agents learn temporal
referencing strategies, when we would expect the usage to reach 100%.

For the Never Same environment, we expect to see no temporal references being
identified. Any identification of temporal references in the Never Same environment
would indicate an issue with our metric.

TABLE B.3: Example Inputs and Outputs for Always Same.

Example Type Example Values

Input [x, x, x, y, y, y, z, z, z]
Temporal Referencing [m1, m4, m4, m2, m4, m4, m3, m4, m4]
No Temporal Referencing [m1, m1, m1, m2, m2, m2, m3, m3, m3]

TABLE B.4: Example Inputs and Outputs for Never Same.

Example Type Example Values

Input [x, y, z, a, b, c, d, e]
Temporal Referencing [m1, m1, m1, m2, m2, m2, m3, m3, m3]
No Temporal Referencing [m1, m2, m3, m4, m5, m6, m7, m8]



B.3. Accuracy Distributions 93

B.3 Accuracy Distributions

The accuracy distributions for all agent types across all evaluation environments are
shown in Figures B.2a to B.2c, where “+L” refers to agents trained with the temporal
loss. All agents converge to very similar levels of accuracy.

Always Same Never Same RG RG Hard TRG TRG Hard
Validation dataset

65%

70%

75%

80%

85%

90%

95%

100%

Ac
cu

ra
cy

Network Type
Base trained on RGs
Base trained on TRGs

Base+L trained on RGs
Base+L trained on TRGs

(A) The evaluation accuracy for the Base
agents across all environments.

Always Same Never Same RG RG Hard TRG TRG Hard
Validation dataset

75%

80%

85%

90%

95%

100%

Ac
cu

ra
cy

Network Type
Temporal trained on RGs
Temporal trained on TRGs

Temporal+L trained on RGs
Temporal+L trained on TRGs

(B) The evaluation accuracy for the Tem-
poral agents across all environments.

Always Same Never Same RG RG Hard TRG TRG Hard
Validation dataset

70%

75%

80%

85%

90%

95%

100%

Ac
cu

ra
cy

Network Type
TemporalR trained on RGs
TemporalR trained on TRGs

TemporalR+L trained on RGs
TemporalR+L trained on TRGs

(C) The evaluation accuracy for the Tem-
poralR agents across all environments.

FIGURE B.2: Accuracies for each network variant on all evaluation environments.
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B.4 Topographic Similarity Distributions

The topographic similarity distributions for all agent types across all evaluation
environments are shown in Figures B.3a to B.3c. All agents converge to very similar
values of topographic similarity.
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Appendix C

Temporal Progression Games

C.1 Training Details

The computational resources needed to reproduce this work are shown in Table C.1,
with the hyperparameters in Table C.2 and Table C.3. The Table C.1 shows resources
required for all training and evaluation. The processors used were a mixture of Intel
Xeon Silver 4216s and AMD EPYC 7502s. The GPUs used for the training were a
mixture of NVIDIA Quadro RTX 8000s, NVIDIA Tesla V100s, and NVIDIA A100s,
hosted on the IRIDIS cluster.

TABLE C.1: Compute resources

Resource Value (1 Run) Value (Training Total) Value (Evaluation & Analysis)

Nodes 1 8 1
CPU 16 cores 128 cores 64 cores
GPU 1 8 1
Memory 50 GB 400 GB 120 GB
Storage 1 GB 32 GB 32 GB
Wall time 2 hours 240 hours 24 hours

C.2 Dataset Details

To train and evaluate the agents, we use datasets consisting of 200,000 samples for
training, 200,000 for validation, and 20,000 for testing. Each dataset is generated
independently, with sequences created randomly. Given the sequence length of 60 and
the fact that no integers are repeated, the number of possible permutations is
60! ≈ 8× 1081, which vastly exceeds the number of samples we generate. We further
ensure that there is no overlap between datasets by empirically checking the overlap
rates across 1,000 randomly generated datasets, confirming an overlap rate of 0%.
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TABLE C.2: Training and Grid Search Parameters

Parameter Value

Epochs 1000
Optimizer Adam
Learning Rate α 0.001
Gumbel-Softmax Temperature [1.0]
Training Dataset Size 200k
Test Dataset Size 20k
No. Distractors 4
No. Points [20,40,60,100]
Message Length 3
Vocabulary Size [13,26,52]
Sender Hidden Size [64,128]
Receiver Hidden Size [64,128]

TABLE C.3: PMI Grid Search Parameters

Parameter Values

tc [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9]
tn [1, 2, 3, 5, 10, 15]

C.3 NPMI Algorithm Descriptions

For our pseudocode we will be using the Python assignments convention, i.e., = and←
are equivalent, and x+=1 is equivalent to x ← x + 1. The algorithms presented are for
top_n = 1. To improve the computational efficiency. the probability of the integer
appearing is statically defined as 1

60 for top_n = 1, or in Equation (C.1) for top_n > 1. In
the case of top_n > 1 we use the probability for the integer as per Equation (C.1), to
account for the polysemy, i.e., the probability for any of top_n integers occurring in the
observation. The lower part of the binomial is 4, as there are 4 integers that can be
sampled from the 60 possible integers, instead of 5, as we exclude the target integer.

p(integers) =
(60

4 )− (60−top_n
4 )

(60
4 )

(C.1)

Additionally, in the PMIc algorithm, we specify a probability to equal to 0.98 in Line 74
and Line 77. This is a simplification of the calculation for clarity of the pseudocode. This
probability is instead obtained using the count of a given type of observation, divided
by the number of total observations. This calculation is performed for each type of
observation, i.e., begin, begin+1, end, end-1 and middle. The probability of the middle
observation is very close to 1, being on average 0.98, while the other probabilities are on
average 0.005. Since the middle observation is most common, we included its value in
the pseudocode.
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Algorithm 2: The PMInc algorithm

Data: O_M ; # All observations together with sent messages
Data: L = len(O_M) ; # Total number of observations with sent messages
Data: S = [begin, begin + 1, end− 1, end] ; # List of spatio-temporal observations
Result: pminc[m][NPMI]

1 pminc = dict;
2 for o, m ∈ O_M do
3 pminc[m][count] += 1 ; # Message occurrences
4 for pos ∈ S do
5 if o == pos then
6 pminc[pos][count] += 1 ; # Spatio-temporal observations count
7 pminc[m][pos] += 1 ; # Message sent with spatio-temporal observation
8 end
9 end

10 for integer ∈ o do
11 pminc[m][integer_pos][integer] += 1 ; # Message sent with integer in given position
12 end
13 end
14 for pos ∈ S do
15 posittotal = pminc[pos][count] ; # Count of spatio-temporal observations

16 p(pos) = posittotal
L ; # Estimate observation probability

17 for m ∈ pminc[m] do
18 mtotal = pminc[m][count] ; # Total count of message
19 mstotal = pminc[m][pos] ; # Total count of message with spatio-temporal obs
20 p(m) = mtotal

L ; # Estimate message probability
21 p(m, pos) = mstotal

L ; # Estimate joint probability
22 h(m, pos) = − log2(p(m, pos)) ;

23 pmi(m, pos) = log2(
p(m,pos)

p(m)p(pos) );

24 npmi(m, pos) = pmi(m,pos)
h(m,pos) ;

25 pminc[m][NPMI] = npmi(m, pos);
26 end
27 end
28 for pos ∈ pminc[m] do
29 for integer ∈ pminc[m][pos] do
30 p(pos) = 1

60 ; # Estimated observation probability for 60 integers
31 mtotal = pminc[m][count] ; # Total count of message
32 mstotal = pminc[m][pos][integer] ; # Total count of message with integer in given

position
33 p(m) = mtotal

L ; # Estimate message probability
34 p(m, pos) = mstotal

L ; # Estimate joint probability
35 h(m, pos) = − log2(p(m, pos)) ;

36 pmi(m, pos) = log2(
p(m,pos)

p(m)p(pos) );

37 npmi(m, pos) = pmi(m,pos)
h(m,pos) ;

38 pminc[m][pos][integer][NPMI] = npmi(m, pos);
39 end
40 end
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Algorithm 3: The PMIc algorithm
Input: tc ; # Confidence value
Data: O_M ; # All observations together with sent messages
Data: L = len(O_M) ; # Total number of observations with sent messages
Data: ngrams ; # List of all message ngrams present in O_M
Result: pmic[m][NPMI]

1 pmic = dict;
; # First we identify ngrams corresponding to integers.

2 for ngram ∈ ngrams do
3 for o, m ∈ O_M do
4 if ngram ∈ m then
5 pmic[ngram][count] += 1 ; # Total ngram occurrences
6 pmic[ngram][ngram_pos][count] += 1 ; # ngram occurrences including ngram

position
7 for integer ∈ o do
8 pmic[ngram][integer][count] += 1 ; # ngram sent with integer in given

position
9 pmic[ngram][ngram_pos][integer][count] += 1 ; # ngram in given position

sent with integer in given position
10 end
11 end
12 end
13 end

; # Calculate integer NPMI.
14 for ngram ∈ ngrams do

; # Position variant NPMI.
15 for pos ∈ pmic[ngram][ngram_pos] do
16 p(integer) = 1

60 ; # Estimated observation probability for 60 integers
17 integerp = max(pmic[ngram][integer][count]);; # Find integer with highest

co-ocurrence given position
18 ngrampos = pmic[ngram][ngram_pos][count] ;
19 p(ngrampos) =

ngrampos
L

20 p(ngrampos, integer) = pmic [ngram][ngram_pos][integer][count]
L ;

21 h(ngrampos, integer) = − log2(p(ngrampos, integer));

22 pmi(ngrampos, integer) = log2(
p(ngrampos ,integer)

p(ngrampos)p(integer) );

23 npmi(ngrampos, integer) = pmi(ngrampos ,integer)
h(ngrampos ,integer) ;

24 pmic[ngram][ngram_pos][integer] = npmi(ngrampos, integer);
25 end

; # Position invariant NPMI.
26 integer = max(pmic[ngram][integer][count]) ; # Find integer with highest co-ocurrence
27 p(integer) = 1

60 ; # Estimated observation probability for 60 integers
28 ngramtotal = pmic[ngram][count] ;
29 p(ngram) = ngramtotal

L×(4−len(ngram))
; # If ngram is length 1, it could appear 3 times per message

30 p(ngram, integer) = pmic [ngram][integer][count]
L ;

31 h(ngram, integer) = − log2(p(ngram, integer));

32 pmi(ngram, integer) = log2(
p(ngram,integer)

p(ngram)p(integer) );

33 npmi(ngram, integer) = pmi(ngram,integer)
h(ngram,integer) ;

34 pmic[ngram][integer] = npmi(ngram, integer);
35 end
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Algorithm 4: The PMIc algorithm cont.

; # Now we identify ngrams corresponding to referent positions.
36 ngrampr = dict;

; # Prune ngrams with NPMI below c
37 for ngram ∈ pmic do
38 for integer ∈ pmic[ngram] do
39 if pmic[ngram][integer] < tc then
40 del pmic[ngram][integer];
41 end
42 for pos ∈ pmic[ngram] do
43 for integer ∈ pmic[ngram][pos] do
44 if pmic[ngram][pos][integer] < tc then
45 del pmic[ngram][pos][integer];
46 end
47 end
48 end
49 end
50 end

; # Find messages with integer ngrams
51 for ngram ∈ pmic[ngram] do
52 for o, m ∈ O_M do

; # Position variant ngram
53 if pmic[ngram][pos] then
54 if ngram ∈ m[pos] then
55 new_ngram = m− ngram; # Get leftover ngram
56 pr = pos(pmic[ngram][pos][integer], msg) ; # Get the possible referent

position
57 ngrampr[new_ngram][pr][count]+ = 1 ; # Count leftover ngram occurence
58 ngrampr[new_ngram][pos][pr][count]+ = 1 ; # Count leftover ngram

occurence in given positions
59 end
60 end

; # Position invariant ngram
61 else
62 if ngram ∈ m then
63 new_ngram = m− ngram ; # Get leftover ngram
64 pr = pos(pmic[ngram][integer], msg) ; # Get the possible referent position
65 ngrampr[new_ngram][pr][count]+ = 1 ; # Count leftover ngram occurence
66 ngrampr[new_ngram][pos][pr][count]+ = 1 ; # Count leftover ngram

occurence in given positions
67 end
68 end
69 end
70 end
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Algorithm 5: The PMIc algorithm cont.

; # Calculate referent position NPMI.
71 for ngram ∈ ngrampr do
72 for pr ∈ ngrampr[ngram][pr] do

; # Position variant NPMI.
73 for pos ∈ ngrampr[ngram][pos][pr] do
74 p(pr) = 0.98; # Estimated observation probability for given position
75 ngrampos = ngrampr[ngram][pos][pr][count] ; p(ngrampos) =

ngrampos
L

p(ngrampos, pr) = ngrampr [ngram][pos][pr][count]
L ;

h(ngrampos, pr) = − log2(p(ngrampos, integer));

pmi(ngrampos, pr) = log2(
p(ngrampos ,pr)

p(ngrampos)p(pr) );

npmi(ngrampos, pr) = pmi(ngrampos ,pr)
h(ngrampos ,pr) ;

pmic[ngram][pos][pr] = npmi(ngrampos, pr);
76 end

; # Position invariant NPMI.
77 p(pr) = 0.98; # Estimated observation probability for given position
78 ngram = max(ngrampr[ngram][pr][count]) ; # Find highest spatio-temporal

reference count
79 p(ngram) = ngram

L ;

80 p(ngram, pr) = ngrampr [ngram][pr][count]
L ;

81 h(ngram, pr) = − log2(p(ngram, integer));

82 pmi(ngram, pr) = log2(
p(ngram,pr)

p(ngram)p(pr) );

83 npmi(ngram, pr) = pmi(ngram,pr)
h(ngram,pr) ;

84 pmic[ngram][pr] = npmi(ngram, pr);
85 end
86 end
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Glossary

anaphoric A word whose meaning depends on the context of previous communication
(e.g... .This means...).

compositionality The possibility of concatenation, or otherwise combination, of atomic
symbols of a language to convey new meanings. For example, two atomic
symbols of “red” and “dog” create new meaning when combined.

degenerate language A language which assigns all meanings to the same expression.
Therefore, it is maximally ambiguous as only one “word” exists in the whole
language, but fully compressible (Kirby et al., 2015).

deixis A word whose meaning depends on the context of the speaker or interlocutor
(e.g...over there...).

holistic language A language which assigns all meanings their own separate
expression. Therefore, it is fully unambiguous, but also incompressible (Kirby
et al., 2015).

idiolect The unique language of an individual, which includes the way that the
individual slightly changes the grammar, syntactic or semantic structures.

polysemy The capacity for a word or phrase to have multiple distinct meanings.

productivity The ability of the language to have an almost infinite number of uses. In
other words, the language can refer to infinitely many concepts, through the
usage of rules such as compositionality.

structured language A language which has structure and rules as to how to create
meaningful expressions. It is the mid-point between holistic language and
degenerate language, where it is compressible, but also ambiguous (Kirby et al.,
2015).
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