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Abstract 18 

 19 

The Phanerozoic climate has been interrupted by two long ‘icehouse’ intervals, 20 

including the current icehouse of the last ~34 million years. While these cool intervals 21 

correspond to lower atmospheric CO2, it is unclear why CO2 levels fell, with hypotheses 22 

suggesting changes in CO2 degassing rates or modification of silicate weathering through 23 

changing continental lithology or paleogeography. Here, we construct an Earth System Model 24 

that integrates these proposed cooling mechanisms in detail. The model can reproduce the 25 
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broad geologic record of ice cap expansion, allowing us to infer the primary drivers of long-26 

term climate change. Our results indicate that recent icehouse climates required a combination 27 

of different cooling mechanisms acting simultaneously and were not driven by a single known 28 

process, potentially explaining why icehouses have been rarer than greenhouses over Earth 29 

history. 30 

 31 

One sentence summary 32 

Earth’s climate swings between greenhouse and icehouse states, with icehouses 33 

occurring when multiple cooling mechanisms combine. 34 

 35 

INTRODUCTION 36 

Long-term drivers of climate 37 

Atmospheric CO2 levels control global temperature variations over geologic time, with 38 

the concentration of CO2 over these timescales determined by the long-term carbon cycle (1–39 

3). Several fundamental tectonic drivers of the carbon cycle over 10–100 million-year (Ma) 40 

timescales have been proposed over the last forty years, which tend to be partly dependent on 41 

one another. Degassing of the Earth’s lithosphere adds CO2 to the atmosphere (4–6). 42 

Weathering of silicate minerals—especially those exposed in continental arcs (5, 7, 8) or 43 

ophiolite-bearing suture zones (9)—removes CO2 from the atmosphere and ultimately buries 44 

it as carbonate minerals (10). Weathering also liberates nutrients needed for photosynthesis, 45 

which draws down atmospheric CO2 and sequesters carbon as organic matter (11–13). 46 

Changes to the Earth system through the Phanerozoic have fundamentally modified 47 

how these burial, degassing, and weathering processes operate. The most notable example is 48 

the evolution and colonization of Earth’s surface by land plants during the Silurian–Devonian, 49 

which irrevocably changed both the carbon cycle and weathering processes (14–16). Since this 50 



enhancement of weathering intensity and organic carbon burial by the emergence of land 51 

plants, subsequent variations in the carbon cycle are thought to have been driven primarily by 52 

the paleogeographic and paleotectonic evolution of Earth’s continents. The slow movement 53 

and shifting of the continents have caused variations in the CO2 degassing flux (17), changed 54 

patterns of global precipitation and runoff (18), and exposed different lithologies to enhanced 55 

weathering in the tropics (7–9, 19, 20). The intersection of these different mechanisms is 56 

hypothesized to control the overall degassing and weathering fluxes that set surface 57 

temperatures on Earth. Many studies have sought to reconstruct these processes over the 58 

Phanerozoic and a succession of ‘Earth System’ or biogeochemical models have attempted to 59 

integrate some combination of these mechanisms to reproduce the Phanerozoic CO2 or 60 

temperature record and identify the drivers of key climatic excursions (2, 21–24) (fig. S1). 61 

Empirical studies of the long-term carbon cycle have linked the temporal occurrence of 62 

continental arc degassing to climate warmth (5), their weathering to cooling (8) and the 63 

occurrence of low-latitude ophiolite bearing sutures have also been linked to cooling events 64 

(9). Modeling studies have suggested that mountain uplift events could also have driven 65 

climatic cooling (25, 26). However, there remains little agreement on which processes are most 66 

important for causing icehouse intervals as we lack a continuous Earth System Model (ESM) 67 

that can disentangle how all these processes combine to drive observed changes. Continuous, 68 

global biogeochemical models for the Phanerozoic, such as GEOCARB(SULF) (2, 22) and 69 

COPSE (Carbon-Oxygen-Phospherous-Sulfur Evolution) (21, 27) have attempted to integrate 70 

these weathering and degassing processes but are non-dimensional and not spatially explicit 71 

and therefore cannot track the spatial distribution of weatherable lithologies or hydrology 72 

through time. Further, they are unable to spatially resolve global temperature. As a result of 73 

these limitations, previous models cannot adequately reproduce the cycles between icehouses 74 

and greenhouses evident in the geologic record (fig. S1). Here, we use plate tectonic modeling 75 



and global lithological maps to reconstruct the spatial and temporal variation of solid-Earth 76 

degassing rates and weatherable lithologies from subduction-related environments. We then 77 

incorporate these variables into a long-term 3D ESM (pySCION—a verison of the SCION 78 

(Spatial, Continuous Integration) model (23) written for the python programming language) 79 

to assess the relative importance of the cooling mechanisms they represent. Due to the 80 

considerable uncertainty in the biogeography and biotic weathering ability of early plants, 81 

alongside the unusually short duration and substantial extent of the Hirnantian glaciation (28), 82 

we do not currently expand this analysis into pre-Devonian times. Although a dynamic 83 

terrestrial and marine biosphere and their organic carbon burial fluxes are included in our 84 

analysis, we do not assess here how plant colonization affected the Earth.  85 

 86 

RESULTS and DISCUSSION 87 

Assessing carbon sources and sinks over geologic time 88 

Our ESM integrates a detailed reconstruction of the global CO2 degassing rate with the 89 

global paleogeography and distribution of weatherable lithologies on the continents, 90 

overcoming the limitations of previous approaches. Degassing from the Earth’s mantle and 91 

lithosphere is considered the main source of atmospheric CO2 over million-year timescales (6). 92 

Degassing estimates have traditionally been taken from a variety of proxies (1), but recently 93 

full-plate reconstructions made using GPlates have allowed for quantitative 4-D approach 94 

through the mapping of dynamic processes at subduction zones over Phanerozoic time. Using 95 

this framework, a recent study coupled thermodynamic modeling to subducted carbon 96 

inventories to quantitatively assess the mobility of carbon in downgoing slabs and degassing 97 

through the Mesozoic and Cenozoic (6). Crucially, this study was able to quantify the 98 

contribution of pelagic sediments to arc-degassing over time, which increased markedly with 99 

the evolution of pelagic calcareous nannoplankton during the Cretaceous Period. Thus, our 100 



implementation of it as part of our degassing curve allows us to remove from our model the 101 

‘burial depth factor’—an arbitrary scaling of degassing for pre-Cenozoic times used in all 102 

carbon-cycle models (29) that represents the increasing contribution to degassing budgets from 103 

pelagic calcareous nanoplankton since the Cretaceous. 104 

 105 

Our analysis spans the Phanerozoic and includes degassing estimates from mid-ocean 106 

ridges, continental arcs, and continental rifts (Fig. 1A). We compile estimates of present-day 107 

fluxes from the literature (see Supplementary Materials, Fig. 1B, C) and scale them to relevant 108 

tectonic processes to estimate how the carbon flux in different tectonic environments have 109 

changed through time (Fig. 1B). We use estimates of seafloor production and consumption 110 

taken from full-plate reconstructions to scale contributions from mid-ocean ridges and 111 

subduction zones, and use the lengths of peri-continental subduction zones extracted from a 112 

full-plate model (30) to scale the amount of carbon that could be released at continental-arc 113 

environments.  114 

We deliberately omit degassing estimates from Large Igneous Provinces (LIPs), 115 

including siliceous LIPs (sLIPs) from our compiled degassing curve, as their individual 116 

volcanic activity (and inferred degassing contribution) typically spans only a few Ma (31, 32). 117 

In contrast, our focus is the 10–100 Ma variability recorded in proxy records. This does not 118 

discount the contribution to warming or perturbations to the Earth system by either LIPs or 119 

sLIPs on short (<5 Ma) timescales, where they likely cause substantial change (33, 34). 120 

Example model runs using a basic LIP degassing database (35) are shown in the Supplementary 121 

Material (fig. S14), which underscore this point. They also demonstrate how longer-lived LIPs 122 

should have lower average degassing rates, so while some may degas over intervals of >10 Ma, 123 

the modeled climate on these timescales does not show appreciable long-term changes. The 124 

degassing contribution of the Siberian Traps, which is the only LIP we include in our ‘default’ 125 



model runs as it supplied an order of magnitude more CO2 than any other Phanerozoic LIP 126 

(36–38), still only led to elevated surface temperatures for <5 Ma, which are shown in the 127 

temperature proxy record (Fig. 2B, C). 128 

Fig. 1B depicts our total carbon degassing flux (shaded blue area, black outline) relative 129 

to present-day levels. It shows 1) high CO2 degassing during the Cretaceous; 2) modern levels 130 

during the late Paleozoic and Early Mesozoic, and 3) below present-day levels in the Devonian. 131 

Our uncertainty range is calculated by dividing the minimum and maximum limits from the 132 

composite curve by the 10th and 90th percentiles (respectively) at present-day (see 133 

Supplementary Materials for details). In our merged curve, diffuse degassing around 134 

continental arcs and degassing from ridges and rifts are the most significant contributors to 135 

CO2 over our analysis (Fig. 1; fig. S2), though at present-day their contributions broadly 136 

overlap with degassing derived from subducted pelagic sediments (Fig. 1C). Tracking these 137 

data back through time underscores the importance of quantifying continental deformation (that 138 

is, mainly arcs and rifts) through time, as these regions plausibly contribute between 40 and 139 

60% of the total solid-Earth degassing budget at any time (Fig. 1B, C). 140 

 141 

In the original SCION model (and in GEOCARBSULF and COPSE), Earth’s surface 142 

lithology is globally uniform, and a fraction of the continental area is assumed to be volcanic 143 

(35, 39). For the current model we incorporate a digital database of ophiolite-bearing sutures 144 

(9), and estimates of peri-continental subduction zones (inferred to represent the possible extent 145 

of continental arcs) extracted from a plate model (30). These are two distinct, but overlapping 146 

litho-tectonic features, with continental arcs being the surface expression of subduction-driven 147 

volcanism and ophiolitic-bearing sutures being obducted oceanic crust when two pieces of 148 

continental crust collide. For each timestep, we produce a grid overlaying the paleogeography 149 

that records the fractional content of each cell that contains either arcs (primarily intermediate 150 



rocks) or ophiolite-bearing sutures (primarily ultramafic–mafic rocks) (see Supplementary 151 

Materials; Fig. 1D–G; fig. S4). To include important but tectonically inactive lithological and 152 

topographic features, we propagate each raster-grid of active peri-continental subduction zones 153 

by one grid-timestep (~20 Ma), thus capturing the effects of ‘relict-arcs’ (7). Once the arc, 154 

suture, and relict-arc grids were constructed, the contributions of each to silicate weathering 155 

through time were calibrated using an arc and suture ‘enhancement factor’ (AEF and SEF, 156 

respectively): a multiplier applied to the fractional content of the respective grids (the AEF is 157 

also applied to the relict arc grids). Weathering enhancement factors were calculated using a 158 

least-squares optimization on the weathering equations (40) at present-day and determining the 159 

enhancement factors necessary to best match the riverine silicate flux across major world rivers 160 

(41). This analysis found an AEF of 7 and SEF of 20 best reproduced the present-day data 161 

(table S1, fig. S4).  162 

 163 

Phanerozoic proxy data 164 

To evaluate our model, we consider four different types of proxy data (Fig. 2) that can 165 

be used to infer transitions between icehouse and greenhouse conditions: (i) ice cap latitude; 166 

(ii) global average surface temperature; (iii) low-latitude sea surface temperature, and (iv) 167 

pCO2 levels. We consider ice cap extent to be the most robust indicator of icehouse-greenhouse 168 

transitions, but because no proxy data are able to provide a perfect indication of global 169 

temperature, we present our results against all four datasets. For each of these datasets, we add 170 

a line of best fit to compare our model quantitatively, although due to data coverage, some 171 

datasets are more amenable to this than others. 172 

Our ice cap latitude estimates combine a database of glacial deposits (42) and 173 

Phanerozoic glendonites (43), reconstructed to their paleo-coordinates using a full-plate model 174 

(30). Uncertainties in this dataset include the reconstructed latitudes (44) and the potential that 175 



glendonite formation might reflect the upwelling of cold water rather than cold surface 176 

temperatures (43). fig. S4 depicts both datasets separately rather than combined, as in Fig. 2A. 177 

Global Average Surface Temperature (GAST) estimates are taken from two recent 178 

compilations. Firstly from Scotese et al. (45), with uncertainty from Van der Meer et al. (46), 179 

who use maps of climate-sensitive lithologies through time to define paleo-Köppen belts, with 180 

shorter-term variations based on oxygen isotopes. The continuous nature of this record, and its 181 

normalisation against long-term changes in seawater oxygen isotope ratios, makes it an 182 

attractive benchmark against which to compare model results. As well as uncertainty in 183 

reconstructed latitudes, this method relies on the assumption that Köppen belts and their 184 

indicators are broadly consistent over time (Fig. 2B). We also compare our results to the most 185 

recent ‘PhanDA’ curve (47), which uses a data assimilation approach to combine temperature 186 

estimates from δ18O and palaeoclimate models to estimate GAST. Although this record does 187 

not correct for variations in seawater δ18O (48), there is reasonable consensus between both 188 

approaches with regard to the timings and durations of icehouses and greenhouses, despite 189 

some differences in global average temperature. The most notable deviations pertain to the 190 

trajectory of late Palaeozoic cooling between the late Devonian and late Carboniferous and the 191 

magnitude of warmth during the Cretaceous and early Cenozoic, where estimates from (47) are 192 

~5–10°C warmer than those of (45) (Fig. 2B). We also plot the low-latitude ±30° sea surface 193 

temperature proxy from δ18O of shelly marine fossils (49, 50). The data we use here 194 

predominantly comes from a recent compilation (51), supplemented by studies focusing on 195 

more discrete time periods (52–55) (Fig. 2C). As with PhanDA, a key uncertainty with this 196 

proxy is whether predicted warm ocean temperatures in the Early Paleozoic are realistic, or 197 

whether they reflect changing oxygen isotope composition of seawater (3, 50, 56). 198 

A range of proxies are used to constrain past CO2 levels based on either 199 

photosynthesizing organisms (e.g., stomatal density in leaves, δ13C in liverworts and 200 



alkenones) or on seawater pH through boron isotopes in foraminifera and pedogenic 201 

carbonates. We use three recent compilations (57–59) that provide proxy data back to the 202 

Ordovician. Uncertainty ranges for these proxies are based on different methodological steps, 203 

particularly the estimation of soil CO2 levels for the paleosol record (60), and the boron isotopic 204 

composition of seawater for reconstructing paleo-pH (61). 205 

 206 

Modeled Phanerozoic climate and driving mechanisms 207 

We now run the SCION model through the Phanerozoic. CO2 degassing follows our 208 

compiled curve in Fig. 1B, and weatherable lithologies are mapped onto the model land surface 209 

(Fig. 1D–G). We evaluate our model by comparing its prediction of the geographic extent of 210 

ice sheets against the proxies from Fig. 2A, with a secondary focus on surface temperatures 211 

and CO2 levels in Fig. 1 B–D, which are less certain. SCION assumes that an ice sheet is present 212 

if the grid cell continental temperature of the model output has a mean annual temperature 213 

below -10 °C (e.g., 62); as a sensitivity test, we also plot the predicted ice curve for -12 °C and 214 

-8 °C. Figure 3 shows our ‘default’ model ensemble, which includes all processes and considers 215 

the uncertainty bounds in the CO2 degassing rate and uncertainty in the background 216 

weatherability of the non-arc and non-suture continental grid cells through time. We also show 217 

the calculated Wasserstein Distance—the mean distance between two distributions—between 218 

the uncertainty range of our results and that of the proxies in each panel. 219 

 220 

We find that the model (Fig. 3) can replicate several key features of the Phanerozoic 221 

ice cap paleolatitude record (42), showing cooling from a warm early Devonian to a 222 

Carboniferous-Permian icehouse, followed by warming into a Triassic greenhouse, cooling 223 

through the Jurassic cool interval, into a Cretaceous hothouse and finally into a Cenozoic 224 

icehouse (63–65). The model produces more mixed fits to the CO2 proxy record, compiled 225 



global average temperature record (45, 47), and low-latitude oxygen isotope record, although 226 

the uncertainty in these records is much higher. Key misfits in the combined records, identified 227 

by the model-proxy distance metrics shown at the bottom of each panel, occur during (1) in the 228 

Devonian—where ice cap expansion and CO2 drop are roughly matched, but temperature 229 

proxies are not (max ~10 °C distance). (2) In the Permian, where temperature proxies are well-230 

matched, CO2 proxies are highly variable, but the model ice cap extent is located at higher 231 

latitudes than the associated proxy record (max ~50° distance). (3) In the Early Cretaceous, 232 

where the model has temperature within the wide uncertainty in different reconstructions, but 233 

has higher CO2 (and max ~3000 ppm CO2 distance) and has more restricted ice caps than the 234 

geologic record suggests. (4). In the Eocene, where the model is colder and has lower CO2 than 235 

the proxy records suggest. The estimation of ice-sheet extent in our model is likely complicated 236 

by the underlying paleogeographic maps. For example, the mismatch in ice-expanse during the 237 

Permian is possibly because the underlying paleogeographic-topographic model is not 238 

conducive to producing low temperatures at low latitudes, where, at this time, localized and 239 

regional topography may be more important. We note that our model predicts the iceline 240 

extending to ~60° latitude, which is reasonably consistent with the bulk of the Gondwanan ice 241 

sheet (66). Our results over the Early Triassic also differ from the GEOCLIM model (67) 242 

because we add a weathering dependency on erosion and also have abundant low–mid-latitude 243 

ophiolitic sutures at this time that appear to help drive some component of Early Triassic 244 

cooling (fig. S6). 245 

 246 

Overall, despite some apparent misfits, our model makes a generally reasonable 247 

prediction of long-term greenhouse-icehouse trends at the 10–100 Ma scale within the 248 

uncertainty offered by multiple different proxy datasets. It performs better (with a mean 249 

Wasserstein distance to modeled GAST (45) of ~3.3) than the original SCION model 250 



(Wasserstein distance of 4.07) and previous simpler and more idealised model frameworks 251 

(e.g., GEOCARBSULF and COPSE, Wasserstein distances of 3.41 and 4.57 respectively, fig. 252 

S1). We now seek to better understand what is driving these model predictions by examining 253 

how individual processes act to warm or cool the model climate. To do this, we systematically 254 

re-run the model with individual drivers turned off to quantify the influence of each individual 255 

driver on changing the modelled GAST curve relative to the ‘default’ GAST curve of (45) (Fig. 256 

3D)—we choose this proxy curve as a reference for this section because (1) it is continuous in 257 

high resolution over the Phanerozoic (2) it does not reach a maximum beyond which it can no 258 

longer vary (e.g. 90 ° for the ice line), and (3) it is robust to changing seawater oxygen isotope 259 

compositions. We assess the impact of the climate drivers by calculating the ratio between the 260 

Wasserstein Distance of the ‘default’ model distribution and each individual run with a driver 261 

switched off, with the temperature distribution at each time step. This allows us to test the 262 

influence of several previously suggested drivers of Phanerozoic Icehouses (5, 14, 25) (Fig. 263 

3E). 264 

 265 

In our model, the Devonian–Carboniferous cooling is predominantly driven by changes 266 

in paleogeography and a decrease in degassing, though arc weathering also plays a prominent 267 

role (Fig. 3E). Both changes in palaeogeography and degassing have been individually 268 

proposed to initiate glaciation (5, 14, 25). The former through a reduction in sea level (68, 69) 269 

and emergence of continental shelves and islands (70–72). The later by a reduction in degassing 270 

that has been linked to a slow-down in subduction rates as inferred by a lull in the magmatic 271 

zircon record (5) triggering cooling. However, our model suggests that it is only through a 272 

combination of these processes acting together that an extensive icehouse could be initiated 273 

(figs. S5–8). Our results suggest that once initiated, the prolonged icehouse was maintained 274 

predominantly by the paleogeographic configuration of the Earth, wherein the low-latitude 275 



Variscan-Hercynian Orogeny (which formed in the Permian from the collisions between 276 

Gondwana and Laurussia, to form Pangea) increased physical weathering, maintaining cool 277 

temperatures (25). 278 

 279 

The warm Mesozoic climate state in our model is also most sensitive to changes in 280 

degassing and paleogeography, specifically the increase in volcanic degassing driven by the 281 

initial rifting stages of Pangea breakup between 245 and 200 Ma. Here, we recognize an 282 

interplay between both mechanisms, whereby degassing of continental rifts increases the build-283 

up of pCO2. However, this degassing occurs without forming new ocean basins, thus, in a 284 

palaeogeographic sense, preventing an increase in supply of nutrients derived from chemical 285 

weathering (fig. S6) reaching young ocean basins, resulting in warming (although our model 286 

is not yet able to capture the full extent of this as weathering products are always assumed to 287 

reach the ocean). Arc systems and ophiolitic sutures still contribute to enhanced silicate 288 

weathering (8); however, their contribution does not change substantially over the Mesozoic 289 

as their spatial footprint remains mostly constant and their exposure is often balanced by 290 

hydrological changes (i.e., less rainfall and runoff). Our modeled warmer Mesozoic climate is 291 

punctuated by ephemeral glaciation in the Jurassic, in reasonable, but not perfect, agreement 292 

with the geologic record of glacial deposits at this time (42). Our analysis suggests that this 293 

short-term decrease in global temperature (evident in all three temperature proxy curves) and 294 

increase in high-latitude glacial deposits is mostly driven by a reduction in degassing from both 295 

rifts and mid-ocean ridges (Fig. 1) and an increase in erosion and weathering following the 296 

breakup of Pangea (fig. S6, S7). 297 

 298 

Finally, cooling during the Late Cretaceous and Cenozoic is most sensitive to our 299 

modeled decrease in solid-Earth degassing (Fig. 2), alongside changes to paleogeography and 300 



arc weathering. In our compiled degassing curve, the decrease is principally driven by the 301 

reduction in degassing around continental arcs, as the decrease in mid-ocean ridge degassing 302 

is offset by the increase in degassing driven by subduction of pelagic sediments over this time 303 

(6). Tighter quantifications of the contributions of diffuse degassing around arcs and rifts would 304 

potentially change these sensitivities. Changes in paleogeography, such as those resulting from 305 

the closure of the low-latitude Tethyan Ocean and formation of the Himalayas, and exposure 306 

of arcs and ophiolitic sutures around Southeast Asia, also clearly played a role in increasing 307 

the efficacy of the silicate weathering cycle (fig. S8). While previous studies have proposed 308 

each of these drivers acting in isolation to explain this climate shift (5, 19, 26), our model 309 

results suggest that all three played important roles in contributing to global cooling.  310 

 311 

No single driver for Phanerozoic icehouses 312 

To further explore whether any of the key proposed processes could exert a first-order 313 

control on Phanerozoic climate, we re-run the model subject to a single climate driver (Fig. 4, 314 

figs. S9–13). As a baseline reference, we ran the model with all drivers turned off. As expected, 315 

this produces a predominantly icehouse Earth like that of the late Cenozoic (black dashed lines 316 

in Fig. 3; fig. S7). We find that when we run the model systematically with only each discrete 317 

driver, the model produces an overall poor fit for the Phanerozoic icehouse-greenhouse record. 318 

While the weathering of volcanic arcs is important, it does not change substantially over the 319 

Phanerozoic and, therefore, is unable to independently force major climate change (Fig. 4; fig. 320 

S15). Weathering of ophiolite-bearing sutures changes substantially but constitutes only a 321 

minor component of the total weathering budget (Fig. 4; fig. S15).  322 

 323 

Degassing and paleogeography show a greater ability to drive climatic change when 324 

considered alone. While some of these model runs yield reasonable fits for certain time periods, 325 



we observe numerous discrepancies with the climate record when each driver is considered in 326 

isolation (Fig. 4). Notably, these discrepancies are far greater than those observed in the 327 

‘combined drivers’ model (Fig. 3). In particular, the ‘degassing only’ run can reproduce a 328 

Cretaceous hothouse, but it is unable to reproduce a warmer Triassic (Fig. 4). No single 329 

mechanism can reproduce a warm Devonian, with all four single-driver runs producing an ice-330 

dominated Devonian world (Fig. 4A). This strongly suggests that over the Phanerozoic the 331 

combination and intersection of multiple, different drivers was required to drive substantial 332 

variations in climate on 10–100 Ma timescales. While these results do not negate the 333 

correlations between individual events and climatic excursions, for example, tropical exposure 334 

of sutures with global cooling (9), or the correspondence of continental arc degassing to the 335 

Mesozoic greenhouse (5), it does suggest that single processes in isolation are incapable of 336 

explaining Earth’s long-term climate state. 337 

 338 

Model limitations 339 

Despite some of the advances that our model can provide, there remain several key 340 

limitations that should be addressed in future work. The model uses a single paleogeographic 341 

reconstruction and a single series of paleoclimate model runs to inform the climate emulator, 342 

meaning the uncertainty in these variables cannot be assessed. Moreover, the model grid times 343 

(i.e., times at which paleogeographic maps are used to drive the paleoclimate models) are quite 344 

coarse, on average spanning ~25 Ma, but at times the gap is 40–50 Ma. Two consequences of 345 

this approach are, firstly, that many key paleogeographic transitions (such as smaller terranes 346 

and blocks entering/leaving tropical zones, emergence of continental shelves, and formation of 347 

islands arcs) are missed in our modeling strategy. Machine learning has been used to try to fill 348 

these gaps, but is not capable of reproducing hydrology to a high standard (73). Secondly, we 349 

are unable to easily test alternative paleogeographic configurations, such as Pangea-A versus 350 



Pangea B (though see discussion in (74) about a resolution to this controversy), or differing 351 

locations of terranes in the Permian Meso-Tethyan ocean. A strength of the (py)SCION 352 

framework moving forward is that as additional paleoclimate models are generated, they can 353 

be incorporated within the climate emulator in the model—irrespective of the spatial 354 

resolution—to better resolve these fundamental questions. 355 

It is well established that the FOAM (Fast-Ocean-Atmosphere Model) general 356 

circulation model has a low climate sensitivity (75) and, therefore, requires more CO2 to 357 

increase temperature than more modern climate models. Additionally, FOAM has only been 358 

run for changes in CO2, ignoring other greenhouse gases. This may be why, despite our model 359 

predicting temperatures often within the expected ranges (i.e., 15–25°C), our pCO2 estimates 360 

are sometimes far higher than the proxy data suggest. The FOAM model also has quite a coarse 361 

spatial resolution (7.5° • 4.5°, corresponding to 48 longitudinal cells by 40 latitudinal cells), 362 

which is not high enough to properly differentiate finer paleogeographic features such as the 363 

opening or closing of oceanic passages. It also struggles to properly capture small-scale 364 

drainage systems, such as those that might occur on the seaward side of a continental arc. 365 

Consequently, while we consider our model capable of capturing 10–100 Ma trends, it is unable 366 

to resolve trends on a finer spatial or temporal scale, even if they might be driven by the 367 

processes that we model. 368 

A notable biogeochemical limitation of the model is the simple treatment of the organic 369 

carbon cycle. Despite implementing a spatially resolved weathering scheme for litho-tectonic 370 

features and the silicate weathering process, the model implementation of oxidative weathering 371 

of sedimentary organic carbon is only related to local runoff, whereas erosion rate and lithology 372 

are likely also important (11, 76). Marine organic carbon burial is not calculated spatially, 373 

despite the geologic record suggesting it is heterogeneous (77), and the model also does not 374 

feature a spatially resolved dynamic vegetation model for calculating land-derived organic 375 



carbon burial. Such a model has been developed for the Mesozoic and Cenozoic and has been 376 

shown to alter SCION model predictions (78), but it has not yet been developed for the 377 

Paleozoic floras. Overall, we consider that a more sophisticated paleogeography, climate 378 

emulator, and organic carbon cycle would improve the model and could help further reconcile 379 

model results with proxy data during the misfit periods that we note. However, we believe that 380 

these advancements are unlikely to reverse the major cooling or warming trends in our results, 381 

as the net effect of amplified continental weathering is still likely to be global cooling. Even 382 

though organic carbon weathering is a CO2 source, it is accompanied by nutrient delivery and 383 

a reduction in atmospheric O2, which both encourage additional organic carbon burial. 384 

 385 

We conclude that the prolonged Phanerozoic icehouses during the Carboniferous-386 

Permian and Cenozoic were initiated and maintained through the interaction of multiple 387 

‘climate drivers’ rather than being the result of a single dominant process. This helps to explain 388 

why icehouse periods have been relatively rare during Earth history, why so many different 389 

drivers have been proposed, and why icehouse-greenhouse transitions have previously proven 390 

difficult to reproduce in more simplified carbon cycle models (3). Our results suggest that 391 

changes in paleogeography, which result in spatio-temporal variations in the hydrological 392 

cycle, alongside changes in degassing, are the two most important mechanisms. Continental 393 

arc weathering intensity is substantial during warm periods, in agreement with (8), but is not 394 

able to cause an icehouse transition by itself. Our findings suggest that glacial climates on Earth 395 

depend on the interplay between multiple global processes that occur simultaneously, carrying 396 

important implications for understanding Earth’s long-term habitability. The long-term 397 

temperature of our planet appears to be mechanistically regulated towards an ice-free state 398 

rather than a glacial climate 399 

 400 



MATERIALS AND METHODS 401 

 402 

SCION and pySCION 403 

The model runs were performed using pySCION, a pythonic version of the SCION model (23). 404 

The underlying SCION model (written in MATLAB) is available at 405 

https://github.com/bjwmills/SCION. As well as porting the model to python, the framework is 406 

extended to incorporate the impact of different lithologies on the weathering equations. The 407 

pySCION model functions as an amalgamation of the COPSE biogeochemical forward model 408 

(27), and the spatially resolved GEOCLIM model (24). Here, the pySCION model utilizes the 409 

data-structure of GEOCLIM to resolve key hydrological and climate fields (e.g., runoff, 410 

temperature) at each grid-timestep to calculate erosion and weathering. However, unlike the 411 

GEOCLIM model, which is non-continuous, in between grid-timesteps the COPSE 412 

biogeochemical model is used to integrate fluxes between timesteps. Thus, pySCION can 413 

leverage spatially resolved data through time, allowing us to interrogate the effects of long-414 

lived geologic features on the carbon cycle. The model is available as part of the submission in 415 

Supplementary Material 1. Full model equations for SCION and pySCION are provided in (23). 416 

They are also available at the original SCION GitHub repository.  417 

 418 

Arc and suture weathering grids 419 

The same approach was taken to include both continental arcs and ophiolitic-bearing 420 

sutures in the model, whereby we calculate the fractional grid area of each cell that was 421 

composed of each litho-tectonic feature that represent estimates of the spatial extent of 422 

intermediate and mafic–ultramafic rocks, respectively. For continental arcs, we used the plate 423 

model of Merdith et al. (30) (the Phanerozoic portion of this model was adopted from models 424 

in (79–81)) to extract all subduction zones within a specific distance of a polygon (representing 425 

https://github.com/bjwmills/SCION


continental crust) at the pySCION grid times. The distances used were 250 and 436 km, which 426 

represent the mean and mean plus one standard deviation distance of arc volcanoes from 427 

trenches at the present-day (82). We refer to these arcs as ‘peri-continental’ arcs rather than 428 

strictly continental arcs since it is possible that our analysis includes some arc-systems that 429 

may not be geologically classified as continental arcs. For sutures, we used the database of 430 

Macdonald et al. (9), who assembled a record of ophiolite-bearing sutures arising from arc-431 

continent collisions during the Phanerozoic. At each timestep, the maps of arcs and sutures 432 

were rasterized onto a regularly-spaced rectangular grid using the Phanerozoic reconstruction 433 

model provided in Macdonald et al. (9)—a modified version of (72, 83). A particular 434 

shortcoming with this approach is translating linear features into area representative domains 435 

(as the digitization provided is in the form of polylines). The resolution of the rasterized grid 436 

for sutures was 18.75 • 18.75 km, reflecting the scale of the maps they were taken from 437 

(1:3,750,000) (84), and is slightly finer than estimates of ophiolite thickness from other 438 

compilations, where ophiolite sheet width typically ranges between 40 and 60 km (85, 86). For 439 

the arc data, we used a coarser grid cell size of 100 km, equivalent to the order-of-magnitude 440 

of width of continental arcs from global compilations and analyses (7, 87). In addition to 441 

rasterizing the data to these fine(r) grids, we also rasterize it to the resolution of the pySCION 442 

model (48 • 40) (e.g., fig. S3). Thus, at this point of our analysis we have two grids for each of 443 

arcs and sutures (four in total), one representing the resolution of the data, and the second at 444 

the resolution of the pySCION model. 445 

 446 

To determine the fraction of each pySCION grid cell we use the latitude-longitude 447 

bounds of the coarser pySCION resolution map (fig. S3c) to cluster the finer resolution map. 448 

For each grid cell at the coarse resolution, we sum the area of corresponding arc or sutures 449 

from the finer resolution map to calculate a fraction of the total grid cell area of the coarser 450 



grid that is either arc or suture. Due to differences between the underlying paleogeography and 451 

the reconstruction used, coupled with the absence of a rotation file of the underlaying SCION 452 

paleogeography, some manual manipulation was required to better align the reconstructed 453 

sutures and arcs with their position on the land-sea masks. 454 

 455 

In cases where sutures overlie arcs or relict-arcs we do not subtract the area contribution 456 

attributed to sutures from both arcs and relict arcs, on the basis that sutures are features that are 457 

emplaced tectonically onto existing arc systems. Conversely, in situations where arcs overlie 458 

relict-arcs, we subtract the area of active arcs from relict-arcs to prevent double counting these 459 

regions. As the resolution of our digitization of ophiolite-bearing sutures is 18.75 km, we 460 

multiply their abundance by 3, to better reflect their preserved width (e.g. see compilation by 461 

Porkoláb et al. (86)). The digitized width of arcs is roughly equivalent to their actual width, so 462 

we do not use a multiplier for their abundance. 463 

 464 

Calibrating weathering 465 

As the standard weathering in SCION assumes an average lithology and reactivity 466 

across the entire globe, we introduce a weathering factor to represent the enhanced weathering 467 

that is expected from silicate rich rocks. We do this by optimizing the parameters in the SCION 468 

weathering equations (40, 88) in the modeled 0 Ma time-slice against the present-day measured 469 

weathering flux from a series of drainage basins (40), using a least-squares optimization from 470 

the python library SciPy. We include in our modeled weathering flux the distribution of peri-471 

continental arcs and ophiolitic sutures and introduce an ‘arc enhancement factor’ (AEF) and 472 

‘suture enhancement factor’ (SEF) to the weathering equations to isolate what enhancement is 473 

necessary to match present-day weathering rates, as measured from dissolved loads in world 474 

rivers. We use the same AEF value for our enhancement of ‘relict arcs’. The values we let vary, 475 



their range, and the results of the optimization are summarized in Supplementary Table 1. 476 

Bounds for K, Kw and s are taken from Maffre et al. (40).  477 

 478 

For the AEF and SEF, we enforce a lower bound of 7 and an upper bound of 20. These 479 

enhancements were selected to reflect present-day enhanced weatherability of silicate rocks 480 

relative to an average weatherability of continental crust. The lower limit of 7 was established 481 

as minimum increased reactivity (35). We established an upper limit based on the area of peri-482 

continental arcs and ophiolitic-bearing sutures in our model at present-day, and their total 483 

contribution to the silicate weathering cycle. It has been suggested that volcanic silicate 484 

weathering accounts for 30% of total weathering at present-day (22) on the basis of 87Sr/86Sr 485 

and 187Os/188Os curves. In our analysis, the combined present-day area of peri-continental arcs 486 

and ophiolitic bearing sutures is 1.5% of Earth’s surface area. Thus, we infer that a 20-fold 487 

weathering enhancement is a reasonable upper limit. 488 

 489 

To assess our optimized values for arc and sutures factors (in addition to the other 490 

parameters) we plot them against measured data from present-day (40) (fig. S3e–g). We find 491 

that our optimized enhancement factors produce a better fit to present-day riverine flux (fig. 492 

S3g) than the unoptimized run with no enhanced weathering (fig. S3f). In particular, there are 493 

no outliers that overestimate weathering, indicating that our results (and weathering 494 

enhancement factors) are likely to be conservative. 495 

 496 

To implement these grids within the pySCION framework, we multiply the fractional 497 

content of each land cell that is ‘ARC’, ‘RELICT ARC’ or ‘SUTURE’ according to the 498 

appropriate weathering multiplier (that is, arc enhancement factor, AEF, and suture 499 

enhancement factor, SEF) using the following equations: 500 



 501 

𝜔!"# =	𝜔$%&' × %1 + 𝐾!"#("!# × (𝐴𝐸𝐹 − 1)/      (1) 502 

 503 

𝜔")&%#*!"# =	𝜔$%&' × %1 + 𝐾")&%#*!"#("!# × (𝐴𝐸𝐹 − 1)/     (2) 504 

 505 

𝜔$+*+") =	𝜔$%&' × %1 + 𝐾$+*+")("!# × (𝑆𝐸𝐹 − 1)/      (3) 506 

 507 

These equations are then combined as: 508 

 509 

𝜔*,*!&$%&' =	𝜔$%&' + 𝜔!"# + 𝜔")&%#*!"# + 𝜔$+*+")      (4) 510 

 511 

Degassing 512 

Previous models, including COPSE (27) and GEOCARB(SULF) (89) invert 513 

Phanerozoic sea-level to approximate crustal production at mid-ocean ridges, and then use that 514 

measure as a proxy for degassing (89, 90) (i.e., CO2 output from the lithosphere into the 515 

atmosphere). To quantify degassing in our model, we divide it into five different tectonically 516 

driven sources (Fig. 1a): (i) continental rifts; (ii–iv) convergent margins, including carbon 517 

sourced from the (ii) subduction of carbonaceous ocean sediments, (iii) degassed from the 518 

magma chambers (either actively or passively) or (iv) degassed diffusively on the flanks of 519 

volcanic arcs, and (v) mid-ocean ridges. Our analysis assumes that the partitioning of carbon 520 

from solid earth processes within these environments is linear through time—the same 521 

proportions of carbon are being emitted now as in the past, and the only factor changing this 522 

amount is variation in tectonic fluxes. Our approach is therefore to treat each source of 523 

degassing separately, determining firstly an appropriate present-day flux, secondly, deriving a 524 



scaling factor able to scale the present-day flux back in time, and, thirdly, combining the scaled 525 

measurements into a single ‘total’ degassing curve. We use the 10th and 90th percentiles of the 526 

present-day flux to divide the minimum and maximum estimates to express the degassing curve 527 

as a flux relative to present-day. When we fully preserved the present-day uncertainty (i.e., the 528 

present-day ratio of the compiled curve is the same as the present-day relative curve), our 529 

uncertainty envelope encompassed all temperatures between 15 and 25°C over the 530 

Phanerozoic. 531 

 532 

Our final flux is assembled from the raw data before being smoothed using a Savitzky-533 

Golay Filter with a 21 Ma moving window and polynomial order 1. Supplementary Material 2 534 

provides the data we used and a series of Jupyter Notebooks to visualize the data. We selected 535 

a 21 Ma moving window as this provided a good balance to smoothing short term perturbations 536 

that could be artefacts in the underlying plate-tectonic model, while still preserving variations 537 

on a 10 Ma scale. 538 

 539 

Scaling mid-ocean ridge processes 540 

To scale the processes occurring at mid-ocean ridges, we first derive a tectonic forcing 541 

curve constrained by three (I–III) separate curves estimating a gross tectonic flux at ridges 542 

and/or subduction zones. We use the range covered by all three curves to accommodate 543 

uncertainty in gross estimates of pre-Pangea subduction and spreading flux. (I) A recent study 544 

(17) calculated a tectonic degassing curve back to 550 Ma. They used a hybrid approach of 545 

crustal consumption curves calculated from full-plate reconstructions (91) for the Mesozoic–546 

Cenozoic, and zircon data for the Paleozoic (80, 92) (where the zircon flux is proposed as a 547 

proxy for subduction flux). For our mid-ocean ridge, we use their hybrid curve (derived from 548 

zircons and full-plate models). Our second and third estimates of tectonic flux use crustal 549 



consumption (II) and production (III) curves from a plate model (30). We assume that over 1–550 

10 Ma timescales crustal production (i.e., area of new seafloor created at mid-ocean ridges) is 551 

equivalent to crustal consumption (i.e., area of seafloor consumed at subduction zones), which 552 

can be demonstrated quite clearly for the last 150 Ma (6), but before this time there are 553 

differences between the two curves. We extract both crustal production and consumption 554 

curves from 550–0 Ma. To create our final tectonic forcing curve that encompasses all three 555 

individual curves, we take the group minimum and maximum across all three curves at each 556 

timestep. 557 

 558 

Scaling continental arc processes 559 

To scale the processes occurring at continental arcs, we adopt a similar approach to our 560 

method for mid-ocean ridges. We constrain continental arc flux by three separate curves (I–561 

III), one derived from zircon spectra (17), and the second and third from the subduction flux 562 

extracted only from peri-continental subduction zones using two different distance thresholds. 563 

We deliberately refer to these arcs as ‘peri-continental’ rather than continental-arcs, as 564 

limitations within plate models (e.g., rigid polygons, uncertainty about extent of continental 565 

crust back in time) make it an imperfect estimate of ‘true’ continental-arc length. As with the 566 

mid-ocean ridge flux, we use the range covered by all three curves to accommodate uncertainty 567 

in gross estimates of continental arc flux. (I) The study of Marcilly et al. (17) also produced a 568 

degassing estimate derived completely from zircon. As their curve is explicitly defined from 569 

arc-derived zircon, we take this as a direct proxy for continental arc flux through time. Our 570 

second and third estimates of tectonic flux use crustal consumption curves from the plate model 571 

(30). However, this time we filter the subduction zones in the model by their distance to the 572 

nearest polygon in the plate model, to extract those that could plausibly be a continental arc 573 

(rather than an oceanic arc), in the same manner we applied to produce the continental arc 574 



silicate weathering grids. We used two distance thresholds (82), representing the (II) mean 575 

distance (250 km) and (III) mean distance plus one standard deviation (436 km) from a modeled 576 

subduction zone to volcanic arc at present day. We then multiplied these lengths by the time-577 

sensitive, average convergence rate extracted from the plate model (30) to determine an 578 

estimate of minimum and maximum peri-continental arc flux. To create our best estimate of 579 

continental arc flux curve that encompasses all three individual curves, we take the group 580 

minimum and maximum across three at for each timestep. 581 

 582 

(i) Rifts 583 

CO2 can be degassed diffusely from active continental rifts by mobilization of 584 

subcrustal reservoirs and migration via extensive fault and fracture networks (93, 94). There is 585 

a large range in degassing measurements across rift environments (95), with fluxes from the 586 

Madagi-Natron Basin in East African Rift (EAR) system thought to possibly contribute up to 587 

~1 Mt C/a (93), while the back-arc Taupo Volcanic Zone in New Zealand (which occupies a 588 

similar area to the Madagi-Natron Basin) contributes an order of magnitude less, ~0.1 Mt C/a 589 

(96). Propagating fluxes along the entire EAR lead Lee et al. (93) to propose a total rift 590 

degassing of 14–26 Mt C/a, roughly equivalent to degassing from the entire mid-ocean ridge 591 

system, though this range was re-evaluated by Hunt et al. (94) to a more conservative 1–8 Mt 592 

C/a. Werner et al. (95) suggested fluxes from other rifts could potentially add another 8–11 Mt 593 

C/a, for a total global flux of 13–16 Mt C/a (using the mean EAR value of ref. (94)), though 594 

cautioned that many more measurements are needed. Finally, Brune et al. (97) compiled a 595 

database of rift lengths for the Mesozoic–Cenozoic and estimated global fluxes of CO2 from 596 

rifts at present-day. They proposed two estimates of total contribution to C from present-day 597 

rifts, a mean estimate of 54 Mt of C/a, and a conservative estimate of 13.5 Mt of C/a. The 598 

primary difference of the two measurements reflect uncertainty around the large fluxes coming 599 



from parts of the EAR relative to other rifts. As the conservative estimate of Brune et al. (97) 600 

fall reasonably well in the centre of the tentatively proposed global range of Werner et al. (95), 601 

we use their range as a conservative uncertainty estimate of rift degassing. 602 

To scale this present-day value back through time, we use a rift-length database (98), 603 

as organized and processed in Brune et al. (97) (450–0 Ma) and extended by Merdith et al. (99) 604 

(450–1000 Ma). However, one issue with the transition between the two databases, is that the 605 

Neoproterozoic and Early Paleozoic database predominantly identifies rifts that form during 606 

continental breakup and/or terrane detachment and migration. Comparatively, the database of 607 

(98) contains these rifts, but also rifts formed in convergent settings, such as back-arc basins. 608 

This is likely a function of preservation bias, and to counteract this issue, we calculated the 609 

fraction of rifts formed in convergent settings (98), which for the period 450–0 Ma is 0.44 (i.e. 610 

on average 44% of total rift length in the database (98) formed in convergent settings and is 611 

unaccounted for in the estimate of (99)). Assuming that this proportion is constant back to 600 612 

Ma, we applied a rift length multiplier: 613 

 614 

𝑙𝑒𝑛𝑔𝑡ℎ!-.+$*)- = 𝑙𝑒𝑛𝑔𝑡ℎ	 ×	(1 − 0.56)/0  615 

 616 

to the rift lengths of (99). 617 

Finally, the rift database (98) only provides start times of each rift in the form of a 618 

geologic time period or epoch, and so an implicit assumption of our quantification is that the 619 

rifts were only active for the duration bounded by their identified geologic timescale age. This 620 

creates an issue for very young rifts, initiated since the Neogene, as their duration age (i.e., 621 

time we consider them ‘active’ and degassing) becomes very short relative to older rifts that 622 

might have been attributed a start age of a longer epoch. Our estimate of rift lengths drops quite 623 

abruptly from the Pliocene to present-day (~25,000 km to ~8,000 km), because rifts given ages 624 



of ‘Pliocene’ or ‘Pleistocene’ for example, do not contribute to the present-day estimate. 625 

Therefore, when we smooth our degassing curve, we do not fix the present-day estimate, and 626 

the result is that the smoothed curve increases at present-day and reduces the influence of rifts 627 

back through time. 628 

 629 

Peri-continental arc derived carbon (ii–iv) 630 

Much work was been done on disentangling and isolating different sources to solid-631 

Earth degassing from continental arcs (4, 100, 101). Typically, the breakdown of continental 632 

arc carbon degassing is done on the basis of temperature, separating deeply sourced magmatic 633 

carbon (>450°C) from more shallow hydrothermally-derived carbon (102–104). Here we 634 

separate carbon sourced from continental arcs into two different categories: magmatic carbon 635 

sourced deeply from either the (ii) subducting sediments or (iii) continental crust, and (iv) 636 

diffuse degassing along continental arcs (such as through soils and springs). 637 

(ii–iii) Magmatic degassing 638 

Within subduction zones, slab-derived carbon is liberated due to the warming and 639 

devolatilization of the slab and/or sediments being subducted, and liberation of carbon stored 640 

in lower crustal reservoirs (105). Carbon pathways in subduction zones are poorly constrained, 641 

and the majority of estimates of bulk carbon fluxes from these sources are based on mass-642 

balance estimates between carbon entering a subduction zone and what is degassed (4, 100). In 643 

addition to improvements in observation of volcanic degassing over the last twenty years (e.g. 644 

104), advancements have also involved identifying isotopic signatures of different sources 645 

(106, 107). Analyzing data from a global compilation of fluxes, Aiuppa et al. (106) isolated 646 

high temperature volcanic degassing. They argue that based on the S/C and Ba/La ratios, and 647 

LILE enrichment patterns of volcanic arcs that most of the carbon emitted from these volcanoes 648 

come from the subducting slab (68–81%), in particular, from the sediments of the subducting 649 



slab. The remaining 19–31% of magmatic global volcanic arc emissions are thought to be 650 

sourced from assimilation of carbon reservoirs in the lower crustal column (e.g. arc magma-651 

limestone interaction; (105)), based on their heavy enrichment in LILEs.  652 

 653 

Volk (108) first speculated that an increase in carbon degassing through the 654 

Cretaceous–present-day must have been driven by an increase in deep-ocean carbon burial (see 655 

also 109). This hypothesis has been part of all biogeochemical models since the original 656 

GEOCARB and COPSE models (21, 29), typically referred to as the ‘B-factor’ (for carbon 657 

burial), and scales-down degassing prior to 140 Ma to 75% of present-day. Müller et al. (6) 658 

provided thermodynamic modeling of carbon pathways to estimate the volume of carbon 659 

sourced from subducting slabs over the Mesozoic and Cenozoic, and argued that the majority 660 

of slab-derived carbon comes from subducting sediments (total influx into overriding plate at 661 

present-day of 31–70 Mt C/a). This study, which focussed on the oceanic conveyer belt 662 

component of the deep carbon cycle, did not consider overriding crustal sources of carbon, and 663 

the atmospheric outflux (i.e. a mass balance approach between inputs into the overriding plate, 664 

and outputs measured along volcanic arcs) was calibrated by Bekaert et al. (110), who 665 

estimated 14–24 Mt C/a based on C/S ratios from (103). Müller et al. (6) ascribed the entire 666 

reservoir from subducted sediments to this amount being outgassed, however, here, as we also 667 

consider assimilated CO2 from overriding carbon storage, we partition this total amount into 668 

two sources, 68–81% from the sediment estimation of Müller et al. (6) and the remainder from 669 

the overriding plate. In effect, we take the exact outgassing flux of Muller et al. from 250–0 670 

Ma and scale it down to 68–81% (i.e., (ii) 10–19 Mt C/a at present-day). This represents the 671 

component of carbon sourced from pelagic sediments and replaces the B-factor in our model. 672 

Secondly, using the present-day estimate of 14–24 Mt C/a, we take the remainder 19–32% as 673 



the present-day flux of carbonate assimilation in the overriding plate ((iii) 2–7 Mt C/a). This 674 

later range is scaled back in time through our peri-continental arc flux curve compiled above. 675 

(iv) Diffuse or passive degassing along continental arcs 676 

The contribution of diffuse degassing along continental arcs, such as CO2 released 677 

through soils, spring lakes and vents on the flanks of volcanoes, is thought to be a large, but 678 

uncertain, contribution to tectonic degassing. We use the present-day estimates of a recent 679 

compilation (104), which suggest 14±1.5 Mt C/a are released. This estimate only pertains to 680 

diffuse, low temperature degassing on continents, and does not include contributions from 681 

other submarine sources (e.g. 111). We use our peri-continental arc flux to scale these values 682 

back in time (fig. S5). 683 

 684 

(v) Mid-ocean ridges 685 

Mid-ocean ridge degassing is driven by the release of CO2, and other volatiles, from 686 

the mantle beneath a spreading ridge. In these environments, the amount of CO2 released during 687 

the formation of newly formed oceanic crust is typically calculated by analyzing the ratio of 688 

CO2 to another element, chiefly 3He or Ba (112). Most estimates using these methods place the 689 

present-day flux at mid-ocean ridges between 10–100 Mt C yr-1 ((e.g. 113)), corresponding to 690 

a mantle concentration of around 100 ppm. Keller et al. (114) used a geodynamic model to 691 

calculate the spreading-rate dependent degassing of mid-ocean ridges, given a mantle 692 

concentration of C. This was used to estimate (6) carbon degassing at mid-ocean ridges over 693 

the last 250 Ma, with a resultant present-day flux of 13±4 Mt C yr-1, using a mantle carbon 694 

concentration of 100±20 ppm (e.g. 115). In our analysis, we use the present-day derived 695 

estimate of Müller et al. (6) and compile a composite tectonic-forcing curve back to 550 Ma to 696 

scale the relative MOR degassing back in time. This is a simplification of the method of Müller 697 

et al. (6) who calculated the flux dynamically based on known spreading rates at known mid-698 



ocean ridges (114). However, the bulk of our analysis covers the time interval pre-Pangea 699 

breakup, thus making it impossible to employ the same method unilaterally with the same 700 

degree of confidence. Instead, we scaled the present-day estimate of Müller et al. (6) using our 701 

tectonic forcing curve. 702 

 703 

Degassing of the Siberian Traps and other (s)LIPs 704 
 705 

To investigate how the rapid release of large amounts of lithospheric carbon via large 706 

igneous provinces (LIPs) may impact our model, we performed a model run including 707 

estimates of LIP degassing (a table this data is included in the supplementary model files). Our 708 

model run is a non-exhaustive compilation of Phanerozoic LIPs (35), but does include key 709 

events including the Siberian Traps, Central Atlantic Magmatic Province, Ferrar-Karoo and 710 

Deccan Traps. We also include the Whitsunday Volcanic Province, a ca. ~15 Ma long lived 711 

sLIP that formed in the Cretaceous on the eastern margin of Australia (116). The results of this 712 

model run are shown in fig. S14. We found that LIPs do not perturb the model climate on >10 713 

Ma timeframes—which are the focus of this study. This is because LIPs are either shorter lived 714 

than 10 Ma, or if they do have longer activities (e.g. Whitsunday Province) then this leads to a 715 

lower rate of CO2 injection. Some LIPs do clearly perturb the model climate on <10 Ma 716 

timescales, and the Siberian Traps causes a multi-degree warming over several million years 717 

in our model. This is because carbon release rate from this LIP is thought to be up to an order 718 

of magnitude higher than other LIPs, up to 1 x 1013 mol C/a (38) over ~2 Ma. For this reason, 719 

we include the Siberian Traps in our default model runs as an endmember (maximal) 720 

example. Our analysis does not preclude LIPs acting as important climate drivers on shorter 721 

timescales (e.g. through pulsed degassing), but these events are not the focus of this work. 722 

The implementation of these LIPs into pySCION is done in a similar manner to previous 723 

work (117), where we include LIP degassing as a forcing that is described by a Gaussian 724 



function, with the midpoint defined halfway through the LIPs duration, and the width set to 725 

half the duration time. The calculated pCO2 contribution from this Gaussian is then added to 726 

the degassing flux. We assume this carbon has the same isotopic composition (-5‰) and model 727 

the carbon mass balance as such.  728 

 729 

Isolating mechanisms 730 

To test the influence and strength of individual mechanisms, we isolate their 731 

contributions to be consistent with what is observed at present-day. 732 

 733 

Sutures, arcs, and degassing 734 

For degassing, we assign a value of ‘1’ for each timestep, thus ensuring that degassing 735 

remains constant through time at the present-day value. For sutures and arcs, we simply set 736 

their enhancement factors to 1, so they are considered to have the average weatherability of 737 

continental crust (equivalent to the default SCION model). 738 

 739 

Paleogeography 740 

Isolating the effects of paleogeography are more difficult and to properly test this would 741 

require alternative paleogeographic (and their dependent paleoclimate) models. As a simple 742 

measure to test the effect of paleogeography on hydrology and weathering, we alter the values 743 

of the slope and runoff to be equal to the mean value of the globe at each time step and CO2 744 

step. This acts to reduce any change in gross silicate weathering, but instead spreads it across 745 

the entire land mask at any time step (rather than being concentrated in certain areas). The 746 

homogenization occurs before the calculation of any contribution of arcs, sutures, or relict arcs 747 

to the silicate weathering flux. 748 

  749 
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Figures and Figure Captions 

 

Figure 1. Sources and sinks of CO2 implemented within pySCION. (A) Summary of different 

tectonic environments from which carbon is degassed. (B) Tectonic forcing curves that we use 



to scale each individual flux back in time divided into continental rifts, continental arcs, mid-

ocean ridges, and subducting marine sediments. Our total summed curve used to drive the 

model is also depicted. (C) Present-day measured or modeled flux from different sources 

(corresponding to panel (A), including from (i) continental rifts (97, 104); (ii) from subduction 

of marine sediments (6, 110); (iii) assimilated from lower crustal sources on the upper plate 

(106); (iv) diffuse degassing from the flanks of continental arcs (104); and (v) from mid-ocean 

ridges (6). (D–G) spatial boundary conditions (land-sea/paleogeographic maps) (119, 120) of 

pySCION, depicting our lithological maps that are used to enhance the silicate weathering 

process. 

  



 

 

Figure 2: Overview of proxy data used to constrain paleosurface conditions. Lines of best fit 

are shown in each panel (in blue). (A) Iceline extent estimated from preserved lithological 



indicators of cold climates (tillites, dropstones, and glendonites). The heatmap shows the 

temporal distribution in 10° latitudinal bins, considering the age uncertainty provided in the 

underlying dataset, and is colored by abundance. The maximum ice extent is a smoothed line 

(moving window of 11 Ma) requiring at least two or more deposits to be in a latitudinal bracket 

(explaining why in the Carboniferous this does not extend to 90°). For panels (C–D), a line of 

best fit and 95% confidence interval (solid blue line and interval) was calculated using a 

nonparametric locally weighted scatterplot smoothing (LOWESS) function 

(www.statsmodels.org). (B) GAST with uncertainty (blue line and envelope) of (45, 46) and 

GAST with uncertainty (2 sigma, indigo line and envelope) of (47). (C) Equatorial average 

surface temperature derived from oxygen isotopes (51). We have depicted the data as a 

heatmap to show the concentration. (D) pCO2 proxy data (57, 58). 

  



 



Figure 3. pySCION model results for the Phanerozoic. Results from our default run are 

plotted in panels (A–D), where gray lines show 10% of the ensemble (1000 runs per ensemble), 

and the solid amber lines are the mean ± 1 standard deviation. In some cases where ensemble 

runs overlap, the lines are black (e.g., panel A). For comparison, proxy data are in red-brown, 

and their lines of best fit and confidence are shown in blue (see Fig. 2 caption for details). 

Solid black lines show the distance between proxies and model. (A) Ice line results. The default 

model run assumes a critical temperature of -10°C, and the mean values of alternative runs 

assuming critical temperatures of -8°C and -12°C are represented by the coarse and fine 

dashed amber lines, respectively. (B)Atmospheric CO2 results. (C) Modeled equatorial (±30°) 

average surface temperature against equatorial (±30°) sea-surface temperature from d18O 

(51). (D) Global average surface temperature (GAST) and uncertainty of Scotese et al. (45) in 

blue, and Judd et al. (47) in indigo. (E) Relative influence of each climate driver when it is 

turned ‘off’ (no change relative to present-day)—a measure of how influential each driver is 

through time. Temperature, ice line, and CO2 for each series of runs are provided in figs. S9–

14. 

  



 

 

Figure 4: Results of the model where only one driver is turned on. Proxy data in each panel 

is the same as those shown in Figure 3. The default run (all drivers on) is plotted as black lines 

with gray-shaded area. The figure shows (A) Ice line, (B) pCO2, (C) equatorial average surface 

temperature, and (D) global average surface temperature of Scotese et al. (pale red) (45)  and 



Judd et al. (47) (indigo). ‘Arc’ and ‘suture’ only refer to the modeled contribution to silicate 

weathering of continental arcs and ophiolitic bearing sutures, respectively. Note organic 

carbon burial is still active in these runs. 



 
fig. S1. Global average surface temperature prediction of commonly used biogeochemical 
models (SCION (23), GEOCARBSULF (39), COPSE (27)). Misfit refers to the Wasserstein 
distance (see methods) between the distribution of each result and the temperature of (45). 
These misfits are shown as the thin lines towards the bottom of the figure. LPIA: late 
Paleozoic ice age; LICA: late Cenozoic ice age. Solid green line with envelope is the GAST 
curve of (45), indigo line with envelope is the GAST curve of (47). 
 
  



 
 

 
fig S2: Fractional content of total degassing through time from each different source. 
‘Ridges’ refers to mantle degassing along mid-ocean ridges; ‘Marine sediments’ refers to 
carbon derived from deep-sea pelagic sediments subducted since the mid-Cretaceous; ‘diffuse’ 
refers to low-temperature diffuse degassing around continental arcs (104); ‘rifts’ refers to 
continental rifts (95); ‘Deep cont. carbon’ refers to carbon assimilated from deep crustal 
sources around continental arcs (106), and ‘Shallow cont. seds.’ refer to shallow sediments 
around continental arcs (121). 
 
 



 
fig S3. Summary of digitization, incorporation and calibration of arcs and ophiolite-
bearing sutures and their enhanced weathering factors into pySCION. This figure uses 
maps of peri-continental subduction zones extracted from (30) at present-day as an example. 
(A) Digitization of arcs at original resolution (onto a grid spacing of 100 • 100 km). (B) 
Digitization of arcs at pySCION resolution (onto a grid cell resolution of 7.5° • 4.5°, 
corresponding to a 48 • 40 grid). (C) Overlay of pySCION grid cells (B) above original 
resolution grid cells (A). For each pySCION grid cell (blue lines) we sum the area of arc grid 
cells in the original resolution, then express this as a fraction of total pySCION grid cell area 
(grid cell area for both resolutions is corrected for latitude). (D) Represents the area-corrected 
grid cell fraction of continental arcs. Scatterplots showing modeled riverine silicate cation flux 
compared to what is measured in present-day watersheds, with different erosion and 
enhancement factors highlighted in the titles. Each point (X) represents a unique watershed. 
Pink, green, olive and salmon lines represent the 1:1 equivalence line and the 2-fold, 5-fold 
and 10-fold difference lines, respectively. (E) The ‘best-fit’ erosion parameters from (40). (F) 
Unoptimized and default values in the SCION model. (G) Optimized values, including 
variations in arc and suture enhancement factors from pySCION. 
 



  
fig S4: Reconstructed lithological data used to constrain paleoiceline. Here we split the 
dataset into its two components: (A) reconstructed glendonites after Rogov et al. (43), and 
(B) reconstructed tillites and dropstones after Boucot et al. (42). 
  



 



 
fig S5: Mean spatial inputs and outputs from pySCION default run (all drivers on). 
Organized by grid-timesteps from 430 to 300 Ma as rows with variables as columns. Results 
at (A) 430 Ma, (B) 400 Ma, (C) 370 Ma, (D) 340 Ma, and (E) 300 Ma. Arcs represent locations 
and fractional content of peri-continental arcs (subtract 1 from grid-cell value to get fractional 
content). Sutures represent locations and fractional content of ophiolite-bearing sutures after 
(9) (subtract 1 from grid-cell value to get fractional content). Paleogeography depicts 
underlaying land-sea masks and paleotopography used as boundary conditions for both the 
FOAM climate models that underpin pySCION and the spatial parameters that are used to 
compute runoff and erosion. Chemical weathering represents the sum of all chemical 
weathering sources (including arcs and sutures). Air temperature is modelled temperature 
based on calculated pCO2 level. Note that the iceline is set at -10°C, while colour scale the 
inflection point is 0°C.  
  



 



 
fig S6: Mean spatial inputs and outputs from pySCION default run (all drivers on). 
Organized by grid-timesteps from 280 to 200 Ma as rows with variables as columns (as with 
fig. S5). Results at (A) 280 Ma, (B) 260 Ma, (C) 245 Ma, (D) 220 Ma, and (E) 200 Ma. 
  



 



 
fig S7: Mean spatial inputs and outputs from pySCION default run (all drivers on). 
Organized by grid-timesteps from 180 to 52 Ma as rows with variables as columns (as with fig. 
S5). Results at (A) 180 Ma, (B) 145 Ma, (C) 90 Ma, (D) 70 Ma, and (E) 52 Ma. 
  



 



 
fig. S8: Mean spatial inputs and outputs from pySCION default run (all drivers on). 
Organized by grid-timesteps from 30 to 0 Ma as rows with variables as columns (as with fig. 
S5). Results at (A) 30 Ma, (B) 15 Ma, and (C) 0 Ma. 
  



 
 
fig. S9: Model run with contribution to silicate weathering cycle from peri-continental 
arcs and relict arcs ‘off’ (i.e., no extra contribution) in column 1, and with only their 
contribution on in column 2. (A and E) iceline extent, with proxy data (42, 43). (B and F) 
pCO2 levels with proxy data (57, 58). Equatorial average surface temperature from d18O (51). 
(D and H) global average surface temperature, against proxy curves of (45) (blue) and (47) 
(indigo). 
  



 

 
 
fig. S10: Model run with degassing turned ‘off’ (i.e., set to present-day levels) in column 
1, and with only their contribution on in column 2. (A and E) iceline extent, with proxy data 
(42, 43). (B and F) pCO2 levels with proxy data (57, 58). Equatorial average surface 
temperature from d18O (51). (D and H) global average surface temperature, against proxy 
curves of (45) (blue) and (47) (indigo). 
  



 
 
fig. S11: Model run with paleogeographic variation turned ‘off’ in column 1, and with 
only their contribution on in column 2. (A and E) iceline extent, with proxy data (42, 43). (B 
and F) pCO2 levels with proxy data (57, 58). Equatorial average surface temperature from d18O 
(51). (D and H) global average surface temperature, against proxy curves of (45) (blue) and 
(47) (indigo). 
  



 
 
fig. S12: Model run with contribution to silicate weathering cycle from ophiolite-bearing 
sutures ‘off’ (i.e., no extra contribution) in column 1, and with only their contribution on 
in column 2. (A and E) iceline extent, with proxy data (42, 43). (B and F) pCO2 levels with 
proxy data (57, 58). Equatorial average surface temperature from d18O (51). (D and H) global 
average surface temperature, against proxy curves of (45) (blue) and (47) (indigo). 
 
  



 
 
fig. S13: All drivers on (column 1, equivalent to Fig. 2 in main text) and off. (A and E) 
iceline extent, with proxy data(42, 43). (B and F) pCO2 levels with proxy data (57, 58). 
Equatorial average surface temperature from d18O (51). (D and H) global average surface 
temperature, against proxy curves of (45) (blue) and (47) (indigo). 
 
 



 
fig. S14: ‘Default’ all drivers on model run including estimated LIP degassing after (35). 
We also include estimated sLIP degassing of the Whitsunday Volcanic Province of ~1.67 • 
1011 moles C/a, assuming a LIP volume of 2.5 •106 km3, a degassing duration from 120–105 
Ma and a similar degassing proportion of the Siberian Traps (122, 123). (A) iceline extent, with 
proxy data (42, 43). (B) pCO2 levels with proxy data (57, 58). (C) Equatorial average surface 
temperature from d18O (51). (D) global average surface temperature, against proxy curves of 
(45) (blue) and (47) (indigo). 
 



 
 

 
fig. S15: Contributions of our various geological features to the silicate weathering cycle. 
Values are taken from figs. S5–8. 
  



 

 
 
Supplementary Table 1: Summary of weathering parameters used in our analysis (40, 
88). We used an implementation of a least-squares algorithm, comparing against present-
day dissolved river loads, to find the optimised value within the given ranges. 
Parameter Purpose Range of 

values 
Optimized 
value 

K Inherent characteristic of mineral 
weathering and dependence on grain size 

10-5–10-2 10-5 

Kw Role of water flow 10-6–10-3 10-3 

s Effect of time on weathering rate 0.6–1.3 0.89 

AE Weathering enhancement due to presence 
of peri-continental arcs 

7–20 7 

SEF Weathering enhancement due to presence 
of ophiolite-bearing sutures  

7–20 20 

 
 


