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ABSTRACT

Autonomous agents acting on behalf of humans must act according
to those humans’ ethical preferences. However, ethical preferences
are latent and abstract, and thus it is challenging to elicit them.
To address this, we present a serious game that helps elicit ethical
preferences in a more dynamic and engaging way than traditional
methods, such as questionnaires or simple dilemmas.
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1 INTRODUCTION AND BACKGROUND

There are various settings where autonomous agents make deci-
sions on behalf of humans, for example a smart home agent which
manages appliances and power consumption, an autonomous car
which navigates based on the users’ preferences, a financial agent
which purchases and sells stocks based on the risk preferences of its
users, or a rescue drone which faces ethical dilemmas in a disaster
response setting [2, 6, 7, 17, 21]. In all these scenarios and other
similar settings, it is important for the agent to act responsibly and
in alignment with the ethical preferences of its users [5, 10, 18]. Re-
cently, a framework to develop ethical Al systems was presented [9]
and this paper presents the first step in that direction, i.e., to elicit
the ethical preferences of users via serious games.

Users can explicitly share their preferences in settings where
they can quantify preferences in terms of utility. However, ethical
preferences are different from other kinds of preferences. Firstly,
ethical preferences might be latent and abstract, and thus users
cannot easily express their ethical preferences. Secondly, ethical
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preferences might be context-specific, and thus users’ ethical pref-
erences might vary across different scenarios. And lastly, ethical
preferences might change over time. Thus, a system for ethical elici-
tation should be able to handle these nuances of ethical preferences.

There are different ways to elicit the ethical preferences of users
in a system. They can be asked to respond to questionnaires in focus
groups. They can be asked to act in a specific scenario and their
actions can be observed. They can be asked to play serious games [1]
(for example the Moral Machine! or The Climate Game?). Also,
LLM-based conversational agents can be used to interact with the
users in order to elaborate on the underlying rationale behind their
choices [23] using argumentation-based approaches [4]. Finally,
depending on the users’ responses, actions and choices, their ethical
preferences can be inferred using these different approaches.

Serious games are games designed to serve a useful purpose apart
from fun and have been applied in a variety of settings [1, 3]. Online
serious games have been used for gathering requirements in a dis-
tributed setting [12]. It has been an effective learning tool [13] and
also used to teach about ethics and moral dilemmas to children [14].

Normative ethics [20] looks at how one ought to act. There are pri-
marily three paradigms of normative ethics: utilitarianism, which
estimates the collective utility of actions and picks the action which
leads to the maximum utility for all; virtue ethics, which demon-
strates context-specific virtues; and deontology, which represents
ethics of following the rules and fulfilling one’s duties. Our focus
here is not on a specific paradigm of ethics but instead on develop-
ing ethical elicitation techniques for diverse models of ethics.

The main motivation behind this work is to improve the accuracy
of traditional question-based preference elicitation systems. Ethical
preference elicitation currently relies on questionnaires which as-
sumes that users have knowledge of their own preferences and can
convey this using natural language. Various studies [11, 15, 16, 19]
show that eliciting ethical preferences using questionnaires is not
accurate as participants are not fully aware of their preferences
and may face biases. This calls for more dynamic and realistic ap-
proaches for ethical elicitation.

The key contribution of this demo paper is to present a serious
game as an approach for ethics elicitation from users. Specifically,
we demonstrate a serious game in which an autonomous rescue
drone faces diverse ethical dilemmas. The users respond in these
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Figure 2: Ethical Dilemmas in the Serious Game

settings and based on their responses, their ethical preferences in a
disaster response scenario are inferred.

2 SERIOUS GAME FOR ETHICS ELICITATION

In this section, we elaborate on the setting and design of the serious
game designed to elicit the ethical preferences of players. Its demo
video is available here: https://youtu.be/SV5Vzrl7XwY

Game Setting. In this game, the player operates a drone in a
rescue setting. The drone can extinguish fires in buildings while
flying over a city. It faces different kinds of ethical dilemmas while
rescuing people by extinguishing the fire and acts as per the player’s
response. In the end, based on all the choices and responses of the

player in the game, we infer their ethical preferences in this setting.

Game Design. The block diagram of the serious game is shown

in Figure 1. It is developed using Unity, a game development engine.

We model three kinds of ethical dilemmas in this setting as shown
in Figure 2. The utilitarian dilemma models a scenario where the
player needs to decide between two buildings which are on fire at
the same time, one with a large number of people and the other
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with a few people. The virtue dilemma is modelled as a region which
is unsafe for the drone to enter like a building that stores fireworks
or that is too high, and the player needs to decide whether or not to
rescue the people there at the risk of potentially harming the drone,
modelling the virtue of valour and bravery. Finally, the deontology
dilemma models a fire in a restricted area like an airport or dock
and the player needs to decide whether or not to enter there in
order to rescue people. Based on the player’s responses, various
game statistics and the extent to which they align with different
paradigms of ethics are estimated. The game controller saves these
results in a database on the server and presents it to the player at
the end of the game highlighting the ethics they demonstrated in
the rescue setting.

3 CONCLUSIONS AND FUTURE WORK

We presented a serious game of a rescue drone which faces ethical
dilemmas while operating in a rescue setting. It can be used to
elicit the ethical preferences of users who play this game. We plan
to develop the game further across multiple levels and diverse
scenarios, e.g., in settings where the dynamics of ethical decisions
and responsibility are at play [8, 22]. Also, next we plan to validate
the game with real users as well as carry out further evaluations to
compare the serious game with other methods of ethical elicitation
like questionnaires. Additionally, this game can be used to train
autonomous drones which can learn by observing the actions of
the player using reinforcement learning techniques.
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