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Background: The NHS faces significant challenges recruiting and retaining registered nurses (RNs). Recruiting unregistered staff is often adopted as a solution to the RN shortage, but recent research found lower RN staffing levels increase hospital mortality with no evidence that higher levels of assistant staff reduced risk. 
Objectives: To estimate the consequences, costs, and cost-effectiveness of variation in the size and composition of the staff on acute hospital wards in England. To determine if results are likely to be sensitive to staff groups such as doctors and therapists, who are not on ward rosters, associations between staffing and outcomes for multiple staff groups, including medical, are explored at hospital level.
Design: A national cross-sectional panel study and a patient-level longitudinal observational study using routine data.
Setting: All English acute hospital Trusts and a subsample of four Trusts for the patient-level study
Interventions: Naturally occurring variation in the size and composition of the workforce.
Participants: Patients experiencing a hospital admission with an overnight stay and nursing staff providing care on inpatient wards.
Outcomes: Death, patient and staff experience, length of stay, readmission, adverse events, incidents (datix), staff sickness, costs, and quality-adjusted life years (QALY).
Data sources: Publicly available records of hospital activity, staffing and outcomes (cross-sectional study) and hospital administrative systems (longitudinal study).
Results: In the cross-sectional study, lower staffing levels from doctors and allied health professionals were associated with increased risk of death. Higher nurse staffing levels were associated with better patient experience and staff wellbeing. In the longitudinal study, for adult inpatients, exposure to days with lower-than-expected registered nurses or nursing assistant staff was associated with increased hazard of death (adjusted Hazard Ratio [aHR] 1.08/1.07, 95% confidence interval [CI] 1.07-1.09/1.06-1.08) and longer hospital stays. Low registered nurse staffing was also associated with increased hazard of readmission (aHR 1.01, 95% CI 1.01-1.02 . Eliminating low staffing cost £2,778 per QALY gained. Avoidance of RN understaffing gave more benefits and was more cost-effective for highly acute patients. Although high bank or agency staffing was associated with increased hazard of death, avoiding low staffing using temporary staff still reduced mortality but was more costly and less effective than using permanent staff. If costs of avoided hospital stays are included, avoiding low staffing generates a net cost saving. Exploration of thresholds for low staffing indicated a greater beneficial effect from registered nurse staffing higher than current norms.
Limitations: This is an observational study. Causal inferences cannot be made from these results in isolation. QALY gains were estimated, although conclusions are not sensitive to assumptions or discount rates. We used current ward norms as reference for low staffing.
Conclusions: Our results show the adverse effects of low nurse staffing but also show that medical and allied health professional staffing are important considerations for patient safety. Eliminating low RN staffing gave more benefits than eliminating assistant staffing.
Future work: Research is needed to validate methods to determine nurse staffing requirements and the interaction between RN and assistant staffing needs further exploration.
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[bookmark: _Toc188277157]Plain Language Summary 
Staffing shortages are a major concern for the NHS. A lot of research shows that low nurse staffing in hospital is correlated with worse patient outcomes, including an increased risk of death. However, lots of this research has only looked at hospital average staffing and has not considered other staff, such as doctors and allied health professionals, so it is hard to be sure if improving nurse staffing on wards leads to better outcomes. It is also hard to know the most cost-effective approach to addressing staff shortages. Our study used existing data from national reports and daily staffing data from hospital wards to answer some of the main uncertainties from past research. Using data from national reports, we found low staffing levels from doctors and allied health professionals were linked to increased risk of death. Nurse staffing levels were linked to important aspects of patient experience and staff wellbeing, but to properly understand the effects of nurse staffing we needed to know the staffing patients experience when on hospital wards. Our study included 626,313 patients in four hospitals. We found that when patients spent times on wards with fewer-than-expected registered nurses or nursing assistants, they were more likely to die and their stay in hospital was longer. Low registered nurse staffing was also associated with more readmissions. We looked at the cost of avoiding low staffing and the cost of gaining the equivalent of one year of healthy life. We compared these ‘cost-effectiveness’ estimates for different ways of avoiding low staffing and for different patient groups. Overall, we concluded that a focus on avoiding low registered nurse staffing gave more benefits than using assistants to fill any gaps, and should be the priority, although it is still not clear what the best level of staff is.
[word count 297/300]
[bookmark: _Toc188277158]Scientific Summary
Background: The consequences of staff shortages in the National Health Service (NHS) are potentially serious. Several inquiries, NHS guidance, and an extensive body of research indicate that lower Registered Nurse (RN) staffing levels are associated with adverse patient and staff outcomes. Patient outcomes associated with lower nurse staffing include increased risk of death, hospital-acquired infections, falls, poor patient experience, and nursing care omissions. Adverse nurse outcomes include burnout, job dissatisfaction and intention to leave. 
Maintaining adequate staffing for hospital wards is challenging. As of March 2022, approximately 10% of nursing posts in acute settings were vacant, totalling 38,972 vacancies. In the aftermath of the Francis inquiry and the publication of guidance for safe staffing in adult wards in acute hospitals by the National Institute for Health and Care Excellence (NICE) in 2014, the number of RNs employed in acute hospitals increased. However, this followed a period where absolute numbers fell, and the increases have not matched activity growth. Although there appeared to be an immediate uplift in the number of applicants for nursing courses following the start of the COVID-19 pandemic in 2020, this has not been sustained. Steps taken to increase supply will not resolve shortages for some time, assuming they are successful. In the face of such scarcity and the need to manage expenditure on staff, care providers and policy makers face difficult decisions as they plan how to provide adequate nurse staffing levels. 
Despite extensive evidence demonstrating associations between low nurse staffing levels and adverse outcomes, important uncertainties remain. Most evidence is from cross-sectional studies which have not considered staffing by other staff groups. This means that estimates of nurse staffing effects could be biased, and the importance of the multi-disciplinary team may not be recognised. Although there is a growing body of longitudinal studies which avoid many of the limitations of cross-sectional studies these are still limited. Most economic studies rely on studies with a high risk of bias to estimate the effects of changes in staffing configurations.
Aims and objectives: This study aims to provide evidence to inform cost-effective deployment of nursing and other care staff on hospital wards in England and policy decisions to address nursing workforce shortages. We address the question of which combinations of care staff employed by hospitals and deployed on hospital wards provide the most cost-effective care in terms of patient safety, experience, and efficient use of resources by undertaking two studies. First, we explore hospital-level cross-sectional associations between staffing and outcomes and secondly, we assess how outcomes and costs vary as patients and nurse are exposed to low staffing on hospital wards longitudinally.
Methods: We undertook a national cross-sectional panel study using routine data from all English acute hospital Trusts and a patient-level longitudinal observational study in four Trusts. We used natural variation in workload (beds per staff member) and, for the longitudinal study, staffing shortfalls relative to the expected staffing for the ward to determine the association between staffing levels and outcomes and to estimate the effects of change. For nursing we considered RNs (band 5+) and nursing assistant staff (bands 2-4), which would include nursing associates (although current numbers are small). In the longitudinal study, we also considered the composition of the nursing team in terms of the staff grade mix (proportion of band 4 assistant staff, proportion of band 6+ RNs) and the proportion of bank and agency staff. Across the two studies we considered a range of outcomes including death, length of stay, readmission, patient experience, staff experience and staff sickness. For the economic analysis we considered costs, consequences, and quality-adjusted life years (QALYs), estimating incremental cost effectiveness ratios (cost per life saved and cost per QALY gained) for eliminating low staffing. Our data was derived from publicly available records of hospital activity, staffing and outcomes for the cross-sectional study and hospital administrative systems for the longitudinal study. We tested associations with multivariable mixed statistical models including random terms to account for clustering of observations in Trust or ward, as appropriate. We used the national standardised hospital mortality indicator model to adjust for risk of death and for national patient and staff experience models included the Trust’s mortality rate to adjust for the acuity of the case mix.
Results: 
Cross-sectional study 
We included 138 hospital Trusts. The number of beds per full time equivalent (FTE) staff member varied considerably between Trusts. The largest variation was in allied health professional (AHP) staff (mean 2.4 beds per FTE) and support to AHP staff (mean 11.1 beds per FTE), where the standard deviation was 38% and 44% of the mean respectively. RN staffing levels were strongly correlated with staffing levels by doctors (rho>0.71). Although the number of beds per RN had the largest effect on mortality in models including single staff groups (rate ratio [RR] 1.33, 95% confidence interval [CI] 1.15- 1.54), this was greatly reduced and no longer statistically significant when all staff groups were included in the model, although it remained the largest effect size (RR 1.07, 95% CI 0.88-1.31). 
In multi-profession models, more occupied beds per AHP (RR 1.04, 95% CI 1.02-1.06) and per medical doctor (RR 1.04, 95% CI 1.02-1.06) were associated with increased risk of death. More beds per nurse support (RR 0.85, 95% CI 0.79- 0.91), and AHP support (1.00, 95% CI 0.99-1.00) were associated with lower death rates. In multi-professional models, having more beds per RN was associated with lower scores for patient experience, staff health and wellbeing, and staff reports of quality of care. More beds per nurse support was associated with lower morale scores but more beds per surgical doctor was associated with higher morale scores. Using ward-level reports of nurse staffing we found that wards with more RN hours per patient day reported fewer harms on the national ‘safety thermometer’ but calculating a staffing shortfall, relative to the Trusts' reported staffing plans, did not strengthen the observed relationship and, for nursing assistant staff, shortfalls were associated with reduced harms.
Longitudinal study
We linked staffing data for 626,313 adult admissions and 57,375 paediatric admissions with overnight stays from four hospital Trusts. We used the ward mean to define the expected staffing level, with staffing below this classified as low. During the first five days of hospital stay adult patients w low staffing (relative to the ward mean) occurred on 45% of days, with a mean exposure of 3.32 days. On days when RN staffing was low, the mean shortfall was 0.87 RN hours relative to average staffing of 5.3 hours per patient day.  For nursing assistants, the mean shortfall on days of low staffing was 0.49 hours relative to average staffing of 2.9 hours per patient day.
For adult inpatients, exposure to days with lower-than-expected RNs or nursing assistant staff was associated with increased hazard of death (adjusted Hazard Ratio [aHR] 1.08 / 1.07, 95% CI 1.07-1.09 / 1.06-1.08) and longer hospital stays. Low RN staffing was also associated with increased hazard of readmission (aHR 1.01 95% CI 1.01-1.02). Results for paediatric admissions were similar, although low nursing assistant staffing was also significantly associated with increased risk of readmission. Effect sizes were larger, but confidence intervals were much wider. The risk of death was very low (0.25%) and associations with deaths were not significant. Exposure to days of low RN staffing increased the odds of sickness absence for both RNs and assistants (adjusted odds ratio 1.02 / 1.03 95% CI 1.00-1.03 / 1.01-1.04 for each 10% of the past 7 days worked that were understaffed).
Our primary analyses included staffing in the first five days of the hospital stay but results were not sensitive to the exposure window used. We had no measure of the availability of allied health professionals, doctors or other staff groups, but we tested models that included weekend and seasonal effects, both factors that may cause short staffing from other groups to correlate with low nurse staffing. Addition of these factors did not alter the estimated effect of low staffing. We modelled effects for various subgroups. The effects of low staffing on general wards and for less acute patients (National Early Warning Score [NEWS] <5) only were similar to original results. Effects in highly acute patients (NEWS 5+), and older peoples' wards were smaller. For highly acute patients, there was evidence of an adverse effect from nursing assistant staffing as low staffing was associated with significant decreases in the hazard of death (aHR 0.98 95% CI 0.96 to 1.00) and increased risk of readmission (aHR 0.97 95% CI 0.95 to 0.99). Nursing assistant low staffing was also associated with lower hazard of readmission for people over 75. There was no statistically significant association between low staffing and mortality in intensive care or for people over 75, but hospital stays were longer. 
We found that days of low staffing were also associated with increased risk of the potentially nurse-sensitive adverse events of deep vein thrombosis (DVT), pneumonia and pressure ulcers in surgical admissions. Low RN staffing had a larger effect than low assistant staffing. For example, a patient who experienced low RN staffing on all the first five days of their stay had a 59% increased risk of DVT. For low assistant staffing the risk was increased by 33%. Analysis of data from incident reporting systems gave counterintuitive associations consistent with ascertainment and reporting bias.
We used the ward mean as a threshold to define low staffing. Although our previous research has shown that mean staffing correlates strongly with planned staffing on a ward, it is an arbitrary threshold and may not reflect a desirable staffing level or any tolerance to lower than planned staffing. Estimated effects of low staffing were largely unchanged if the threshold to define low staffing was set at lower levels. For assistant staffing this is also the case for higher thresholds, above the mean. However, for RN staffing the effects of days of low staffing increase when a higher threshold is used. For example, if low staffing were defined as when staffing falls below 110% of the mean, the HR associated with a day of low staffing is 1.12. We also explored continuous (net hours) effects, nonlinear and interaction effects. There was some evidence of non-linearity and interaction, but the effects were mostly subtle although there was some indication that the effect of additional days of low RN staffing was greater as the cumulative number of days exposure increased and that the marginal effect of change in net hours was slightly greater at very high as well as very low staffing levels. 
We considered the mix of staff in terms of grades of RN and assistant staff and proportions of bank and agency staff. A higher proportion of band 6+ RNs and band 4 nursing assistants were associated with reduced hazard of death (aHR 0.98), although the result was not statistically significant for nursing assistants nor when all staff mix variables were considered simultaneously. Higher proportions of bank and agency staff (both RNs and nursing assistants) were associated with increased hazard of death, with the strongest adverse effect associated with agency assistant staff. 
Economic analysis
The estimated cost of providing care for our analysis cohort of adult inpatients was £4,173 per admission. The mean cost of avoiding low staffing was £197 per admission. The mean discounted QALY lost among patients who died was estimated to be 6.82 and we used this as our base case assumption for the QALY gained when modelling the effects of reducing understaffing. Eliminating low staffing cost £2,778 per QALY gained. Savings from avoided sickness absence and readmissions made cost-effectiveness estimates more favourable but did not have a major impact. If costs of avoided hospital stays are included, avoiding low staffing generates a net cost saving under all scenarios modelled except reducing understaffing by nursing assistants for highly acute patients, which led to a net cost increase and worse outcomes. 
Avoidance of RN rather than assistant understaffing for highly acute patients gave more benefits and was more cost-effective. Avoiding low staffing using temporary agency staff reduced mortality but was less cost-effective than using substantive staff because benefits were reduced, and costs increased. Assuming agency staff cost 50% more than the cost of substantive staff, reducing low staffing with agency staff cost £10,980 per QALY. If agency staff were assumed to cost the same as substantive staff this was still less cost-effective (£7,320 per QALY) because the benefit of reduced mortality was weakened by the adverse effect from a higher proportion of temporary staff.
Conclusions
The NHS faces multiple competing demands for scarce resources. The evidence presented here suggests that investment in nurse staffing in acute hospitals could be cost-effective, on a par with many public health interventions. If the benefits of reduced length of stay are considered and realised, for example through freeing capacity to improve flow through emergency departments or for elective surgery, then there could be net gains. The relative increase in costs is modest, although the supply of staff to meet demand remains challenging. It is important that this scarcity does not obscure the need and demonstrated value for money. While decision makers may, of necessity, need to experiment with novel approaches to addressing staffing shortages this needs to be done in the context of a full understanding of what is already known. The safety and cost-effectiveness of alternatives should not be assumed.
Several priorities for future research emerge from this work.
· More research is needed into methods to determine nurse staffing requirements on hospital wards, both for planning, real-time monitoring and for use in research. The requirements of service should inform decisions about the required timeliness of data, acceptable data gathering load and the necessary precision.
· Our findings, combined with the results of previous research, leave uncertainty about the trade-offs between staff shortages and temporary staffing levels, including the relative (adverse) effects of temporary staff at different levels and from different sources. Both qualitative and quantitative research would be of value.
· There remains uncertainty about the interaction between RN and assistant staffing levels which should be addressed through both qualitative and quantitative research.
· Research is required to better understand whether the observed variation in allied health professional staffing is based on variation in service and patient need. The observed association with mortality rates in this study suggests it may not be, and if that is the case, evidence-based methods for determining appropriate staffing need to be developed.
Our results show the adverse effects of low nurse staffing but also show that medical and allied health professional staffing are important considerations for patient safety. Eliminating low RN staffing gives more benefits than eliminating assistant staffing but both interventions are cost-effective in terms of quality-adjusted life years gained relative to many public health interventions. Using agency staff to reduce staffing shortages is also less cost-effective than using substantive staff, because of higher costs but also reduced benefit. However, these findings suggest that while relatively less cost-effective, the use of agency staff to avoid staff shortages is still cost-effective relative to many public health interventions. These findings lend support to policy initiatives aimed at increasing the supply of RNs.
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Adequately staffing hospital wards is challenging for England’s National Health Service (NHS). As of March 2022, approximately 10% of nursing posts in acute settings were vacant with 38,972 vacancies recorded.1 In the aftermath of the Francis inquiry and the publication of guidance for safe staffing in adult wards in acute hospitals by the National Institute for Health and Care Excellence (NICE) in 2014, the number of Registered Nurses employed in acute hospitals increased, but this followed a period where absolute numbers fell, and the increases have not matched activity growth.2 Although there appeared to be an immediate uplift in the number of applicants for nursing courses following the start of the COVID-19 pandemic in 2020, this has not been sustained and steps taken to increase supply will not resolve shortages for some time, assuming they are successful.3 In the face of such scarcity and the need to manage expenditure on staff, care providers and policy makers face difficult decisions as they plan how to provide adequate nurse staffing levels. 
The consequences of staff shortages are potentially serious. Several inquiries, NHS guidance, and an extensive body of research indicate that lower Registered Nurse (RN) staffing levels are associated with adverse patient and staff outcomes.4-8 Patient and care outcomes associated with lower nurse staffing include increased risk of death,9 hospital-acquired infections,10 falls,11 poor patient experience,12 and omissions in nursing care.13 Adverse nurse outcomes include burnout, reduced job satisfaction and intention to leave.14 
0. [bookmark: _Toc188277160]Temporary and flexible staffing
One consequence of high levels of vacancies and increased demand for staff has been a reliance on temporary staffing solutions to maintain safe staffing levels. On one hand, use of temporary staffing provides a potentially efficient way of managing a scarce labour resource, with staff only deployed when required. On the other hand, temporary staff are potentially expensive to employ especially when agencies can inflate prices in the face of scarcity. Concerns about the high cost of using agency staff has led to the implementation of price caps and other measures designed to limit expenditure on temporary staff.
In a modelling study we found that staffing models that rely heavily on flexible staffing to make up staffing shortfalls when demand exceeds expected levels are not cost-effective.15 Risks to patients are increased when high use is made of temporary staff,16 partly because temporary staff are inevitably less efficient than fully orientated permanent staff and partly because some shifts are likely to remain unfilled. Cost savings of this flexible staffing model are relatively small and arise largely because the required staffing level is not achieved.15 Where there is unlimited availability of temporary staff, the risk to patients is still increased and there is little if any cost saving, even in the face of salary caps for agency staff. The balance of risks between short-staffing and use of staff who are unfamiliar with the ward remains uncertain.

0. [bookmark: _Toc188277161]Skill-mix
Unsurprisingly, as Registered Nurses are in short supply, alternative approaches to meeting patient need are being considered. Hospitals already deploy significant numbers of unregistered health care assistants to deliver much hands-on care to patients in hospital wards.17 There is currently substantial variation in both absolute staffing levels and the composition of the nursing team (generally referred to as ‘skill-mix’) both between and within hospitals,17-19 and the support workforce has grown at a faster rate than the Registered Nurse workforce in recent years.2 
While the evidence indicates the potential adverse effects arising from shortages of Registered Nurses, there is no clear evidence that increasing the number of support workers can mitigate the safety risks from low nurse staffing. Results from our pan-European RN4CAST study found that benefits from increases in team size associated with adding support staff were offset by reduced skill-mix, which was associated with worse outcomes.20 21 Our cross-sectional study in England found some evidence that hospitals employing more nursing support staff per patient had increased mortality, after controlling for the number of Registered Nurses and medically qualified doctors.17 In contrast, our patient-level longitudinal study found a U-shaped relationship between nursing assistant staffing and mortality, with higher levels of staff reducing the risk of death up to a tipping point, after which risk of death began to increase rapidly.19 22 These and other findings (e.g.23) point towards complex interactions between the increased capacity provided by support staff, the appropriate delegation of care and the capacity of registered staff to properly supervise.19 Consequently, the extent to which assistant staff or new support roles can be used to support or substitute for Registered Nurses in NHS hospital wards remains uncertain. Likewise, the consequences of current variations in staffing, both planned and unplanned, are unclear.
Despite this, for some time, workforce policy has advocated an expansion of the workforce at ‘band 4’, the grade below a Registered Nurse, and in 2017 the NHS in England introduced a new role, regulated by the Nursing and Midwifery Council, the Nursing Associate. Two thousand trainees commenced in 2017 and have started entering the register since early 2019 with numbers set to increase rapidly. However, as of March 2022 the number of Nursing Associates on the Nursing and Midwifery Council register were small (6,874) compared to the number of Registered Nurses (711,264) and likely to remain so for some time.24 
0. [bookmark: _Toc188277162]Cost-effectiveness
Decisions about the size and composition of the nursing workforce in hospitals have major implications for both the costs and quality of care delivered to patients. In 2018 there were approximately 9 million admissions to hospital in England.25 Although the risk of death is low, nearly 300,000 people (3.3%) die while in hospital or shortly after discharge. Investment in nurse staffing, specifically in Registered Nurses, has long been advocated by professional bodies and others as a key strategy to reduce avoidable harm.26 27 Commenting on a recent history of the patient safety movement, Schiff and Shojania point out 
Most safety interventions focus on educating staff or bombarding them with alerts, alarms and policies. We have done little to reduce the production pressures that drive care at the frontlines, nor improve nurse staffing ratios 28(p151)
While the associations reported between nurse staffing and rates of death are typically small, many people are affected and so the potential benefits are great. Taking an estimate derived from our recent NIHR-funded study, each additional hour of Registered Nurse care per patient day available over the first five days of a patient’s stay was associated with 3% reduction in the hazard of death.22 If the relationship observed in this research was a causal one and generalised across the English hospital population, increasing Registered Nurse care available by one hour per patient per day could be associated with approximately 24,000 fewer deaths per year. 
On the other hand, changes in nursing workforce have substantial cost implications and Registered Nurses are currently in short supply. Workforce accounts for 65% of all NHS spending.29 In 2017 there were about 175,000 Registered Nurses employed in English hospitals, with an additional 90,000 nursing support staff.30 Training a Registered Nurse takes three years and is estimated to cost £75,000.31  There is limited data available to determine the cost-effectiveness of changes in nurse staffing. Most data come from hospital-level cross-sectional studies, with significant risk of bias in estimates of effect, and few studies have given estimates based on NHS costs.4 In our recent longitudinal patient-level study, we estimated that providing one additional hour of Registered Nurse care per patient per day would increase labour costs for a large (800 bed) general hospital by about £10.1 million per year, consisting of £219 per patient and amounting to a 2% increase relative to the hospital’s annual budget.19 We estimated the cost per life saved of this increase in staffing to be £47,376.
Whether increasing nurse staffing levels would be considered a ‘cost-effective’ intervention is dependent on many factors including uncertainties about life expectancy and quality, and the appropriate threshold for cost-effectiveness, considering that in a resource-constrained system there are opportunity costs, and the key decision is about where scarce resources are best invested. While cost-effectiveness thresholds approximating to per capita GDP are often quoted, the opportunity cost arising from other benefits forgone means that appropriate thresholds are likely to be much lower for the NHS,32 especially in view of the large costs involved in investing in nurse staffing. Furthermore, this cost-effectiveness estimate was based on parameters derived from a single site study, albeit using national reference costs.
0. [bookmark: _Toc188277163]Causal inferences and estimation of staffing effects
Much previous research in this area has been limited because of the widespread use of cross-sectional designs, often estimating associations between annual staffing averages and outcomes. While there seems little room for doubt that there is some causal element in the resulting associations, for some, doubt nonetheless remains. In 2012 the chief executive of the Council for Healthcare Regulatory Excellence, a body that oversaw the work of professional regulators including the Nursing and Midwifery Council, was quoted thus: 
“There is no direct correlation between number of staff and good or bad care...” 33
In complex human interactions few causes are singular and there are many sources of bias that make estimates of the causal effects challenging.4 A singular limitation of much of the cross-sectional research has been the omission of consideration of staff groups other than nursing, even though the potential contribution to patient safety seems obvious and has been demonstrated in a number of studies. This is problematic not only because staffing levels from different groups tend to be correlated and thus the effect of other staff groups can be wrongly attributed to nursing17 but also because an exclusive focus on nursing potentially masks the contribution of other staff groups in producing quality and safety.
Recent developments in e-rostering software have created opportunities to move beyond cross-sectional research to explore longitudinal relationships between daily staffing experienced by individual patients on wards and outcomes. Because these longitudinal studies measure patient-level variation in staffing exposures, nurse staffing associations are not intrinsically confounded by staffing from other groups other than where day-to-day variation is directly correlated. However, compared to the large body of evidence from cross-sectional studies, the number of studies using longitudinal designs is limited.
0. [bookmark: _Toc188277164]	Building from previous research
While our previous study went some way to address the lack of economic evidence, it is limited to a single site.19 Furthermore, while the staffing / outcome associations we found are consistent with other evidence, studies showing longitudinal relationships at the patient level remain rare and have largely been limited to single hospital studies.34 Our findings on support staff provided a more nuanced picture of the contribution of support staff compared to previous research, identifying important benefits from having sufficient support but harm associated with having too many, but so far, this is the first study to find such a relationship. 
In our economic analysis we considered only staffing and excess bed-day costs, and we considered a limited range of outcomes. We did not consider (for example) readmission as an outcome or cost. Additionally, low nurse staffing has been associated with adverse staff outcomes including burnout and intention to leave.14 While important in themselves, these factors also have implications for the costs and / or effectiveness of the ward team as sickness absence and staff turnover may arise as a result. Finally, while we estimated cost per life saved, we were unable to consider the likely length or quality of lives saved, making comparison with the value of other investments in health care difficult. As the challenge to maintain a safe nursing workforce increases, it is essential to further our understanding of the costs and consequences of nurse shortages and strategies to remedy them, such as substituting assistant staff.
As part of the dissemination of our previous study, we organised a gathering of interested NHS leaders, researchers, and members of the public. We took the opportunity to discuss future research priorities with this group. In addition to addressing the gaps outlined above, they identified the importance of up-to-date data in the light of changing profiles within the nursing care workforce and the importance of considering the contributions of a wider range of professional and non-professional staff. This is particularly important, as shortages of Registered Nurses may not be easily remedied in the short or even medium term. Evidence that can suggest alternative potential ways of addressing safe staffing is vital and, furthermore, it is important to ensure that focussing on nurse staffing does not have unintended consequences by implicitly encouraging disinvestment in other staff groups who may make an equally important contribution to safe and effective care on hospital wards.
0. [bookmark: _Toc188277165]Aims and Objectives
This study therefore aims to provide evidence to support decision-making about cost-effective deployment of nursing and other care staff on hospital wards in England and strategic decisions about policy to address current nursing workforce shortages. We address the question of which combinations of care staff employed by hospitals and deployed on hospital wards provide the most cost-effective care in terms of patient safety, experience, and efficient use of resources. 
Staffing inputs by some important groups (e.g., doctors and allied health professionals) are not readily tracked at a ward / patient level in routine data. Therefore, we initially explore the impact of different workforce configurations (including medical and therapy staff) on risk-adjusted mortality rates and patient and staff experience at a hospital level, using nationally reported hospital-level staffing and outcome data (study 1).
In study 2 (longitudinal, patient-level) we use hospital patient records and electronic roster data from four hospitals to model how variation in daily care staffing levels and staff mix are associated with:
· Death in hospital and within 30 days of admission
· Length of hospital stay
· Readmission within 30 days of discharge
· Other adverse outcomes (e.g., pressure ulcers, hospital acquired infection, falls)
· Staffing costs 
· Staff absence due to sickness
· Incremental cost per life saved and per quality-adjusted life year

[bookmark: _Toc145059332][bookmark: _Toc145091096][bookmark: _Toc188277166]Literature Reviews
0. [bookmark: _Toc145059333][bookmark: _Toc145091097][bookmark: _Toc188277167]Background and overview of relevant literature
There are several hundred studies of associations between nurse staffing and patient outcomes in acute hospitals, including data from thousands of hospitals and millions of patients over many years and countries. Evidence has been synthesised in numerous reviews.4 13 35-46 Reviews generally note the extensive body of evidence (both in terms of number of studies and the size of individual studies) but also highlight limitations, in particular the fact that studies are nearly all observational and mostly cross-sectional.  Most studies focus on general medical and surgical patients in general wards, but research has also been undertaken in settings such as intensive care units,35 46 and paediatrics.42 Studies have also focussed on patient sub-groups and specialities including older people and those with cognitive impairment,47 oncology,48 aortic aneurysm49 and stroke.50 
The most widely studied outcome by far is mortality. Not all studies have shown statistically significant associations, but the overall pattern of results is consistent. Lower nurse staffing in general medical / surgical units and intensive care is associated with a higher risk of patients dying.4 35 40 43 Typical effect sizes associated with changes in nurse staffing are low, although variations in how staffing is measured makes direct comparison between studies difficult.  
An early meta-analysis provided a pooled estimate of effect from North American studies. An additional eight hours of RN time per patient day was associated with a 16% reduction in the odds of dying for surgical patients (eight studies), a 6% reduction for medical patients (six studies) and a 9% reduction for intensive care patients (five studies).40 While the effects estimated in Kane et al.’s review appear to be large, the scale of the implied staffing change is also large. Staffing levels in North America are higher than those typically observed in Europe but even in the US, an eight-hour increase in RN time would be a large proportional increase in staffing. It would represent more than doubling of the California mandatory minimum staffing level in general medical / surgical units, which equates to approximately five RN hours per patient day (1:5 nurse-to-patient ratio). Typical staffing levels in equivalent units in the UK and many other European countries are lower,14 with less than three RN hours per patient day observed in some general wards.19 
The growing volume of studies, the diversity of health systems covered in these studies and the range of different measures of staffing input used means that more recent reviews have avoided meta-analytic synthesis. An indication of likely effects from real world change and variability is the 2% reduction in the odds of death associated with one additional hour of RN care per patient per day, estimated in our study of 138,000 patients admitted to one large English hospital over three years.19 While the effects may be small in absolute terms, the number of patients who are affected means that at a population level such small effects are important. We estimated that an increase of one RN hour per patient day would be associated with 219 avoided deaths. There was, however, substantial uncertainty in this estimate, associated with the precision of the estimated effect of staffing on death.19 
A recent ‘umbrella review’ of 15 reviews concluded that there was strong or moderate evidence for associations between nurse staffing levels and a range of other outcomes including length of stay, patient satisfaction, quality of care processes, readmissions, and hospital-acquired pneumonia.36 The volume of the evidence has led many to question whether more studies are needed because the implications for policy and practice are clear and the evidence definitive.3 51 However, past reviews of this literature have noted the preponderance of cross-sectional studies. Such studies are unable to establish that the observed variation in staffing levels between hospitals or units corresponds to variation experienced by the patients whose outcomes were measured. This is because both exposures and outcomes are aggregated, frequently representing annual averages at the hospital level over a year. As noted above, this leads some to reject a causal inference entirely. Although the application of epidemiological principles supports a causal inference4 40 and makes it difficult to sustain an argument that there is no causal influence between nurse staffing and patient outcomes, the potential for bias in existing research remains high. This means that estimates of the consequences of low staffing or the costs and benefits of investment in nurse staffing from existing research have a high chance of being systematically incorrect. Longitudinal studies, which directly link patient outcomes to the staffing experienced by the individual patient, or which otherwise prospectively assess the impact of change, have the potential to reduce or remove many sources of bias, but previous reviews have noted that such studies are rare. 
Some outcomes that have been attributed to nurse staffing levels could also be attributed to the input of other professions, most notably doctors.36 While some previous studies have also controlled for or included medical (physician) staffing when assessing the association between nurse staffing and outcomes (e.g.17), medical and other multidisciplinary team staffing is a notable omission and potential source of bias in most studies estimating the effect of nurse staffing.4  When undertaking scoping searches to prepare this background literature review, we found no papers giving an overview of studies exploring the associations between staffing and outcomes for other professional groups and so the extent to which cross-sectional associations might be biased by the omission of other professional groups is hard to assess, as is the relative effect from investment in nurse staffing as opposed to other groups.
There have been previous reviews focussing specifically on economic studies, but studies were limited, and the reviews are now dated.4 52 of cost-effectiveness / benefit vary widely and are hugely contingent on estimates of underlying effect (which are in turn subject to bias in the underlying cross-sectional studies), the cost perspective taken, as well as health costs and earnings in the country of study. Reviews revealed no studies that would allow a comparison of investment in nurse staffing with other staff groups or other changes in health provision using cost utility. Our cost-effectiveness analysis for one English hospital identified a cost per life saved from increasing average staffing by one RN hour per patient day of £69,097. Caution needs to be applied to using any estimate derived from a single site study, but in any case, the extent to which this estimate represents a good investment from a health system perspective depends not simply on the ‘lives saved’ but on the length and quality of life that results.
To enhance the broad overview of the literature presented above, we undertook more in-depth searching to establish the extent of existing literature in the following areas:
i) In order to add to and update existing reviews of economic studies, we searched for and reviewed economic evaluations of alternative nurse staffing configurations (PROSPERO registration CRD42021281202).53
ii) To identify studies that are potentially less prone to bias we reviewed studies that explored the association of nurse staffing with patient outcomes using longitudinal designs (PROSPERO registration CRD42020191798).54
iii) To consider the influence of staffing levels from other professional groups in maintaining safety, and the consequence of their omission on the estimated effects of nurse staffing, we reviewed studies that considered the wider multi-disciplinary team, focussing on mortality as a common measure of patient safety and in order to help focus our searches (PROSPERO registration CRD42020219869).55
Here we focus on reporting the first of these reviews in detail and provide brief summaries of the others which have been published in full elsewhere.
0. [bookmark: _Toc145059334][bookmark: _Toc145091098][bookmark: _Toc188277168]Review methods
We based our search strategies on those developed for the systematic reviews of nurse staffing literature for NICE.56 We searched Pubmed/Medline, Embase, CINAHL and the Cochrane Library. Additionally, for economic evaluations, we searched the NHS economic evaluation database (EED) and the Health Technology Assessment database maintained by the International Network of Agencies for Health Technology Assessment. For detailed search strategies, see Table 27, Appendix 1.  Searches were undertaken and finalised between April 2021 and October 2022 (economics review). Although we cannot guarantee the searches are comprehensive beyond these dates, members of the study team monitored content alerts for new studies that would significantly alter the overall conclusions.
We selected material against criteria specified in the individual study protocols with a view to identifying i) economic evaluations of the consequences of nurse staffing variations (including cost-minimisation, cost-benefit, cost-consequences, cost-effectiveness and cost-utility studies) in secondary modelling studies, observational studies or prospective intervention studies, ii) all studies that explored nurse staffing and patient outcomes relationships using a prospective or other longitudinal design, and iii) studies that explored associations between mortality rates and at least one other non-nursing staff group alongside nursing. We undertook a structured assessment of risk of bias appropriate to the study designs. We used the ROBINS-I tool57 to assess the risk of bias for our review of longitudinal studies, because we wanted to determine the strength of each study to estimate an intervention effect from changes in nurse staffing. For elements of the review, where we anticipated mainly cross-sectional studies, we used a framework based on that used for National Institute for Health and Care Excellence public health guidance, adapted and tailored to studies of staffing and outcome associations.56 58 For economic studies we additionally used Henrikson and Skelly’s framework, which brings together common domains from three economic reporting checklists.59 
0. [bookmark: _Toc145059335][bookmark: _Toc145091099][bookmark: _Toc188277169]Economic evidence
This section contains material that has now been accepted for publication and will be published in the International Journal of Nursing studies under a cc-by license. 60 Material is used and adapted here under the terms of that license. Authors retain the copyright and do not require additional permissions.
[bookmark: _Toc145059336][bookmark: _Toc145091100]Volume and quality of economic evidence on nurse staffing
From 6783 records identified in searches we found 23 studies (reported in 24 papers)  that included some form of economic analysis of change / differences in nurse staffing (Appendix 1 Figure 6). Fourteen were published in the decade from 2013 and most were not available when previous reviews were undertaken. Most studies (17/22) addressed staffing on general medical and / or surgical units while the rest addressed specific surgical specialties or procedures61-65 or maternity care.66 67 Most studies (16/23) were conducted in the United States of America (USA),62 64-66 68-78 three (reported in four papers) in the United Kingdom (UK),15 19 67 79 and one each in Australia,80 Belgium,81 China63 and South Korea.61 In total, data came from 5900 hospitals and over 41 million patients. All studies were observational or sourced parameters and data for modelling from observational studies. Most studies used estimates of effects based on natural variation in registered nurse or midwife staffing expressed as a staff-to-patient ratio (or vice versa), using outcome associations to model the effect of various changes in staffing levels. Of these, three used parameters from natural variation to model the effects of planned change across health systems,68 74 81 (typically increasing staffing to the 75th centile). One study used a mathematical simulation model to explore the effects of different approaches to determining staffing levels on achieved staffing.15 79 In two studies the observed variation in staffing was associated with implementing a method to determine staff requirements which led to increased staffing levels,80 or a minimum nurse to patient ratio staffing policy.82(see Table 1 and Appendix 1

Table 28)
Overall, nine studies were rated as having a moderate risk of bias with the remaining rated as having a high risk of bias (see Appendix 1 Table 29). However because of large sample sizes and use of risk-adjustment, most studies were assessed as having a low risk of bias related to power and control of confounders, but the intrinsic design limitations of cross-sectional studies meant that only two studies (reported in three papers) were rated as strong for internal validity,15 19 79 with a further seven rated as moderate.70-72 76 78 80 82 Most studies (18) used estimates for the effect of nurse staffing that were cross-sectional in the sense that staffing levels are aggregated over a large unit (typically a hospital) over time (typically a year) and linked with outcomes of patients admitted over that period. Of these, four use potentially stronger matched cohort designs.70-73 Four studies provide (or use) estimates of staffing / outcome associations that directly link patients to staffing at a day or shift level (or equivalent)15 65 78 79 and one compared outcomes before and after a planned change in staffing80 and one derived estimates of effect with changes associated with implementing minimum staffing legislation. 82 Despite the preponderance of large multi-hospital studies, only seven studies were rated as potentially strong for external validity62 67 68 73 74 76 81 with a number of large studies down-graded to moderate risk of bias because there was a mismatch between the patient sub-group providing outcomes and the patient population served by the staff included.
The economic analysis in most studies was a disaggregated cost-consequences analysis with a range of consequences reported – typically restricted to some or all of mortality rates, adverse incidents, length of stay and readmissions (see Appendix 1 Table 30). The economic perspective was that of the hospital in most studies and in five studies only staffing costs were considered.62 63 66 67 81 The remainder considered at least some consequential costs ranging from costs of extended stays, treatments of adverse events, readmissions and, in two cases, societal costs in terms of lost earning or productive capacity.68 76 While most studies took an immediate perspective on both outcomes and cost, two took a lifetime perspective on outcomes,80 81 estimating life expectancies, while two68 76 considered lifetime future earnings / productivity. We were able to extract or calculate a cost-effectiveness ratio related to death as an outcome from eight studies15 19 68 70 71 74 80 81 and one study provided a cost-benefit analysis in terms of a ratio of staff costs to financial benefits arising from care cost savings and future productivity.76 While many studies undertook some form of sensitivity analysis, estimates of economic parameters did not always reflect underlying uncertainty (e.g. 95% confidence intervals of staffing-outcome effects).
[bookmark: _Toc145059337][bookmark: _Toc145091101]Costs and cost-effectiveness
For details of the main economic results see Table 1. In all cases, increases in staff led to increased staffing costs, as did increases in skill-mix. Seventeen studies provided estimates of net costs associated with staffing increases, considering other costs / savings that might result from staff changes. Of these, five found that increases in registered nurse staffing levels in general medical / surgical or other surgical specialities led to reduced costs overall 61 65 76 77 82.  All but two of these studies were rated as being at high risk of bias. Of the studies with moderate risk of bias, one found that economic benefits to society, including losses to productivity avoided, exceeded costs with a benefit-to-cost ratio for each additional RN between 1.27 and 2.51.76 In this study, one additional RN per 1000 surgical patients in US hospitals cost $923,832 but yielded a benefit of $1,646,190. For medical / intensive care, costs of an additional RN per 1000 patients ($982,800 / $589,680) were also less than benefits ($1,244,061 /$1,479,933).76 A second study, rated as moderate risk of bias, estimated that implementing mandatory minimum staffing levels in Australia also yielded net financial benefits with cost savings from reduced hospital stays and readmissions exceeding the costs of the increased staffing required to meet the mandatory minimums by a factor of two. 82
Two studies in US general medical  / surgical patients found no statistically significant differences in net cost from staff increases,71 73 while the remaining nine found net cost increases.15 19 62 64 68 70 72 74 75 79 In all but one study, there was evidence of improved health outcomes associated with increased staffing. Clark et al. 2014 found increased costs but no evidence of reduced complications from increased nurse staffing to achieve one-to-one staffing during induction of labour in US maternity settings.66
In total, five studies considered aspects of skill mix. Of these studies, two were assessed as moderate risk of bias with one rated as low risk of bias based on internal validity, although both were single site studies.19 78 Four studies found improved health outcomes from increasing the proportion of RNs in the nursing team in medical / surgical settings (three general and one neurology / neurosurgery) while the fifth found that increasing the proportion of bachelors-educated RNs was associated with improved outcomes.78 All studies that considered net costs found that a skill-mix that was richer in registered nurses was associated with reduced net costs overall. 19 73 74  
[bookmark: _Ref141861066][bookmark: _Toc183706698]Table 1 Summary of results of economic studies of nurse staffing
	
	Country 
	Patient group
	Main results

	General medical / surgical
	
	
	

	Dall et al. 200968 
	USA
	med/surg
	Employment costs of each additional RN, $83,000, yields economic benefit (through reduced treatment costs and increased productivity) of $60,000. Net cost $23,000 * 133,000 to save 5,900 lives from increasing all hospitals to 75th centile.

	Griffiths et al. 201819
	UK
	med/surg
	Staff cost £65,092 (net cost £47,376) per life saved (1 RN HPPD increase). Staff cost £26,351 (net saving -£486) from skill mix change +0.3 RN and -0.3 assistant nurse HPPD. 

	Griffiths et al. 202015 79 
	UK
	med/surg
	Standard staffing (achieved 3.6 RN HPPD) vs low (achieved staffing 3.2 RN HPPD) £19,437/£13,117 staff/net cost per life saved. High staffing (achieved staffing 3.9 RN HPPD) vs standard £21,766/£8,653 staff/net cost per life saved. 

	Lasater et al. 2021a69
	USA
	med/surg (selected patient groups)
	Moving all hospitals to a 4:1 average patient-to-RN ratio (current mean 6.3) leads to 4,370 lives saved (ARR 1%) and $720 million saved in shorter lengths of stay (0.5 days per patient) and avoided readmissions (ARR 1.4%) over the 2-year study period. Costs of increased staffing not included.

	Lasater et al. 2021b70
	USA
	surg (select)
	Better resourced hospitals (mean 4.3 patient per nurse, 85% RN skill-mix, 68% BSN nurse, PES 3.01) cost $203,500 per life saved vs worse resourced (mean 5.8 patients per nurse, 78% RN skill-mix, 43% BSN nurse, PES 2.68). 

	Lasater et al. 2021c71
	USA
	med (select)
	Better resourced hospitals (mean 4.3 patient per nurse, 85% RN skill-mix, 68% BSN nurse, PES 3.01) had lower 30-day mortality (16.1 vs 17.1%), shorter stays (5.38 vs 5.66 days), more Intensive Care admissions (26.92% vs 25.97%), fewer readmissions (32.3 vs 33.6%) vs worse resourced (mean 5.8 patient per nurse, 78% RN skill-mix, 43% BSN nurse, PES 2.68). Net costs were similar ($18,848 vs $18,671 NS).

	Li et al. 201162 
	USA
	med/surg
	For surgical admissions: +1 nursing staff (RN, Licensed Practical / Vocational and assistant nurses) HPPD cost $261.45 (NS, p=0.095) and +1% skill-mix cost $27.54 (NS p=0.253) per admission. For medical admissions: + 1 nursing staff HPPD cost $164.49 (p<0.001) and +1% skill-mix cost saved-$2.73 (NS p=0.704).

	Martsolf et al. 201473
	USA
	med/surg
	One additional licensed nurse per 1000 inpatient days associated with a -0.25% reduction in adverse events, -0.033 reduction in length of stay and a $166.5 increase in cost (NS, -$35 to $368.1 95% CI). Increasing the percentage of licensed nurses that are RNs by 1% is associated with -$87 reduction in cost. 

	McHugh et al 202182
	Australia
	med/surg
	167 FTE needed to meet ratio requirements for RN / enrolled nurses at 
a cost of AU$33,000,000 would prevent 145 deaths, avoid 29,222 days of stay and 255 readmissions at a net cost of AU$33,000,000, saving 
AU$67,561,264 from length of stay and AU$1,589,594 from readmissions

	Needleman et al. 200674
	USA
	med/surg
	The staff/net cost of raising the number of licensed hours nationally to the 75th centile (10.23 HPPD) is $7,538 / $5,819 million, avoiding 1,801 deaths, 10,813 adverse outcomes and 2,598,339 hospital days. The staff/net cost of raising the proportion of RNs in licensed hours to the 75th percentile (0.94 HPPD) is $811 / -$242 million, avoiding 4,997 deaths, 59,938 adverse outcomes and 1,507,493 hospital days. The staff/net cost of both raising the proportion of RNs and the number of licensed hours to the 75th percentile is $8,488 / $5,716 million nationally and avoids 6,754 deaths, 70,416 adverse outcomes and 4,106,315 hospital days.

	Rothberg et al. 200575
	USA
	med/surg
	The incremental staff/net cost of moving from a patient-to-RN ratio of 8:1 to 7:1 is $45,900 / $24,900 per life saved. The incremental staff /net cost of moving from a 5:1 to 4:1 ratio is $142,100 / $70,700 per life saved.

	Shamliyan et al. 200976
	USA
	med/surg
	For intensive care admissions: +1 RN per 1000 admissions net cost / societal benefit/ benefit-to-cost ratio are:  $589,680 / $1,479,933 / 2.51. For surgical admissions, corresponding figures are: $923,832 / $1,646,190 / 1.79. For medical admissions, figures are: $982,800 / $1,244,061 / 1.27.

	Twigg et al. 201380
	Australia
	med/surg
	Comparing pre-post net 12% increase in RN hours: Staff /net cost AU$13575 / AUD$8907 per life year. 

	Weiss et al. 201177
	USA
	med/surg
	Increasing RN (non-overtime) staffing by 1 standard deviation (0.75 hours per patient day) led to staffing cost $145.74 with a net -$409.59 saving (due to reduced readmissions). Reducing RN overtime staffing by 1 standard deviation (0.07 hours per patient day) led to reduced staff cost of -$8.18, net saving -$19.16 per patient.

	Yakusheva et al. 201478
	USA
	med/surg
	Staff cost of increasing the BSN-educated staff to 80%-100% was between $1,843,266 - $3,446,106 with $5,653,022.97 cost savings from shorter stays (-0.03 days) and readmission rate (-1.7%).

	Maternity
	
	
	

	Clark et al. 201466
	USA
	induction of labour
	Staff cost of universal (in the USA) one-to-one midwifery staffing $97,000,000 (1,618 FTE staff) annually and no evidence of benefits in terms of complications.

	Cookson et al. 201467
	UK
	general labour
	Incremental cost-effectiveness ratio £85,560 per ‘healthy mother’ (staff) and £193,426 per delivery with bodily integrity from one additional midwife per 100 births.

	Other
	
	
	

	Behner et al. 199065
	USA
	surg (back and neck)
	For one unit for a 6-month period, days of low staffing (more than 20% below standard) reduces staff cost (-$13,600) and is associated with a 34% absolute increase in risk of complications and net cost $17,200 ($130 per patient). Nurse staffing undefined.

	Kim et al. 201661
	South Korea
	surg (hip & knee)
	Patients in high-staffed hospitals (bed-to-nurse ratio ≤2.0) are charged $US 1142.2 less than those with the lowest nurse staffing level (bed-to-nurse ratio ≥6.0) and have shorter stays (13 vs 25 days).

	Li et al. 201672
	USA
	surg (cardiac)
	Hospitals with higher RN staffing (above median) had higher mean costs $2,123, a 10% to 25% reduction in different ‘Healthcare Acquired Infections’, a 6% reduction in mortality and a 0.3-day reduction in mean length of stay. 

	Pang et al. 201963
	China
	med/surg (neuro)
	Compared with 100% RNs, 75% RNs is associated with a decrease in staff costs of -CN¥573 (22%), an increase in urinary tract infection (1.503 OR, 1.189–1.900 95% CI, p = 0.001), fewer medication errors (0.684 OR, 0.499-0.936 95% CI, p = 0.018) and more successful ventilator weaning (0.677 OR, 0.592–0.775 95% CI, p < 0.001). Other outcomes NS.

	Ross et al. 202164
	USA
	surg (pulmonary lobectomy)
	Compared to low-staffed hospitals (≤3.5 RN FTEs per 1000 patient days) hospitals with high staffing (≥5.6 RN FTEs per 1000 patient days) had $4,388 increased costs per patient, 0.37-day shorter stays and 36% lower odds of mortality (OR = 0.64, p = 0.014).

	Van den Heede et al. 201081
	Belgium
	surg (cardiac)
	On average, increasing RN staffing to the 75th percentile, additional 0.8 FTE per unit costing total €1,211,022 for all Belgian general cardiac postoperative units, €26,372 per life saved and €2,639 per life-year gained.


BSN – Bachelors Science Nursing, CI – Confidence Interval, FTE – Full time equivalent, HPPD – Hours per patient day, NS - Not significant, RN – Registered Nurse, RR - relative Risk, OR - odds ratio, PES – Practice Environment Scale, ARR – Annual rate of return, vs – versus, med – medical, surg – surgical, neuro - neurology

Figure 1 summarises results in a hierarchical matrix.83 In total six studies provided results that clearly supported increased RN staffing when using net costs, with a combination of no cost change but improved outcomes71 73 or reduced costs and improved outcomes65 69 76 77 in medical and / or surgical wards. Of these, two studies were rated as moderate for the underlying risk of bias.71 73 However, most studies showed both increased costs and improvements in health outcomes, where incremental (cost-effectiveness) analysis is required to inform the economic decision. A single study gave results that clearly reject RN staffing increases, but this used limited cost data and was at high risk of bias.66  Of the studies that evaluated changes in skill-mix, all three studies that considered net costs supported a decision to increase skill-mix, 19 73 74 78 including one study with moderate (rather than high) risk of bias. However, all four studies using staff costs alone showed improved outcomes and increased costs, meaning that incremental analysis is required for decision-making. 
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+=increase (cost)/ improvement (health outcome)
n= the number of studies with a particular combination of change in health outcome and cost (staff cost only or net cost)
	


[bookmark: _Ref120178750][bookmark: _Toc145089788][bookmark: _Toc145254412][bookmark: _Toc183706383]Figure 1: hierarchical matrix to summarise findings & economic conclusions from 
economic studies of nurse staffing / skill-mix increase
We were able to extract or calculate mortality-based cost-effectiveness estimates from 8 studies, and these are summarised, alongside the 2021 per capita gross domestic product of the country providing the estimate in Table 2.  Twigg et al 80 and Van den Heede et al.81 provide cost per life year. In both cases the cost per life year is far below per capita gross domestic product and adjustment for loss of utility (quality) is unlikely to substantively alter the conclusions that the staffing increases (in Australian general medical / surgical units and Belgium cardiac units respectively) are likely to be cost-effective at a gross domestic product-based threshold. McHugh’s finding that staff increases lead to improved outcomes and net cost reductions mean that the decision to implement a mandatory minimum staffing policy (and the resulting staff increases) dominate. For four studies in US and UK general medicine / surgery  19 15 79  70 71 the ratio between per capita gross domestic product / cost per life saved ranged from 0.371 to 3.2.70 However, both the US studies provided estimates for a ‘combined’ intervention, implying both increased RN staffing and additional changes in skill-mix beyond that which would result from the staff increases. Even the higher end of this range is potentially cost-effective if each ‘life saved’ gains 3.2 quality-adjusted life years. Other US studies require that each life saved yield more than 12 quality-adjusted life years68 or, in the case of Needleman et al.,74 nearly 70 quality-adjusted life years to achieve the gross domestic product-based threshold. Therefore, in this context, simple staffing increases are unlikely to be cost-effective from a provider perspective, although Dall found net economic benefit arising from increased productivity (of survivors) 68  and Needleman et al. found that increased RN skill-mix was an economically dominant strategy, resulting in improved outcomes at reduced cost.74



[bookmark: _Ref142988393][bookmark: _Toc183706699]Table 2 Costs per life saved from studies of increased staffing.
	Paper
	Country
	Patient group
	Main results
	Cost per life (*life year) saved 
(2021 equivalent)
	Cost per life (*life year) saved (2021 US$ PPPE)
	2021 per capita GDP (in US$)
	Cost per life / per capita GDP ratio

	Dall et al. 2009 68 
	USA
	General med /surg
	Increasing RN staffing in all hospitals to 75th centile
	US$ 839,930
	 US$ 839,930 
	US$69,287
	12.1

	[bookmark: _Hlk142989569]Griffiths et al. 2018 19
	UK
	General med /surg
	Increase of 1 RN HPPD
	GB£ 54,009
	 US$ 77,957 
	US$47,334
	1.6

	Griffiths et al. 2020 15 79 
	UK
	General med /surg
	Standard staffing policy (achieved RN HPPD 3.6) vs low staffing (achieved staffing 3.2 RN HPPD) 
	GB£ 14,560
	 US$ 21,016 
	US$47,334
	0.4

	Lasater et al. 2021b 70
	USA
	General surg (select)
	Better resourced hospitals (mean 4.3 patients per nurse, 85% RN skill-mix, 68% BSN) vs worse resourced (mean 5.8 patients per nurse, 78% RN skill-mix, 43% BSN) 
	US$ 221,815
	 US$ 221,815 
	US$69,287
	3.2

	Lasater et al. 2021c 71
	USA
	General med (select)
	Better resourced hospitals (mean 4.3 patients per nurse, 85% RN skill-mix, 68% BSN) vs worse resourced (mean 5.8 patients per nurse, 78% RN skill-mix, 43% BSN) 
	US$ 18,127
	 US$ 18,127 
	US$69,287
	0.3

	McHugh et al 202282
	Australia
	General med/surg
	Increase staffing to meet specified ratio policy
	AU$ 0 
(AU$ 227,586)
	(US$158,158)
	US$ 59,934
	0.0

	Needleman et al. 2006 74
	USA
	General med /surg
	Raising the number of licensed hours nationally to the 75th centile
	US$ 4,840,377
	 US$    4,840,377 
	US$ 69,287
	69.9

	Twigg et al. 2013 80
	Australia
	General med /surg
	Implementation of RN HPPD staffing model – net 12% increase in RN hours 
	AU$12,114*
	 US$ 8,418 *
	US$ 59,934
	0.1

	Van den Heede et al. 2010 81
	Belgium
	Cardiac surgery
	Increasing staffing to the 75th percentile (additional 0.8 FTE per unit)
	€ 3,510*
	 US$ 4,726*
	US$ 51,768
	0.1


BSN – Bachelors Science Nursing, FTE – Full time equivalent, GDP – Gross domestic product, HPPD – Hours per patient day, Med – medical, PPPE Purchasing power parity equivalent, RN Registered Nurse, Surg – surgical


0. [bookmark: _Toc145059338][bookmark: _Toc145091102][bookmark: _Toc188277170]Longitudinal studies 
As the major source of bias in most economic studies arose from their cross-sectional design (or the cross-sectional design of underlying studies), we undertook a systematic review of longitudinal studies of nurse staffing and outcomes. These potentially offer confirmation of findings from cross-sectional studies, with lower risk of bias and stronger ability for causal inference. This review was published under a CC BY license as “Nurse staffing levels and patient outcomes: A systematic review of longitudinal studies,”34 where it is reported in full. 
Despite the widespread conclusion from previous reviews that most such studies were cross-sectional, we found 27 papers reporting longitudinal studies published since 2003, with a majority (17) published since 2016. More studies (seven) came from the United States than any other country,84-90 with four other studies from North America, all from Canada.91-94 Other studies came from the United Kingdom,16 19 22 47 95 other European countries,96-101 and Australia.82 102 103 Early studies mostly (six out of nine) addressed staffing in intensive care units (including neonatal intensive care), while the more recent studies, from 2016 on, have mostly addressed general adult inpatient populations (13/17) in medical and/or surgical units. Most were single hospital studies (15/27), but there were some notable exceptions, with three studies including over 50 hospitals, but none of these were from the UK.82 90 95 Patient samples ranged between 85100 and 489,155.82 Most post-2016 studies used electronic sources such as e-rosters for staffing data (11/17). All studies were observational, quantifying the consequences of “naturally” occurring variation, but two could be construed as quasi-experimental82 103 because they evaluated deliberate changes in staffing policy. Most studies measured individual patient exposures to low staffing or variation in staffing, with the ‘exposure window’ (i.e. the period of staffing measured prior to the outcome) ranging between six hours91 and 30 days.90 Staffing measures were operationalised in a variety of different ways, making direct comparisons between studies difficult and pooled estimates impossible. 
We used the ROBINS-I tool57 to assess the risk of bias relative to the results of a well-conducted randomised controlled trial with staffing change as the intervention.  Despite the potential strength of longitudinal design, most studies were assessed as either at serious (12 studies) or critical (five studies) risk of bias. Eight had moderate risk of bias and only three 22 92 98 were judged to be at low risk of bias.
Findings are consistent with an overall picture of a beneficial effect from higher registered nurse staffing on preventing patient death, the most studied outcome. Focusing on results from studies with low risk of bias, among 138,133 adult patients admitted to general wards in a UK general hospital, the hazard of death was increased by 3% for every day a patient experienced low RN staffing. Low and high nursing assistant staffing was also associated with increases in mortality.22 Among 146,349 adult medical, surgical, and intensive care patients admitted to a Canadian university health centre, every 5% increase in the cumulative proportion of understaffed shifts was associated with a 1% increase in mortality. Neither RN experience nor skill-mix were significantly associated with mortality, but every 5% increase in the proportion of hours worked by bachelor’s degree-prepared RNs was associated with a 2% reduction in the risk of death.92 Among 79,893 adult inpatients in general and intensive care units of a Swiss university hospital, exposure to shifts with low staffing was associated with 10% higher odds of mortality. The associations between mortality and staffing by other groups was less clear, with both high and low staffing of unlicensed and administrative personnel associated with higher mortality.98 
While all three of these studies used deviations from expected staffing as a criterion, different definitions and thresholds were applied. On the one hand, Griffiths et al.22 used the ward mean hours to define expected staffing and this was also the threshold for low staffing. On the other hand, Rochefort et al.92 used the shift mean to define expected staffing, with 8 hours below expected as a threshold. Conversely, Musy et al.98 used a regression-based approach to define expected staffing, incorporating patient numbers and turnover, using the median observed-to-expected ratio plus / minus 0.5 to define high / low staffing. Griffiths et al.22 and Rochefort et al. 92 used time-varying exposures in a survival framework, with Griffiths et al.22 considering different exposure windows; the primary analysis reported exposure during the first five days. Thus, while these effect estimates are (broadly) similar in magnitude they are impossible to compare directly and arise from single hospitals in three different health systems.
The evidence is less clear for other patient outcomes such as infections and these results also had a higher risk of bias, but in general the proposition that higher registered nurse staffing is likely to lead to better patient outcomes is supported. 
0. [bookmark: _Toc145059339][bookmark: _Toc145091103][bookmark: _Toc188277171][bookmark: _Hlk115687830]Multi-disciplinary staffing
We found no existing reviews of studies reporting associations between outcomes and health care staff levels for professional groups other than nursing. As a significant potential confounding factor is the omission of staffing by other professional groups, in our review we included only studies of staffing by nursing plus one or more other groups, as the association with nurse staffing is established. This also had the advantage of allowing us to assess if nurse staffing effects remained when other staffing effects were included in multivariable analyses.  We focussed on mortality as a critical safety outcome potentially relevant to all groups. This review was published under a CC BY license as “The association between multi-disciplinary staffing levels and mortality in acute hospitals: a systematic review”,104 where it is reported in full.
We found only 12 studies that explored the association between multidisciplinary staffing levels and mortality where nurse staffing was also included. Studies were published between 1999 and 2020 and included data from the USA (five studies), the UK (two) or other European countries (three) and South Korea (two). Studies were all multi-centred, including data from between four105 and 3,763 hospitals.106 Patient sample sizes varied, ranging from 1,864107 to 23,879,998.106 Studies with smaller samples focused on specific patient populations e.g. patients who had a gastrectomy107 or patients from intensive care settings only,105 108 whereas the larger studies included less specific populations of general medical and / or surgical patients. All but one study used bed- or patient-to-staff ratios (or vice versa) to measure staffing levels. The sole exception used a staff per admission ratio.109 
The risk of bias was assessed as high in most studies because of the underlying weakness of the cross-sectional designs. Cross-sectional associations with high levels of aggregation such as annual unit- or hospital-level staffing averages and outcome rates were typical. The sole exception explored the effect of shift by shift staffing levels on risk of death in intensive care units.105 
There was a statistically significant association between higher levels of registered nurse staffing and lower mortality rates in seven studies out of 12.105 106 110-114 Where associations with registered nurse staffing levels were not statistically significant point estimates were still in the direction of a beneficial effect from higher levels of staffing.17 107-109 115 The effect sizes were typically small. For example, an increase of one registered nurse hour per patient day in Danish medical units reduced odds of death by less than 1%110 and an additional nurse per bed in US hospitals reduced the absolute death rate by 0.26% (mean death rate was 9.6%).106 Estimated nurse staffing effects, while generally statistically significant, did tend to be lower in multi-variable models controlling for other staff groups than in models including nurse staffing only. For example in Griffiths et al.’s study of English NHS hospitals a decrease in the mean registered nurse workload from 10 or more patients to six or fewer was associated with a 20% reduction in the risk of death in the single staff group model, which reduced to 11% in the model including medical staffing levels.17 Studies examining nursing assistant staffing and other grades of nurse found mixed results with some studies showing harm and some benefit from higher staffing levels by these groups.
The most frequently studied non-nursing staff group was medically qualified (physician / surgeon) staff, with eleven studies reporting associations. Of these, seven found that higher levels of staffing were statistically significantly associated with lower hospital mortality rates.17 105 106 108 110 113 114 Other associations were not statistically significant but, where reported, coefficients favoured higher staffing.111 112 114  Only two studies reported on staff groups other than medical and nursing staff, both from the USA. Although both these studies were very large both are very old. Bond et al. analysed 1992 data from 3,763 US hospitals and found that hospitals with more pharmacists and medical technologist staff per bed had lower mortality rates. Hospitals with more administrative staff per bed had higher hospital mortality. Other associations with multi-disciplinary staff were not statistically significant.106 Robertson and colleagues, analysing data from 1,791 US hospitals (1989-1991), found that higher levels of respiratory therapists and respiratory therapy technicians employed per 100 adjusted admissions were associated with lower mortality rates from chronic obstructive pulmonary disease. Other associations were not statistically significant.109 
0. [bookmark: _Toc145059340][bookmark: _Toc145091104][bookmark: _Toc188277172]Review summary and conclusions
We found a considerable body of economic evidence about the effects of changes in nurse staffing and skill-mix that has been published since the last known reviews. Many studies use a limited range of costs, and few provide estimates in terms of cost per (quality-adjusted) life year saved. Nonetheless, the results are consistent with increasing the level of registered nurse staffing or the proportion of registered nurses in the nursing team being cost-effective interventions, potentially costing substantially less than per capita GDP per quality-adjusted life year. However, the studies come from diverse contexts and evidence may not generalise. Furthermore, in most cases the underlying study designs used to estimate staffing outcome associations are at risk of bias. 
The relationship between nurse staffing levels and patient outcomes, in particular mortality, is confirmed in longitudinal studies and a causal interpretation of the relationship seems beyond doubt, but few of these studies are able to provide unbiased estimates of effect sizes. Many of the sources of bias are likely to reduce the estimated effects of nurse staffing, because more acutely ill patients are likely to be judged to require a higher staffing level, which creates an endogenous relationship whereby high risk leads to higher staffing levels. Studies with lower bias are single-site studies and variation in contexts and the staffing and exposure measures used means that estimates cannot be pooled or generalised. Considering a major potential source of bias in cross-sectional studies we found evidence that estimates of nurse staffing effects from such studies may be overestimated when medical staff are omitted from the analysis. Our review of evidence of multi-disciplinary staffing levels also revealed that other than nursing and medicine there is remarkably little evidence about the association between other staff groups such as allied health professions and patient safety, although the limited available evidence does indicate potentially important effects from such staff. 

[bookmark: _Toc145059341][bookmark: _Toc145091105][bookmark: _Toc188277173][bookmark: _Hlk142999814]Methods
We undertook a series of analyses to explore the association between health care staffing levels and outcomes using several data sources. Broadly the study comprises two parts. In one we use national routine data to explore associations at a hospital Trust level. The analyses are cross-sectional and are predominantly hospital Trust-level with annual cross-sections although we were able to analyse monthly associations between ward staffing and some nurse-sensitive quality indicators. In the second part we use detailed patient and nurse roster data to explore longitudinal associations between staffing levels and outcomes in a sample of hospital Trusts. The full protocol for this study is available at https://www.fundingawards.nihr.ac.uk/award/NIHR128056. 
0. [bookmark: _Toc145059342][bookmark: _Toc145091106][bookmark: _Toc188277174][bookmark: _Hlk144301421]Cross-sectional study (national, hospital Trust-level)
This was a retrospective observational study using routinely available data on clinical healthcare staffing and quality. We included all 138 National Health Service (NHS) hospital Trusts providing general acute adult inpatient services in England between April 2015 and March 2019. Hospital Trusts are defined as organisational units within the NHS that service a defined geographical area or that provide a specialised function. One Trust can therefore encompass several hospitals. This level of analysis was necessary because staffing data and most of the potential outcomes were only reported at a Trust level. We linked Trust-level datasets for workforce data, other Trust characteristics and outcomes for patients and staff from NHS digital and NHS England data collections using the unique hospital Trust ID. These datasets are openly available and accessible, along with the data dictionary.116 117 118 
[bookmark: _Ref143507650]The unit of analysis was Trust per year. Trusts that reported at least one year of complete data were included. The number of hospital Trusts that were included varied by outcomes and also varied by year as organisations merged. In general, missing data was low. For example, for the mortality analysis there were 540 observations from a total of 138 Trusts, of which 519 (96%) contained data on all variables and were therefore included in our analyses. Observations with missing data were removed from the analyses. 
[bookmark: _Toc145059343][bookmark: _Toc145091107]Trust and staffing data.
Staffing variables are published monthly. We used full-time equivalent (FTE) values to calculate the annual average available staff at each hospital Trust from April to March the following year (the NHS financial year and the reporting period used for annual reports). One FTE is based on the standard contractual hours for the relevant staff group. Clinical staff are classified according to occupation codes. We grouped categories of clinical professional staff, merging smaller groups with related groups to create eight groups: medically qualified staff (sub-divided by specialty: medical, surgical, other), nurses, support to nurses, Allied Health Professions (AHP), support to AHP, and scientific, therapeutic, and technical (ST&T) staff. The nurses’ group was composed of nurses in adult services only. The nurse support group included support to adult and general nurses, and nurses in training which would include trainee nursing associates and apprentices but not student nurses in placement on wards. The AHP group included occupational therapy, physiotherapy, speech and language therapy and other professionally qualified therapy staff. The ST&T group included pharmacists, and operating theatre staff among others. Because our core clinical outcome and the patient experience survey related to adult general hospital care, we excluded psychiatrists and paediatricians. See Appendix 2 for more detail and the full list of included groups. As these data represent employed staff as opposed to hours deployed, overtime and other hours worked outside contracted hours are not recorded in these FTE.
We calculated the average number of occupied (general) beds per Trust per year by averaging across the four quarters reported each year. Beds assigned to maternity, mental illness, and learning disabilities services were excluded (as were staff in these areas). These general beds represented 96.2% of the total beds available across all hospital Trusts included in the study.  The number of acute beds was used to calculate an occupied bed-per-staff ratio for each staff group per hospital Trust per year. We also used the number of beds to describe Trust size. Hospital Trusts in the upper tertile (i.e., the upper third of Trusts, ranked by size) were classified as large, while those in the lower tertile were deemed small Trusts, with the remaining classified as medium-sized Trusts. Trust teaching status was derived from the Estates Returns Information Collection,119 which contains variables on Trust profile. 
[bookmark: _Ref143681166][bookmark: _Toc145059344][bookmark: _Toc145091108]Outcomes
For risk-adjusted mortality we used the Summary Hospital-level Mortality Indicator (SHMI), which compares observed and expected deaths.120 The SHMI includes all in-hospital deaths and those that occurred within 30 days of discharge from patients admitted to non-specialist acute Trusts. SHMI data are derived from the Hospital Episode Statistics (HES) at the level of provider spells (i.e., total continuous stay of a patient using a hospital bed at an NHS organisation, which can comprise of several episodes under the care of different specialists), and the HES-Office of National Statistics linked mortality data. The latter captures deaths that occur outside of hospital. Data used to calculate the SHMI are submitted by each hospital Trust. 
SHMI expected deaths are calculated based on individual patient characteristics that can affect the risk of mortality, including the patient’s condition for hospitalisation, comorbidities,121 age, gender, and method of admission to hospital. Logistic regression models estimate the risk for each provider spell, with binary variable as outcome (i.e., died or survived). The SHMI model performs well with early validation demonstrating that it accounted for 81% of between-hospital variations with a c-statistic (area under the receiver operator curve) of 0.9.122 The models are based on the preceding three years’ data, with the last year’s data used to calculate the current SHMI.120 We used the dataset that contains mortality data from April to March the following year to report on annual mortality rate for each hospital Trust included in this study to match the corresponding annual staffing data. 
To explore patient experiences, we used results from the adult inpatient survey, undertaken every year in a sample of NHS patients. Sample sizes vary but are generally large with a fair response rate (for example 77,850 responses/ 44% response rate in 2016 and 76,915 responses/ 45% response rate in 2019). The survey was originally developed in consultation with NHS service uses and others by the Picker Institute and covers a broad range of experiences. To reflect the contributions of all staff along the patient’s pathway during admission, we used the single summary evaluation “Overall, how was your experience while you were in the hospital?” rated from 0 (very poor) to 10 (very good), averaged at the hospital Trust level.
To explore staff experiences we used results from the NHS staff survey, which is conducted annually.123 The survey is sent to all NHS staff with achieved samples in acute hospital Trusts in recent years ranging from 128,198 staff in 2015 (response rate 41%) to 258,011 in 2019 (response rate 44%). The survey was developed by the Picker Institute with items and themes based on existing measures and constructs with adaptations made by a steering group followed by cognitive testing of revised items.124 Because of slight changes in items from year to year and because results for individual items are not weighted by staff groups, we focussed our analysis on domain scores calculated for a range of themes:
1) Equality, diversity & inclusion
2) Health & wellbeing
3) Immediate managers
4) Morale
5) Quality of care
6) Safe environment – bullying & harassment
7) Safe environment – violence
8) Safety culture
9) Staff engagement
10) Team working
We scrutinised the contents of each theme and consulted with clinical experts, academics with an interest in workforce and patient/public contributors in our advisory group to select the themes that were likely to be directly influenced by and / or represent a possible staff outcome resulting from staffing levels. As a result of this consultation, consensus emerged that Health & wellbeing, Morale and Quality of care were the outcomes most likely to be influenced by staffing levels (see 3.6 below). For the detailed content of each theme see Appendix 2 Table 31. The scores are assigned based on positive outcome, so the most favourable response will be scored 10, while the worst will be scored 0 with intermediate items assigned scores with equal intervals. The theme score is the mean of response in that theme (subject to at least three items being scored). To make each Trust’s scores comparable with other Trusts of the same type, individuals’ scores within each Trust are weighted so that the occupational group profile of the organisation reflects that of a typical Trust of its type. 
[bookmark: _Toc145059345][bookmark: _Toc145091109]Analysis
We performed data linkage, cleaning, coding, and analyses in R statistical software, version 4.0.2,125 using the lme4 and glmer packages v1.1-27.1126 and the plm package v2.4-3.127 Continuous variables were described as mean and standard deviation (SD) or median and inter-quartile-range (IQR), depending on the distribution of each variable. Categorical variables were described as frequencies and proportions. Crude annual mortality rates were calculated by dividing the number of observed deaths by the number of patient spells, for each hospital Trust each year. 
To explore the relationship between staffing levels and outcomes, statistical modelling was conducted at the hospital Trust-level using mixed effects models on up to four years of data (2016-2019). Outcomes were regressed onto hospital Trust staffing levels (expressed as the number of occupied beds per FTE staff). To account for variations in mortality risk related to case mix, we modelled observed deaths as a rate using expected deaths (as predicted from the SHMI model) as an offset in a multi-level negative binomial model.   
Models were adjusted for Trust size and teaching hospital status with Trust included as a random effect to adjust for clustering. Trust size was included as a control variable as there may be economies of scale that provide efficiency savings for staff or additional clinical facilities which could impact outcomes. Teaching status was included because there may be systematic variations in care quality or staffing requirements linked to teaching hospitals that are otherwise unmeasured. For patient and staff experience models, we assessed whether including each Trust’s crude mortality rate from the corresponding SHMI data set as an additional covariate improved model fit. For patient experience we also considered the percentage of older patients (aged 66 years old and over) in the sample, to account for possible age-related differences in response patterns. 
As well as simple random effects models, we tested within-between random effects models (WBRE), with Trusts as random effect, and staffing and hospital characteristics as fixed effects. These models can differentiate between effects arising from staffing differences between hospital Trusts and those that are associated with year on year changes of staffing levels within each hospital.128 129 Where we considered a range of potential models and / or variables to include in models, model selection was based on minimising the Akaike information criterion (AIC), the Bayesian information criterion (BIC) and the likelihood ratios.
We assessed potential collinearity between co-variates using correlation plots and Spearman’s correlation coefficient, and the overall multicollinearity for all predictors in the models using generalised variance inflation factors (GVIF), with a GVIF of more than 10 taken as a criterion to indicate substantial collinearity. As a sensitivity analysis, we reran the models excluding any variables that had a GVIF above five130 and noted any resulting substantive variation when reporting results.
0. [bookmark: _Toc145059346][bookmark: _Toc145091110][bookmark: _Toc188277175]Cross-sectional study (national, ward-level)
While most national data available to us is reported at hospital Trust level, there is additionally some nationally reported ward-level data for nurse staffing levels and quality. The Care Hours Per Patient Day dataset for NHS hospital wards over the period May 2016 to March 2020 was supplied by NHS England. This dataset reports an average value for each month (the sum of care hours for the month divided by the sum of midnight census patient counts) by staff group (RN & Unregistered Health Care Support Worker) for each ward in NHS Trusts. The data supplied for this analysis differs from that made publicly available (https://www.england.nhs.uk/care-hours-patient-day-chppd-data/) by including planned as well as actual Care Hours Per Patient Day. 
[bookmark: _Toc124612742]Quality measures were derived from harms identified in the NHS Safety Thermometer which is based on a monthly point prevalence survey of a range of potentially nurse-sensitive patient harms.131 The dataset from January 2016 to March 2019 was publicly available to be downloaded from NHS Digital. The Safety Thermometer data include patient age, location (Trust, ward and specialty), the presence / absence and type of harm. Harms included in the Safety Thermometer are pressure ulcers, falls, urinary catheterisation and urinary tract infections in catheterised patients and venous thromboembolism (see Appendix 2 Additional methods for details of harms and coding). 
[bookmark: _Toc145059347][bookmark: _Toc145091111]Data cleaning and linkage
The data were cleaned prior to linkage using basic rules – observations with zero values for planned RN staffing and those with missing identifiers or linkage variables were dropped.  
The Care Hours Per Patient Day dataset contained data from 215 NHS Trusts with 257,159 observations over the date range from May 2016 to March 2020. Excluding observations with missing, invalid or unfeasible values for planned/actual Care Hours Per Patient Day resulted in 256,775 observations, of which 207,780 were in acute hospital Trusts. From the Safety Thermometer data, we compiled monthly counts of harms, patients and patients over 70 years old (the only demographic data contained in the data). The resulting Safety Thermometer dataset contains 316,068 observations over the date range from January 2016 to March 2019, of which 207,229 were in acute hospital Trusts. We then created aligned datasets in terms of common dates and Trusts.  Trusts and dates were linked exactly, using the organisation code. 
We then linked data by ward within each Trust. As there was no standardisation of ward naming between the two datasets, wards were linked probabilistically using the R fedmatch package,132 using weighted Jaccard distance based on matching words in ward names and how frequently those words appear within the Trust (for example in the case of “Pembroke Ward” the word “Ward” is not very informative whereas the name “Pembroke” is). When matching was less than exact, we used matching on speciality as a verification criterion. The merged dataset contains 96,050 observations of which 40,064 were exact matches on ward name. Of the remaining 55,986 fuzzy matches, 32,181 matched on specialty. As a result, the final dataset contained 72,245 observations. While most of the data show credible care hours per patient day, patient counts and harms for a single day, extreme values of 842 (for patient count) or 161 (for harms) suggest some sites may have reported cumulated figures of the full month. A pragmatic decision was taken to exclude rows where the patient count was greater than the 90th percentile (33 patients). Similarly, we excluded records where care hours per patient day exceeded 48 (that is a 2:1 staff-to-patient ratio). 
[bookmark: _Toc145059348][bookmark: _Toc145091112][bookmark: _Toc124612743]Analysis 
The relationship between staffing levels and incidents was assessed using a linear mixed model (to account for repeated observations), with the count of incidents (monthly) as the dependent variable, using the R lme4 package. Log of the number of patients was used as an offset. Covariates in the model were ward specialty, proportion of patients over 70 years old, Trust type (specialist, teaching or other), Trust size (available beds) and region (London, South West, South East, Midlands, East of England, North West, North East and Yorkshire). Staffing was measured as the deviation between planned and actual staffing (shortfall), calculated as planned minus actual hours per patient day.
0. [bookmark: _Toc145059349][bookmark: _Toc145091113][bookmark: _Toc188277176]Longitudinal study (selected Trusts, patient-level) 
We recruited four NHS Trusts to participate in the retrospective longitudinal study where we linked daily ward-level staffing data to individual patient records and ward incident reports, as well as exploring the impacts of staffing levels experienced by staff members on subsequent sickness absence. The individual patient data came from the electronic care records of the four participating Trusts and was provided in an anonymised form with patient pseudonyms replacing identifiers. Similarly, roster data was provided with staff pseudonyms.
The Trusts were diverse in many respects including registered nurse, medical and allied health professional staffing levels, size, teaching status and region (see Table 3). Trust 1 was located in an urban area with a relatively high proportion of people born outside the UK (25% vs 17% national average) with 15% identifying as Asian ethnicity (the largest non-white ethnic group) in the 2021 census. A higher-than-average proportion was economically inactive (46% vs 39%), and a lower-than-average proportion were in higher managerial, administrative and professional occupations (9% vs 13%). Trust 2 was also in an urban area with a proportion born outside the UK of about the national average (17%) with 7% identifying as Asian ethnicity (the largest non-white ethnic group). Slightly fewer people than the national average were economically inactive (38% vs 39%) but a lower-than-average proportion were in higher managerial, administrative and professional occupations (10% vs 13%). Trust 3 was in a small town in a primarily affluent rural area. There was a lower-than-average proportion of people born outside the UK (11% vs 17%) and the largest non-white ethnic group (Asian) was only 3% of the population. In contrast with the previous two Trusts the age profile included higher proportions of older people, a lower-than-average proportion were economically inactive (37.5% vs 39%), and a higher-than-average proportion were in higher managerial, administrative and professional occupations (15% vs 13%). Trust 4 was in greater London, with the local area having an ethnically diverse population with a high proportion born outside the UK (45% vs 17%) and 18% identifying as of an Asian ethic background. A lower-than-average proportion were economically inactive (37% vs 39%) and a much higher than average proportion were in higher managerial, administrative and professional occupations (24% vs 13%) although the area also included a higher-than-average proportion of those who had never worked or were long-term unemployed (10% vs 8.5%).
[bookmark: _Ref143508605][bookmark: _Toc183706700]Table 3 Contextual data for participating Trusts (2019)
	
	Teaching
	Region
	Beds (occupancy)1
	Admissions2 
	RN / occupied bed3
	Medics per occupied bed
	AHP
	Mortality rate
	SHMI
	Staff satisfaction4
	Patient satisfaction5

	Trust 1
	Y
	Mid
	1746 (87%)
	139775
	2.02
	1.11
	0.44
	3.2%
	103%
	56%
	7.91

	Trust 2
	N
	SE
	1056(96%)
	83595
	1.67
	0.88
	0.31
	3.8%
	105%
	64%
	8.01

	Trust 3
	N
	SW
	523 (94%)
	38355
	1.38 
	0.72
	0.34
	2.7%
	101% 
	68%
	8.33

	Trust 4
	Y
	Lon
	993 (79%)
	117990
	2.74
	1.71
	0.68
	1.1%
	69%
	63%
	8.34

	National median
	
	
	753 (90%)6
	66440
	1.64
	0.87
	0.44
	3.3%
	101%
	63%
	7.91

	
	
	
	
	
	
	
	
	
	
	
	


Consequences, costs, and cost-effectiveness of different workforce configurations
1. 
1. Source: Average daily number of available and occupied general acute beds open overnight April 2018 to March 2019 NHS England: SDCS data collection - KH03		
1. Spells contributing to SHMI March 2019 (April 2018-March 2019)
1. Staff per bed based on annual workforce reports 2018-19 using groups defined in section 3.1 above
1. Staff satisfaction survey 2019 – Percentage of staff selecting Agree or Strongly Agree for q21c - I would recommend my organisation as a place to work. Benchmark group is acute and acute & community.
1. 2019 Patient survey – average score overall rating / 10
1. Median calculated from all Trusts classified as acute (small, medium, large) or acute teaching in NHS benchmark groups
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[bookmark: _Toc145059350][bookmark: _Toc145091114]Sampling and data sources
Patient data was sourced from electronic care records and ward-based incident reports. Staffing data was sourced from electronic roster systems and electronic temporary (bank and agency) staffing records where these were held separately. We gathered data over the period April 2015 to August 2020 for patients who met the inclusion criteria of having at least part of their admission as an overnight stay in an inpatient area, although discontinuities and differences in implementation in roster systems meant that we were unable to access data for the entire period from all Trusts. We also took a decision to discard data after March 2020 because the COVID-19 pandemic meant that patient flows and staffing patterns were highly atypical and emergency reorganisations of care provision meant that we could not be confident that nursing rosters accurately reflected staff deployment. See Appendix 2, dataset preparation & cleaning (longitudinal study) for more detail.
[bookmark: _Toc145059351][bookmark: _Toc145091115]Patient data
Patient data consisted of patient demographics, method of admission, patient movements between wards, clinical ICD-10 diagnoses codes and OPCS-4 procedure codes. A code for the Health Care Resource Group (HRG version 4) was also supplied.133 This is a summary code for clinical treatments provided during the admission. Nominal costs (tariffs) are associated with these. Three of the four Trusts also provided the first National Early Warning Score134 for each admission from electronic care records. The demographics data provided included gender, age group (5-year grouping) and method of admission.  
To account for patient-level risk factors we used details in the patient record to calculate a predicted risk of mortality using the published Summary Hospital Mortality Indicator (SHMI) model135 based on diagnostic group, age and comorbidity according to the definitions in the SHMI specification version 1.30 issued 30th April 2019.25 We used coefficients from this April 2019 model, which had been developed from national data for the previous three years (April 2016 to March 2019), approximately coinciding with the study period. This approach allowed us to apply robust estimates of risk associated with a wide range of diagnostic groups (including the effect of interaction between age and comorbidity) derived from a national population, whereas directly adjusting for mortality risk using the same factors using only local data would inevitably mean that risks associated with some diagnoses could not be accurately estimated. As the risk of adverse outcomes has associated with particular times of year and days of the week, we included admission month in the data and derived indicator variables to identify weekend admissions and weekend stays.
The primary outcome for the study was death from all causes within 30 days of admission, where day one was the admission day and day 30 is included. This was determined either from the date of discharge when a discharge method of “death” was recorded or from a date of death on patient records in the case of those discharged alive. Post-discharge dates of death were retrieved from a national patient demographic service and automatically incorporated into the patient records. The precision was by day rather than by exact time.
Length of stay was calculated from admission and discharge dates and times. Readmission within 30 days of discharge was inferred by identifying a non-elective admission for the same patient to the same Trust by day 30 after discharge, where day one is the day following discharge and day 30 is included in the interval.
After considering nursing-sensitive outcomes from an umbrella review of research,36 we identified a small number of adverse events and incidents that were identified as sensitive to nursing, and which could feasibly be identified in the available data (see Appendix 2 Table 32). We identified pressure ulcers, pneumonia, and venous thromboembolisms from ICD-10 diagnosis coding in the patient record. The dataset did not identify whether conditions were present on admission, so a sub-cohort of surgical patients for analysis was determined by admission specialty as the conditions were less likely to be present on admission in this group. 
Records of patient safety incidents were extracted from the Trusts’ risk management systems. These data were supplied in an anonymous form whereby a coded incident was recorded along with the ward and date, but with no details about the patient. From these incident reports we identified falls, medication errors and pressure ulcers. Incidents were also categorised by severity (no harm, harm, significant harm and severe harm). 
Staffing data
Staffing data consisted of worked shifts and absences. These included details of the occupational group and pay banding along with the shift fulfilment source (substantive contract, bank or agency). Staff demographics were unavailable. Some data on other occupational groups such as physiotherapists, dieticians and speech therapists were provided but the electronic records were not complete and did not record time worked by ward and so could not be linked directly to patient admissions. Nursing staff were categorised as registered nurse (RN) or nurse assistant (NA) according to their pay band, with registered nurses being a band 5 or above and those on bands 2 to 4 categorised as nurse assistants.136 We defined senior nurses as those on band 6 and above and senior nurse assistants as those on band 4. Skill mix was defined as the proportion of all nursing staff hours that were worked by registered nurses.
The primary variables of interest for the study are staffing levels and workload for the nursing team, measured in hours per patient day. Hours of care per study day in a ward was calculated by job type (registered nurse or nurse assistant) from the worked shifts recorded for rostered staff (including temporary assignments to the ward) and from bank and agency records. Worked shifts exclude absences such as sickness and leave. To correspond as closely as possible with staff working patterns based on shifts, we defined two study periods corresponding to the day period of 7am to 6:59pm and the night period of 7pm to 6:59am and allocated hours to these periods. Each study day consisted of the concatenation of one day period with one night period, thus a study day was a 24-hour period starting at 7am. Worked shift hours minus break hours were apportioned to study days according to start and end times, with an assumption that all the break time was taken in the middle of the shift. 
Patient occupancy per study day in a ward was calculated as patient-days from patient movement records, with 1 patient-day equivalent to one patient occupying one bed for 24 hours. Hours per patient day (HPPD) for each job group was calculated per ward study-day (staff hours / patient days). Additionally, we derived a measure of workload associated with patient admissions to and discharges from a ward. We added the number of these movements together and divided by the staffing care hours to get a measure of ward throughput per RN hour and per NA hour.
As different wards have different staffing requirements, we calculated expected staffing levels to identify a threshold for low staffing. We had no consistent measure of staffing requirements, so we estimated the established (planned) staffing levels from the ward means. This approach has been used elsewhere in the absence of direct measurement of planned staffing requirements88 and our previous study found that ward means corresponded closely with the ward establishments (i.e. the planned number of staff per shift).19 Where we saw changes in ward use or case mix for the ward over time we divided the time series and calculated the expected staffing level for each period, treating the ward as (effectively) different wards with different expected staffing levels and workload associated with turnover (see Appendix 2).
We linked successive shifts for a staff member using a pseudonymised staff identifier. We identified planned shifts which were rostered but not worked and used the absence reason to identify sickness. We defined a sickness episode as starting on the first day a staff member was absent from work and ending when they next worked a shift. Variation in practices across Trusts meant that subsequent planned workdays missed through sickness could not be reliably identified, as standard weekday shifts were often substituted to record sickness for payroll purposes, so a ‘return to work’ date was inferred from the next worked shift after the start of the sickness episode. We estimated the sickness duration from these dates but limited the duration to a maximum of 365 days, as most employees are not eligible to receive any pay after 12 months’ sickness absence. We excluded worked shifts and absence episodes not preceded by any worked shifts in the previous seven days since they had no prior exposure.
Both worked shifts and sickness episodes for substantive staff were linked to staffing levels for shifts worked by the staff member in preceding week. The shift staffing levels were calculated in HPPD by linking each shift to ward occupancy records by location and date. 
We explored the possibility of identifying important demographic factors related to staff for use in modelling associations between staffing levels and sickness absence (e.g., age) but data governance constraints proved insurmountable as personal data would be linked to working patterns and there is no clear framework to permit the use of these data in this manner without consent. Similarly, we were unable to reliably identify staff turnover as we did not have access to records of when staff joined or left the hospital.
[bookmark: _Toc145059352][bookmark: _Toc145091116]Analysis
Patient outcomes
Staffing levels for each day of each patient’s stay were linked to the patient records. The explanatory variables of interest were exposure to variation in staffing levels during admission. Based on previous research we focussed analysis on exposures that occurred during the first five days of the hospital stay, accounting for most of the stay for most patients, although we assessed the sensitivity of results to staffing experienced over longer and shorter time periods. 
Since detrimental understaffing effects may accumulate over time, we modelled staffing levels with cumulative time dependent covariates in survival models for mortality and readmission. We constructed repeated observations, one per day, on the same patient over a period of time from the admission (i.e., onset of risk) until death or censoring at 30 days. We varied this approach where appropriate for other outcomes (see 0 below). We modelled patient staffing exposures both as days of low staffing and net deviations from norms over time. Separate variables were used for RN and NA staffing levels. 
Understaffed days were identified as an observed HPPD which fell short of the expected HPPD. We used the mean as the threshold for our main analyses, but we also tested alternative thresholds both above and below the mean. Cumulative shortfalls were calculated in several different ways. We accumulated counts of days where staffing was low (below the chosen threshold). Net deviation was calculated as the difference between the cumulative sum of expected staffing levels in HPPD and the cumulative sum of observed HPPD. A positive value indicated net understaffing.  An accumulated one-sided difference between the expected and observed HPPD was also tested, so a patient day where the observed level was at or above the expected level contributed zero to the sum.  If the patient spent time on two or more different wards on one day, then a simple mean, or weighted mean by occupancy time, of the two part-days of the ward staffing or workload measure was used for that day.
In addition to staffing levels, we considered other variables to account for patient turnover, seniority within each job type, and proportions of bank and agency care hours of total hours. These were added to models as time-varying covariates to determine the contribution of these additional factors. Workload from high patient turnover was also considered as a cumulative time-varying covariate. All models included ward as a random effect to account for the hierarchical nature of the data and non-specific ward characteristics. If a patient day included a ward transfer, the ward at the start of the day was used as the clustering ward. Other variables were non-time varying (patient risk, admission month, weekend admission / stay). Patient case-mix adjustment was undertaken using the SHMI risk score. As we had an admission NEWS score for a sub-sample, we tested the impact of this direct measure of acuity on admission in a sensitivity analysis.
We explored the data to determine evidence of non-linear effects by adding cubic and quadratic terms for staffing variables and explored whether the effect of one staff group is contingent on the level of another – specifically exploring the hypothesis that adding assistant staff will improve the relative effectiveness of registered nurses – by adding interaction terms.
Staff outcomes
We calculated the following summary exposures to staffing levels and configurations for each staff member from their shifts in the seven days prior to the start of each sickness absence episode, and prior to each worked shift as a control. 
· The mean shortfall (one-sided) of observed to expected HPPD staffing as a proportion of the expected staffing. 
· The proportion of registered nurse / nursing assistant hours that were provided by bank staff.
· The proportion of registered nurse / nursing assistant hours that were provided by agency staff.
· Mean skill-mix, calculated as the proportion of RN hours over all nursing hours
· The proportion of long shifts (i.e., 12-hours or more), which the subject had worked in the week prior.  
Shift pattern variables were included in our analyses as they have been found to affect sickness absence in previous studies.137 We also inferred whether the staff member was working part-time by checking if their median weekly worked hours in the previous 13 weeks was less than or equal to 26 hours excluding breaks. We used worked shifts for substantive staff as controls for sickness episodes.
[bookmark: _Ref143697915]Modelling Approach
[bookmark: _Hlk144208168]We used Cox mixed effect survival models extended to handle time-varying covariates for mortality and readmission outcomes.138 Hazard ratios and their 95% confidence intervals were produced along with p-values from 2-sided Wald tests. The assumption of proportional hazards (PH) was examined with graphs of scaled Schoenfeld residuals and was seen to be reasonable for the staffing measures. We explored several alternative parametric modelling frameworks including exponential and Weibull distributions, but models ran considerably slower than the Cox models, some taking days to run and often failing to converge, though where we were able to obtain estimates these models generally gave similar results. We considered alternative frameworks including pooled logistic and discrete time survival models which also took into account time-varying covariates, and logistic models with summary measures of staffing (e.g., proportion of days understaffed). Neither improved on the precision of the Cox models, nor produced significantly different results. As expected, the results closely approximated those of the Cox proportional hazards models, but this confirmed that our conclusions were unlikely to be altered by any particular assumptions about the survival function.139 140
For survival models we set the time origin to be the day after admission, requiring an overnight stay before being “recruited” to the analysis. Patients discharged on the same day as their admission were thus excluded but for remaining patients, exposure levels on the admission day were retained as part of the analysis. This method served to exclude day attenders at low risk and leads to mortality models with better discrimination and was thought to be appropriate when investigating the effect of staffing level exposures on inpatients. Although it did have the unintended effect of excluding those who died early in their hospital stay, emergency department staffing, a likely major influence on adverse events happening on the admission day, was outside the scope of the study. 
Readmissions were modelled in a very similar fashion to mortality. The main analysis was carried out for admissions with discharges but excluding admissions which ended with death. A sensitivity analysis was done with all admissions, ending with discharge or death.
Length of stay (LOS) measured in hours is a continuous outcome which exhibits a right-skewed distribution with mode near zero and heavy tails. Therefore, to better represent length of stay data features, the gamma distribution was used in a generalised linear regression model using summary measures of staffing and the discharge ward as a random effect. The staffing measure was the proportion of understaffed days for RNs and NAs during the exposure period which was the first five days of the hospital stay (or the entire stay if less than five).
Potentially nurse-sensitive adverse events were identified from diagnosis codes, but precise dates and times were not available. Therefore, survival analysis was not appropriate as we did not have a time for the event. We used logistic regression with a random effect for the admission ward. As with the length of stay analysis, a summary of the staffing exposure for each job type as the proportion of days during the 5-day exposure period which were understaffed was used. 
As incident reports were linked to ward days as opposed to individual patients, we modelled counts of incidents as the outcome using Poisson regression with daily ward occupancy as the exposure offset. We assessed the association between nurse staffing levels and the number of incidents occurring on that day. Because tissue damage can take time to become apparent, we also looked at lagged associations, using staffing on the previous three days. All incident models included control for the overall acuity of patients on the ward by including the mean predicted SHMI mortality risk for patients on the ward on that day.
We explored the association between staffing and sickness absence episodes with logistic mixed effect models, where the event was the start of a sickness episode (first unworked shift), and the controls were worked shifts. Ward and staff member were included as random effects to account for clustering of observations within individuals and within groups of staff in wards. Because sickness absence levels differ substantially for registered nurses and nursing assistants,137 we modelled them separately. 
Missing values
As the data sources were critical operational systems, there were few missing values recorded, although there were small numbers of admissions without coded diagnoses. These were omitted from regression models since diagnoses were needed for the patient adjustment. Missingness also arose from failures to match or align staffing data by location with patient data. This situation occurs when (for example) wards as organisational units change physical locations, and a mismatch arises between codes used in patient and roster systems. Patient days without any matched RN staffing were excluded, although patient days without any NA staffing were retained as it is plausible that a ward shift might operate without NAs. The previous day’s staffing values were carried forward in the case of missing values. 
Model fit
When considering alternative models in the context of survival and generalised linear mixed models, the approach we adopted was to balance model fit and parsimony based on information criteria obtained through maximum log-likelihood. As we built from our core model (patient risk and staffing exposure) we considered additional factors and judged the extent to which the model was improved. We used the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) to assess model fit, preferring models that minimise the values of both.141 We considered non-linear effects before interactions as mis-specified linear main effects can generate spurious interactions.142 
Because there are structural factors that largely operate at a hospital level, including levels of medical and other therapy staff, we initially modelled each Trust separately. Results were broadly similar. We found that models with effects for both Trust and ward had negligible difference in AIC (0.4) and BIC (1.2) from models with just ward effects, while providing almost exactly the same coefficients in our core models. We concluded that any hospital level effects were properly accounted for by the ward random effect and so we omitted Trust from the models to reduce the computational intensity.
Subgroup analyses
We undertook subgroup analyses considering particular patient groups (e.g., older patients, groups with high mortality risk) and groups exposed to staffing in particular types of wards such as critical care and high care. We analysed paediatric admissions as a separate cohort comprising of those who stayed in a paediatric ward and whose 5-year age band was no higher than the 15-to-19 band. 
Analysis Software
Dataset construction and analysis was undertaken in R 4.3.0143 using the Rstudio development environment.144 The tidyverse 2.0.0 package was used for data wrangling.145 The survival analysis data set used to model mortality and readmission was constructed with the survival 3.5-5 package146 and analysed with the coxme 2.2-18.1 package.147 The length of stay gamma regression modelling, and patient conditions and patient incident logistic modelling was undertaken with the lme4 1.1-33 generalised linear model package.126 Descriptive statistics used the finalfit 1.0.6 package wrapper functions.148 The rmarkdown 2.21 package was used to format output in the preparation of this report.149
0. [bookmark: _Toc145059353][bookmark: _Toc145091117][bookmark: _Toc188277177]Economic analysis
We used the results of these analyses to model the costs and consequences of changes in staffing levels required to avoid short staffing, estimating the incremental cost-effectiveness associated with change. Specifically, we used the observed staffing shortfall averaged over the study period and applied relative risks estimated in the statistical models to observed baseline data to estimate additional staffing requirements, the expected impact on patient outcomes, nurse staff sickness absence, readmission, and other relevant effects. The cost perspective is that of the hospital and so costs relate to the index admission and readmissions arising shortly after (30 days post discharge). Although our mortality outcome is measured up to 30 days after admission, we take a lifetime perspective by extrapolating quality adjusted life expectancies.
The quantity of staff hours required to eliminate staffing shortfalls was estimated from the count of patient days in the study, the proportion of days where staffing was below the mean and the average shortfall (in hours per patient day for registered nurses and for support staff). The costs of staffing to avoid these shortfalls was estimated, as were the costs associated with any differences in length of stay and readmissions. We adopted an NHS hospital provider perspective for costs, using national (NHS) reference costs for hospital stay150 and nationally representative unit costs for substantive staff.151 Additional charges were included to account for costs associated with employing agency staff. A summary of staffing unit costs used in the analysis, including upper and lower estimates used for sensitivity analysis, are shown in Appendix 2 Table 33. Costs of readmissions were based on the distribution of Health Resource Group codes133 for readmissions observed in study patients in combination with the national reference cost. Similarly baseline cost for the initial admission was estimated using the distribution of Health Resource Group codes in the original cohort. Costs of change in length of stay associated with staffing change were based on the estimated change in length of stay and valued using the NHS reference costs/ tariff for excess bed days.
We extrapolated the effects of reducing/ avoiding shortfalls on patient mortality and readmission using hazard ratios (HR) estimated in the statistical models. We assumed that the hazard ratio approximated to a risk ratio, an assumption that is generally valid in the short run and when probabilities of events are small, which is the case with mortality in this study.152 153 We applied the risks over the average patient exposure to days of low staffing levels during the first five days observed during the study period. For each staffing group the mortality effect was estimated as: 1-((|1-HR|)*Mean Exposure). The combined (multiplicative) effect for each staff group was applied to the observed mortality rate. The difference between the observed and modelled death rate was applied to the total number of deaths observed in the study to estimate the number of deaths averted by avoiding staffing shortfalls. A similar approach was adopted for modelling the effect on readmissions.
To facilitate comparison with other investments, we estimated the quality-adjusted life years that might be expected for each life saved/gained. Our approach was based on the discounted and quality-adjusted life expectancy (DANQALE) approach adopted in previous evaluations of policy interventions.154 This approach combines age/ sex-specific life expectancy estimates with quality of life valuations on the utility scale (anchor points being zero for death and one for perfect health) and discounts future life years by 3.5% per year (as specified in UK government guidance for policy evaluation)155, so that years of life in the distant future have less value than current years. This is more conservative than the widely recognised ‘Gates reference case’ which recommends 3% for global health evaluations156, in the sense that larger discount rates lead to reduced estimates of future quality of life gains.
[bookmark: _Hlk144209360]We used Office for National Statistics life tables to estimate age- and sex-specific life expectancy.157 Since the data supplied reported patient age groups, rather than a specific age (due to issues of confidentiality and identifiability), we calculated a sex-specific weighted average mortality rate for each age band. This was based on the population distribution in each age within each age band using the LifeTable() function from the R library MortalityLaws to create sex-specific abridged life tables. As those who are admitted to hospital are likely to be less healthy than the general population, we applied age-specific health state valuations for people with at least one existing health condition,158 derived from the Health Survey for England (see Appendix 2 Table 34). 
We compared the observed data with the estimated costs and consequences of eliminating low staffing, testing a range of scenarios focussing on full or partial elimination of low staffing and targeting specific patient groups. We calculated incremental cost-effectiveness ratios for each scenario, using cost per life saved and cost per QALY gained.
In the base case analysis, we estimated QALY expectations for the population of patients who die. In the base case scenario, we assumed that if those patients were to survive, the age-group/ sex-specific life expectancy would be the same as that of a similar individual with an existing condition in the general population – we tested this assumption by assuming a higher mortality expectation (hence shorter life expectancy) for hospitalised patients. Additional sensitivity analyses were conducted to determine the robustness of results with respect to other sources of uncertainty in the QALY calculation including statistical uncertainty in the life expectancy estimates, selection of quality-of-life weights and choice of discount rate. 
0. [bookmark: _Toc183693893][bookmark: _Toc183698654][bookmark: _Toc183706643][bookmark: _Toc145059354][bookmark: _Toc145091118][bookmark: _Toc188277178]Ethics and approvals
[bookmark: _Hlk145254166]The analyses of national routine data involved aggregate data that was publicly available and so no specific ethical approval was required.  We used the screening questions for the Health Research Authority integrated research application service to determine the required approvals and determined that the study was exempt from the requirement for approval by the National Research Ethics Service. Approval was sought and granted to undertake the research in NHS Trusts (IRAS ref 273185). Additionally, as a requirement of the University of Southampton we sought ethical review from the University’s system and were granted approval (ERGO 52957).
Although this is a non-interventional study using anonymous data with no realistic opportunity to reidentify individuals or to link to other data sources to do so, we are aware that there are matters of significant public concern over the use of data sourced from health records. These extend beyond the remit of data protection regulation, which cover personal data where a living person could be identified. Consequently, we used opportunities for patient and public engagement to share openly and in detail the nature of the data we had and to explore issues of concern that arose (see section 3.6 and the Supplementary Engagement and Involvement Report).
0. [bookmark: _Ref143850829][bookmark: _Toc145059355][bookmark: _Toc145091119][bookmark: _Toc188277179]Patient, Public and service engagement / involvement
Francesca Lambert (FL) is a lay co-investigator who contributed to the development of this project from the outset. Francesca as a parent of four, including adult twins who have learning disabilities and health problems, has engaged as a longstanding collaborator both as a someone who accesses health services (including acute care), and as an expert in linking patient and public involvement to research. Francesca has worked in both NHS and University research delivering patient and public involvement and engagement support and activities with many different patient and public groups and translating research for the lay audience. Her work informed the priority setting and engagement that preceded the development of this project and the initial engagement and dissemination strategy. Findings from these engagements included recognition of how important proper nurse staffing levels are for people’s confidence and trust in the NHS, the support for research to determine the right level and mix of staff but also people’s shock that this is a ‘safety’ issue.
“….patients don’t want to think that you’re just about ‘safe’, they want more than that…I don’t think that that term is right because it doesn’t mean anything to the public… their expectation is that of course care is safe…I think patients feel that that’s a given.”2 p.86
This project was developed with this concern in mind and was shaped by conversations and meetings with members of the patient and public involvement group attached to our Workforce Theme at the University of Southampton. At a joint workshop held with staff, patients and members of the public (23/39 patient and public participants) nurse staffing was voted the top ranking priority.159 and further workshops helped to refine questions and informed our decision to include patient satisfaction as an outcome in our panel study.
Because of the nature of this study – focussing on workforce requirements and provision, and in line with advice received from our patient and public co-applicant, we took a wide view of the potential beneficiaries of this research. Applying the widely quoted maxim “nothing about me without me”  160 we included NHS staff as potential beneficiaries of research but we also sought engagement from a public perspective as well as specifically those with patient experience. One result of this was the appointment of a local councillor as a lay member of our study steering group.
The study began concurrently with the beginning of the COVID-19 pandemic, and this impacted on many of our plans for ongoing involvement and engagement.  Planned events involving NHS staff had to be cancelled as COVID-19 related work had to be prioritised and early public events had to be conducted online. Despite this we have received significant ongoing engagement from the Trusts that volunteered to provide data for the study and many members of staff worked hard to progress approvals for a study that would not otherwise have been prioritised because it was recognised as an important for them. Further details of activities undertaken during the project are given in section   6.5  and the Supplementary Engagement and Involvement Report.

[bookmark: _Toc145059358][bookmark: _Toc145091122][bookmark: _Toc188277180]National Cross-sectional study results
We included a total of 138 hospital Trusts providing general acute adult inpatient services in England between April 2015- March 2019. Of these, forty-one (29.7%) of them were classified as teaching Trusts. The median number of acute general occupied beds was 674 (Inter Quartile Range [IQR] 486 to 912). There was considerable variation in staffing levels between Trusts. Beds per registered nurse (mean 0.61 beds per FTE) showed least relative variation (standard Deviation [SD] 18.0% of the mean). AHPs and AHP support showed most variation (SD 37.7% and 44.4% of the mean). Most variation was between Trusts and within-Trust variation was relatively small, with SD ranging from 4.9% of the mean for registered nurse staffing to 10.9% for AHP support (see Table 4).
[bookmark: _Ref143784247][bookmark: _Ref98776983][bookmark: _Toc183706701]Table 4 Occupied bed-per-staff across 138 hospital Trusts (2016-2019)
	
	Beds per FTE staff

	


Staff group 
	Q1
	Median
	Q3
	Mean
	SD
	SD as % of mean
	Within-trust SD (mean)
	Within-trust SD as % of mean

	Doctors (Medical) 
	3.05
	3.66
	4.30
	3.70
	0.96
	25.9%
	0.28
	7.6%

	Doctors (Surgical)
	3.10
	3.79
	4.28
	3.73
	0.81
	21.7%
	0.22
	5.9%

	Doctors (Other medical specialties)
	3.26
	3.96
	4.69
	3.94
	1.01
	25.6%
	0.27
	6.9%

	Registered nurse 
	0.54
	0.61
	0.68
	0.61
	0.11
	18.0%
	0.03
	4.9%

	Nurse support
	0.80
	0.93
	1.08
	0.93
	0.21
	22.6%
	0.07
	7.5%

	AHP
	1.88
	2.25
	2.74
	2.36
	0.89
	37.7%
	0.18
	7.6%

	AHP support
	7.91
	10.03
	13.01
	11.07
	4.91
	44.4%
	1.21
	10.9%

	ST&T
	1.80
	2.24
	2.82
	2.31
	0.75
	32.5%
	0.16
	6.9%


Q1: lower quartile, Q3: upper quartile, SD: standard deviation, AHP: allied healthcare professional, ST&T: scientific, therapeutic, and technical
Registered nurse staffing levels were strongly correlated with staffing levels in all doctors’ groups (rho>0.71). Nurse support staff levels were positively correlated to RN (rho=0.30), as were AHP and AHP support (rho=0.47).
0. [bookmark: _Toc145059359][bookmark: _Toc145091123][bookmark: _Toc188277181]Hospital mortality
Our final sample consisted of 519 observations of staffing, bed occupancy and mortality variables for the 4-year study period, clustered within 138 hospital Trusts. Annual mortality rates across all hospital Trusts were 3.44% for 2015-16, 3.46% for 2016-17, 3.23% for 2017-18, and 3.31% for 2018-19.  We first estimated models including a single staff group only (controlling for Trust factors). In these models, hospital Trusts with more occupied beds per FTE staff (i.e., lower staffing levels) were associated with a higher rate of death relative to the expected rate for all professionally qualified staff groups. The opposite effect was observed for support staff, where hospital Trusts with more beds per nurse support and AHP support staff staffing had lower mortality (Table 5).
[bookmark: _Ref98779362][bookmark: _Toc183706702]Table 5 Associations between beds per FTE staff and mortality from the negative binomial random effect models, adjusted for hospital Trust characteristics.
	 
	Estimates for single staff group models1 
(rate ratio)
	95% CI
	Estimates for multiple staff group model (rate ratio)
	95% CI

	Predictors
	
	
	
	

	Bed per medical doctor
	1.05***
	1.04 to 1.07
	1.04***
	1.02 to 1.06

	Bed per other medical specialties
	1.05***
	1.03 to 1.06
	1.03*
	1.00 to 1.06

	Bed per surgical doctor
	1.04***
	1.02 to 1.06
	0.98
	0.96 to 1.01

	Bed per registered nurse 
	1.33***
	1.15 to 1.54
	1.07
	0.88 to 1.31

	Bed per nurse support
	0.92*
	0.86 to 0.98
	0.85***
	0.79 to 0.91

	Bed per AHP
	1.02*
	1.00 to 1.04
	1.04***
	1.02 to 1.06

	Bed per AHP support
	0.99*
	0.99 to 0.99
	1.00**
	0.99 to 1.00

	Bed per ST&T
	1.02**
	1.00 to 1.04
	0.99
	0.98 to 1.05

	Teaching Trust
	0.96*
	0.92 to 0.99
	1.01
	0.98 to 1.05

	Small Trust (ref)
	
	
	
	 

	Medium Trust
	1.01
	0.97 to 1.05
	1.01
	0.98 to 1.04

	Large Trust 
	1
	0.96 to 1.04
	1.01
	1.98 o 1.05


1Single staff group models include one staff variable + Trust characteristics + random effect for Trust. Coefficients reported for Trust characteristics are from models with no staff groups
CI: confidence interval, AHP: allied healthcare professional, ST&T: scientific, therapeutic, and technical, * p<0.05, ** p<0.01, *** p<0.001

In most cases, estimated effects were reduced and some were no longer statistically significant when we included all staff groups in the model simultaneously. In the multi-staff group model, hospitals with more beds per FTE medical doctor (1.04, 95% CI 1.02 to 1.06), other medical specialties (1.03, 95% CI 1.00 to 1.06), and AHP staff (1.04, 95% CI 1.02 to 1.06) were associated with higher death rates (p<0.05). The associations with beds per surgical doctor and registered nurse were not statistically significant, although the observed effect for registered nurse remained relatively large (1.07). More beds per FTE nurse support (0.85, 95% CI 0.79 to 0.91), and AHP support (1.00, 95% CI 0.99 to 1.00), that is lower staffing levels from these groups, were associated with lower death rates (p<0.05) (Table 5). Despite potentially providing additional information by separately estimating effects due to differences between Trusts and staffing changes within Trust, the WBRE models provided considerably worse fit (e.g., AIC for random effects model was 250 versus 6418 for the WBRE model). Between-Trust effect estimates from these models were generally the same as in the simple random effect models while within-Trust effects were not statistically significant.
GVIF for all variables was less than 10 which is generally accepted as indicative of no evidence of multicollinearity. However, the GVIF for beds per other medical specialties was 6.1, so we ran the model omitting this variable as a sensitivity analysis and found similar estimates for the remaining coefficients, with no changes to substantive conclusions based on statistical significance.
0. [bookmark: _Toc145059360][bookmark: _Toc145091124][bookmark: _Toc188277182]Patient experience
Across the four years we linked a total of 583 responses from 149 Trusts. The mean response to the rating of overall experience was 8.15/10 with a standard deviation of 0.32. Trust average responses ranged from 7.35 to 9.23. While more beds per allied health professional and scientific and technical staff were associated with lower patient experience scores in the single staff group models, only beds per registered nurse was associated with a statistically significant reduction in experience scores in the multi-staff group models (Table 6). Other associations with staffing were small and not statistically significant. 
Adding the proportion of older people worsened the model fit (AIC and BIC increased, coefficient = 0). Including the Trusts’ mortality rates in the model improved fit and so this variable was retained, although the relationship was not statistically significant in the multi-staff group model. WBRE models provided considerably worse model fit.
[bookmark: _Ref105081135][bookmark: _Toc183706703]Table 6 Associations between beds per FTE staff and patient experience, from random effect models, adjusted for hospital Trust characteristics.
	 
	Estimates for single staff group modelsa 

	95% CI
	Estimates for multiple staff group model 
	95% CI

	Predictors
	
	
	
	

	Bed per medical doctor
	0
	-0.03 – 0.03
	0
	-0.04 – 0.05

	Bed per other medical specialties
	0.01
	-0.02 – 0.04
	0.03
	-0.03 – 0.08

	Bed per surgical doctor
	0.02
	-0.01 – 0.05
	0.07
	0.01 – 0.14

	Bed per registered nurse 
	-0.11
	-0.33 – 0.10
	-0.39*
	-0.76 – -0.02

	Bed per nurse support
	-0.09
	-0.22 – 0.03
	-0.02
	-0.20 – 0.16

	Bed per AHP
	-0.04*
	-0.08 – -0.01
	-0.04
	-0.09 – 0.01

	Bed per AHP support
	0
	-0.01 – 0.00
	0
	-0.01 – 0.01

	Bed per ST&T
	-0.02*
	-0.05 – -0.00
	-0.02
	-0.05 – 0.01

	Mortality rate
	4.71*
	0.52 – 8.89
	3.34
	-1.34 – 8.02

	Teaching Trust
	0.06
	-0.02 – 0.14
	0.09
	-0.00 – 0.18

	Small Trust (ref)
	
	
	
	

	Medium trust
	0.02
	-0.05 – 0.09
	-0.01
	-0.09 – 0.06

	Large trust 
	0.01
	-0.06 – 0.09
	-0.04
	-0.13 – 0.05


aSingle staff group models include one staff variable + % respondents over 65 years old (not reported effect size=0) + mortality rate + Trust characteristics + random effect for Trust. Coefficients reported for Trust characteristics are from models with no staff groups
CI: confidence interval, AHP: allied healthcare professional, ST&T: scientific, therapeutic, and technical, * p<0.05, ** p<0.01, *** p<0.001

0. [bookmark: _Toc145059361][bookmark: _Toc145091125][bookmark: _Toc188277183]Staff experience
One hundred and twenty-one Trusts in total provided returns for the staff satisfaction survey with 468 responses across the four years (241 for morale, as this was first introduced in 2018). The mean score (out of 10) for health and wellbeing was 6.0 (SD 0.28), for morale was 6.1 (SD 0.25) and for quality of care was 6.5 (SD 0.21). 
Models exploring the relationship between single staff groups and staff experience outcomes showed several statistically significant associations with more beds per staff member associated with lower staff experience scores, especially in relation to quality of care. However, most of these associatio7ns were reduced and were not statistically significant in models that included all staff groups simultaneously. Hospitals with more beds per registered nurse scored lower in terms of staff health and wellbeing and quality of care while hospitals with more beds per nursing support scored lower in terms of staff morale. Hospitals with more beds per surgical doctor (i.e., relatively lower staffing by surgeons) scored higher in terms of staff morale. Other associations with staffing were small and not statistically significant (Table 7). There was no evidence of collinearity in our models (GVIF less than 5).
[bookmark: _Ref104984047][bookmark: _Ref105059757][bookmark: _Toc183706704]Table 7 Associations between beds per FTE staff and staff experience from the random effect mixed models, adjusted for hospital characteristics (single and multivariable multiple staff group models)

	
	Health and wellbeing
	Morale
	Quality of care

	Single staff group modelsa
	estimate
	95% CI
	estimate
	95% CI
	estimate
	95% CI

	Bed per medical doctor
	-0.03
	-0.06 – 0.01
	0.01
	-0.04 – 0.06
	-0.06***
	-0.09 – -0.03

	Bed per other medical specialties 
	-0.04*
	-0.08 – -0.00
	-0.01
	-0.06 – 0.04
	-0.07***
	-0.10 – -0.04

	Bed per surgical doctor
	-0.05*
	-0.09 – -0.00
	0.02
	-0.04 – 0.08
	-0.08***
	-0.11 – -0.05

	Bed per registered nurse 
	-0.68***
	-0.94 – -0.43
	-0.19
	-0.60 – 0.23
	-0.75***
	-0.94 – -0.57

	Bed per nurse support
	-0.21**
	-0.37 – -0.06
	-0.5***
	-0.70 – -0.31
	-0.28***
	-0.40 – -0.16

	Bed per AHP
	-0.06*
	-0.10 – -0.01
	-0.09***
	-0.14 – -0.04
	-0.08***
	-0.11 – -0.04

	Bed per AHP support
	0
	-0.01 – 0.00
	-0.01***
	-0.02 – -0.01
	0
	-0.01 – 0.00

	Bed per ST&T
	-0.01
	-0.04 – 0.01
	-0.07***
	-0.10 – -0.03
	-0.04***
	-0.06 – -0.02

	Mortality rate
	8.49***
	3.28 – 13.69
	1.22
	-4.36 – 6.80
	-4.72*
	-8.58 – -0.85

	Teaching Trust
	-0.07
	-0.17 – 0.03
	-0.04
	-0.13 – 0.06
	0.01
	-0.06 – 0.08

	Small Trust (ref)
	
	
	
	
	
	

	Medium trust
	0
	-0.09 – 0.09
	0.01
	-0.09 – 0.10
	0.02
	-0.05 – 0.09

	Large trust 
	-0.06
	-0.15 – 0.04
	-0.07
	-0.17 – 0.03
	0
	-0.07 – 0.08

	Multiple staff group models
	estimate
	95% CI
	estimate
	95% CI
	estimate
	95% CI

	Bed per medical doctor
	0.02
	-0.04 – 0.08
	0.02
	-0.04 – 0.09
	0.01
	-0.03 – 0.06

	Bed per other medical specialties 
	0.03
	-0.04 – 0.10
	-0.05
	-0.14 – 0.04
	0.02
	-0.04 – 0.07

	Bed per surgical doctor
	0.08
	-0.00 – 0.16
	0.10*
	0.02 – 0.19
	0.02
	-0.04 – 0.08

	Bed per registered nurse 
	-1.30***
	-1.76 – -0.84
	0.10
	-0.50 – 0.69
	-0.92***
	-1.26 – -0.58

	Bed per nurse support
	-0.06
	-0.28 – 0.17
	-0.45***
	-0.68 – -0.22
	-0.02
	-0.18 – 0.15

	Bed per AHP
	-0.02
	-0.08 – 0.05
	-0.01
	-0.08 – 0.06
	-0.01
	-0.06 – 0.04

	Bed per AHP support
	-0.00
	-0.01 – 0.01
	-0.01
	-0.02 – 0.00
	0.00
	-0.00 – 0.01

	Bed per ST&T
	0.03
	-0.01 – 0.07
	-0.03
	-0.07 – 0.02
	-0.00
	-0.03 – 0.02

	Mortality rate
	4.74
	-1.14 – 10.62
	-3.50
	-9.86 – 2.86
	-5.46*
	-9.78 – -1.15

	Teaching Trust
	-0.04
	-0.16 – 0.09
	-0.00
	-0.12 – 0.11
	-0.08
	-0.17 – 0.01

	Small Trust (ref)
	
	
	
	
	
	

	Medium trust
	-0.04
	-0.13 – 0.06
	0.04
	-0.05 – 0.14
	0.00
	-0.07 – 0.07

	Large trust 
	-0.11
	-0.22 – 0.01
	-0.05
	-0.16 – 0.06
	-0.04
	-0.12 – 0.04


aSingle staff group models include one staff variable + Trust characteristics + random effect for Trust. Coefficients reported for Trust characteristics are from models with no staff groups. CI: confidence interval, AHP: allied healthcare professional, ST&T: scientific, therapeutic, and technical, * p<0.05, ** p<0.01, *** p<0.001

For morale and quality of care variables, the simple random effects mixed models were clearly preferable, giving the smallest AIC and BIC. For staff health and wellbeing, the WBRE was marginally preferable according to AIC (-199.5vs -195.1) but not the BIC (-104.7 vs -133.3). The statistically significant association between health and wellbeing scores and bed per registered nurse was identified as a within-hospital effect, arising from changes in beds per nurse within hospitals (Table 8). This model also identified a significant association between hospitals with more beds per surgeon and higher health and wellbeing scores.
[bookmark: _Ref104997839][bookmark: _Toc183706705]Table 8 Associations between beds per FTE staff and staff-reported health and wellbeing theme score, within between random effects model, adjusted for hospital characteristics)
	
	
	
	
	

	
	effect
	estimate
	95% CI
	p

	Bed per medical doctor
	w
	0.02
	-0.05 – 0.10
	0.536

	
	b
	0.01
	-0.09 – 0.10
	0.877

	Bed per other medical specialties
	w
	0.07
	-0.02 – 0.17
	0.120

	
	b
	-0.07
	-0.19 – 0.05
	0.247

	Bed per surgical doctor
	w
	0.01
	-0.11 – 0.14
	0.815

	
	b
	0.13*
	0.02 – 0.24
	0.017

	Bed per registered nurse 
	w
	-1.64***
	-2.19 – -1.10
	<0.001

	
	b
	-0.01
	-0.87 – 0.86
	0.986

	Bed per nurse support
	w
	0.15
	-0.18 – 0.47
	0.384

	
	b
	-0.22
	-0.53 – 0.10
	0.177

	Bed per AHP
	w
	-0.03
	-0.14 – 0.07
	0.506

	
	b
	-0.02
	-0.10 – 0.06
	0.640

	Bed per AHP support
	w
	0.00
	-0.01 – 0.01
	0.428

	
	b
	-0.00
	-0.01 – 0.01
	0.704

	Bed per ST&T
	w
	0.02
	-0.03 – 0.07
	0.344

	
	b
	0.02
	-0.04 – 0.08
	0.488


aModel includes control for Trust mortality rate, teaching and Trust size, w: within-effect, b: between-effect, CI: confidence interval, AHP: allied healthcare professional, ST&T: scientific, therapeutic, and technical, * p<0.05, ** p<0.01, *** p<0.001 

0. [bookmark: _Toc145059362][bookmark: _Toc145091126][bookmark: _Toc188277184]Ward-level associations between nurse staffing and harms (national data)
Figure 2 plots planned (x-axis) versus actual (y-axis) care hours per patient day at ward level for acute hospitals in the CHPPD dataset. The figure also shows the 45° line where actual equals planned – the plot suggests that actual staffing is below the plan for the majority of observations. 
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[bookmark: _Ref124448564][bookmark: _Toc145089789][bookmark: _Toc145254413][bookmark: _Toc183706384]Figure 2 - scatterplot of planned versus actual CHPPD for acute hospital wards (monthly, May 2016 to March 2020)

The median number of patients was 21 and the median number of harms identified was 1 per ward month. In the actual staffing model, after controlling for the ward specialty, the proportion of patients over 70 years old and Trust characteristics, there was a small but statistically significant reduction in the rate of harms recorded on wards with more registered nursing hours per patient (IRR 0.99, 95% CI 0.99-1.00). Most specialities were associated with significant differences (from the mean) incident rate with paediatric specialities generally having lower incident rates. Larger and more specialist Trusts had lower rates of harm. Models using the shortfall in hours resulted in a model with worse model fit (increased AIC / BIC). In these models, coefficients for most variables were largely unaltered but there was no statistically significant effect from registered nurse staffing and an adverse effect from nursing assistant staffing, that is the larger the assistant shortfall, the lower the incident rate (IRR 0.98 95% CI 0.97-1.00). See Table 9 for detail.

[bookmark: _Ref143870011][bookmark: _Toc183706706]Table 9 – association between ward level hours per patient day and harms recorded in the safety thermometer
	
	Actual staffing model
	Shortfall (Planned minus actual) model

	Staff groups
	IRR
	UCL
	LCL
	
	IRR
	UCL
	LCL
	

	RN HPPD
	0.993
	0.999
	0.987
	*
	0.999
	1.013
	0.986
	

	NA HPPD
	1.003
	1.013
	0.993
	
	0.983
	0.998
	0.969
	*

	Proportion over 70 years old
	2.084
	2.215
	1.960
	***
	2.097
	2.228
	1.973
	***

	Ward Specialty
	
	
	
	
	
	
	
	

	Critical Care Medicine
	1.945
	2.312
	1.637
	***
	1.733
	1.976
	1.519
	***

	Oncology/ Radiology/ Haematology
	1.791
	2.205
	1.455
	***
	1.798
	2.214
	1.461
	***

	Misc Other Medicine & rehab
	1.700
	1.911
	1.513
	***
	1.704
	1.914
	1.517
	***

	Medicine for older people
	1.579
	1.717
	1.452
	***
	1.584
	1.722
	1.457
	***

	Medicine
	1.551
	1.660
	1.450
	***
	1.557
	1.665
	1.455
	***

	Neurosurgery
	1.427
	1.802
	1.129
	**
	1.432
	1.809
	1.134
	**

	A&E
	1.047
	1.667
	0.658
	
	1.082
	1.721
	0.681
	

	Trauma & Orthopaedics
	0.942
	1.032
	0.860
	
	0.949
	1.039
	0.866
	

	Cardiology
	0.905
	1.015
	0.807
	.
	0.899
	1.008
	0.801
	

	Psychiatry, Mental Health & Learning Disability
	0.813
	1.127
	0.586
	
	0.819
	1.134
	0.591
	

	CardioThoracic Surgery
	0.750
	0.948
	0.593
	*
	0.725
	0.916
	0.575
	**

	Obstetrics & midwifery
	0.300
	0.341
	0.264
	***
	0.297
	0.337
	0.261
	***

	Paediatrics
	0.091
	0.118
	0.070
	***
	0.089
	0.115
	0.069
	***

	Paediatric Intensive Care
	0.050
	0.115
	0.021
	***
	0.048
	0.111
	0.021
	***

	Paediatric Surgery
	0.047
	0.154
	0.014
	***
	0.042
	0.144
	0.012
	***

	Trust type
	
	
	
	
	
	
	
	

	Specialist
	0.607
	0.749
	0.492
	***
	0.604
	0.744
	0.490
	***

	Teaching
	1.004
	1.062
	0.949
	
	1.003
	1.060
	0.948
	

	Size (beds)
	
	
	
	
	
	
	
	

	2nd tertile
	0.914
	0.989
	0.844
	*
	0.911
	0.987
	0.842
	*

	3rd tertile
	0.832
	0.905
	0.764
	***
	0.829
	0.903
	0.762
	***

	Misc: Miscellaneous. RN: Registered Nurse, NA: Nursing Assistant, HPPD: Hours per Patient Day, IRR: Incidence Rate Ratio, UCL: Upper 95% confidence limit, LCL: Lower 95% confidence limit

	*** p<0.001, ** p< 0.01 *p<0.05 
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0. [bookmark: _Toc188277185]Summary of main results
· We included 138 hospital Trusts. The number of beds per full time equivalent (FTE) staff member varied considerably between Trusts. 
· The largest variation was in allied health professional (AHP) staff (mean 2.4 beds per FTE) and support to AHP staff (mean 11.1 beds per FTE), where the standard deviation was 38% and 44% of the mean respectively. 
· RN staffing levels were strongly correlated with staffing levels by doctors (rho>0.71). 
· Although the number of beds per RN had the largest effect on mortality in models including single staff groups (rate ratio [RR] 1.33, 95% confidence interval [CI] 1.15- 1.54), this was greatly reduced and no longer statistically significant when all staff groups were included in the model, although it remained the largest effect size (RR 1.07, 95% CI 0.88-1.31). 
· In multi-profession models, more occupied beds per AHP (RR 1.04, 95% CI 1.02-1.06) and per medical doctor (RR 1.04, 95% CI 1.02-1.06) were associated with increased risk of death. 
· More beds per nurse support (RR 0.85, 95% CI 0.79- 0.91), and AHP support (1.00, 95% CI 0.99-1.00) were associated with lower death rates. 
· In multi-professional models, having more beds per RN was associated with lower scores for patient experience, staff health and wellbeing, and staff reports of quality of care. 
· More beds per nurse support was associated with lower morale scores but more beds per surgical doctor was associated with higher morale scores. 
· Using ward-level reports of nurse staffing we found that wards with more RN hours per patient day reported fewer harms on the national ‘safety thermometer’ but calculating a staffing shortfall, relative to the Trusts' reported staffing plans, did not strengthen the observed relationship and, for nursing assistant staff, shortfalls were associated with reduced harms.


[bookmark: _Toc142668138][bookmark: _Toc145059364][bookmark: _Toc145091128][bookmark: _Toc188277186]Trust Data Results
We received data from four hospital Trusts. For three of these, acute inpatient services were largely provided from a single site. For brevity, we refer to these hospital Trusts as ‘hospitals’. Across the 4 hospitals staffing and patient data was linked using 192 ward identifiers. After we identified discontinuities in the data, indicating significant changes in case mix or other organisational changes, we had a total of 216 inpatient units which were treated as separate wards for analysis purposes. Of these 185 were adult acute with the remainder being wards for children and / or women and children (maternity). The largest hospital included 100 units while the smallest included 29. The majority of units (185) were adult acute units, of which 106 were medical specialties. The majority of beds (51%) were in 65 larger units (31%) with 18 or more beds – the median size of these larger units was 22 beds. Forty-five units had a majority (50% or more) of elective admissions but only 12 had more than 75%.  A small number of wards (31) had an estimated mortality risk of close to 0 (<0.05%) but these were mostly paediatric and or maternity services. Most (122) had an appreciable risk (1% or more).
0. [bookmark: _Toc142668139][bookmark: _Toc145059365][bookmark: _Toc145091129][bookmark: _Toc188277187]Adult inpatient ward admissions
We extracted 1706388 admissions. Of these 714526 were admitted to an eligible adult inpatient ward and had an overnight stay. Of these, we were able to link staffing data for 626313 (88%). Reasons for not matching staffing to patients were due to stays in ineligible units, lack of standardisation between ward names in e-rosters and the PAS system and, most frequently, periods of ward reorganisation and transition including ward moves where it appeared that different labels were applied in the e-roster and PAS (so for example patients appeared to be cared for on wards with 0 staff). The median Length of stay was 3.6 days (mean 7.9). Eighty percent of admissions were emergencies. The median age group was 65-69 with a mode of 80-84. Most admissions had at least one comorbidity contributing to the Charlson Comorbidity Index (CMI), with 45% having a CMI of >5. Ninety-five percent were alive 30 days after admission. The risk of death was higher for males, patients who presented as emergency admissions, who were older, and those with a CMI>5. Fifteen percent were readmitted within 30 days. See Table 10.
0. [bookmark: _Toc142668140][bookmark: _Toc145059366][bookmark: _Toc145091130][bookmark: _Toc188277188]Wards and staffing
Registered nurse hours per patient day varied between wards within trusts ranging from an average of 2 (in some medical and surgical units in hospitals A&B) to over 24 (generally intensive care units or small highly specialised units). The (unweighted) ward mean was 7.1 (median 5) ranging from 6.1 in Trust C to 9.6 in Trust D. Smaller units tended to be more specialised and had higher staffing levels (r=-.46). 
Across the analysis sample for adult admissions the mean staffing over the first five days of a patient stay was 5.3 RN hours per patient day (4.7 when excluding ICU stays) with 2.9 nursing assistant hours per patient day. Staffing levels varied considerably with an Interquartile range from 3.1 to 5.7 RN hours per patient day. During the first five days of hospital stay patients were exposed for a mean of 3.32 (average length of stay up to five days) and low staffing (relative to the ward mean) occurred on 45% of days. On days when RN staffing was low, the mean shortfall was 0.87 RN hours and 25% of patient days had deficits of 0.53 RN hours or more (13% of the mean registered nurse hours per patient day).  For nursing assistants, the mean shortfall on days of low staffing was 0.49 hours. Days with a higher than average number of admissions relative to the number of RNs occurred less often than days of low staffing (37% of days) although this was moderately correlated with days of low hours per patient day for patients (r=0.37).
Mean skill mix was 61% RN. 25% of RN hours were provided by senior (band 6 and above) permanent members of staff and 10% were provided by temporary staff (5% each bank and agency). For nursing assistants only 2% of hours were provided by senior (band 4) staff (including nursing associates)/ Fourteen percent of hours were provided by temporary staff, mostly bank (12%).
On days of low staffing the composition of the workforce was, overall, very similar to the overall mean with small absolute differences. RN skill mix was slightly lower (-1.4%), the proportion of senior staff slightly higher with slightly lower proportions of bank and agency staff (generally 1% or less difference). Although the overall staffing level was slightly lower, the composition of the workforce was generally very similar after excluding ICU stays. See Table 11
[bookmark: _Ref142652744][bookmark: _Toc142668168][bookmark: _Toc183706707]Table 10: Adult inpatient admissions
	
	All
	
	Alive**
	
	Dead**
	

	
	n
	(%)
	n
	(row%)
	n
	(row%)

	Total N
	626313
	(100.0%)
	594428
	(94.9%)
	31885
	(5.1%)

	Female
	348464
	(55.6%)
	333411
	(56.1%)
	15053
	(47.2%)

	Emergency admission
	502717
	(80.3%)
	471895
	(79.4%)
	30822
	(96.7%)

	Age group 15-19
	13699
	(2.2%)
	13665
	(2.3%)
	34
	(0.1%)

	20-24
	25980
	(4.1%)
	25927
	(4.4%)
	53
	(0.2%)

	25-29
	33779
	(5.4%)
	33702
	(5.7%)
	77
	(0.2%)

	30-34
	36544
	(5.8%)
	36413
	(6.1%)
	131
	(0.4%)

	35-39
	29740
	(4.7%)
	29543
	(5.0%)
	197
	(0.6%)

	40-44
	23420
	(3.7%)
	23131
	(3.9%)
	289
	(0.9%)

	45-49
	28092
	(4.5%)
	27589
	(4.6%)
	503
	(1.6%)

	50-54
	34560
	(5.5%)
	33756
	(5.7%)
	804
	(2.5%)

	55-59
	38843
	(6.2%)
	37595
	(6.3%)
	1248
	(3.9%)

	60-64
	42138
	(6.7%)
	40401
	(6.8%)
	1737
	(5.4%)

	65-69*
	49617
	(7.9%)
	47071
	(7.9%)
	2546
	(8.0%)

	70-74
	60212
	(9.6%)
	56532
	(9.5%)
	3680
	(11.5%)

	75-79
	59095
	(9.4%)
	54974
	(9.2%)
	4121
	(12.9%)

	80-84
	60436
	(9.6%)
	55156
	(9.3%)
	5280
	(16.6%)

	85-89
	51579
	(8.2%)
	45983
	(7.7%)
	5596
	(17.6%)

	90-120
	38579
	(6.2%)
	32990
	(5.5%)
	5589
	(17.5%)

	Charlson Index

	
	
	
	
	
	

	[0]
	245515
	(39.2%)
	242986
	(40.9%)
	2529
	(7.9%)

	[1-5]
	100037
	(16.0%)
	97842
	(16.5%)
	2195
	(6.9%)

	[>5]
	279415
	(44.6%)
	252275
	(42.4%)
	27140
	(85.1%)

	Readmitted**
	94821
	(15.1%)
	
	
	
	

	Length of stay
	
	
	
	
	
	

	Mean (SD
	7.85
	(13.88)
	7.79
	(14.15)
	9.0
	(7.00)

	Median (IQR)
	3.63
	(1.77 to 8.28)
	3.46
	1.72 to 8.00
	7.02
	3.25 to 13.02

	*Median age group, **within 30 days of admission, ** within 30 days of discharge






[bookmark: _Ref138430039][bookmark: _Toc142668169][bookmark: _Toc183706708]Table 11 Patient Day staffing characteristics for all days and days of low staffing (n=626313)
	
	All days
	
	Days of low staffing
	
	

	All
	mean
	sd
	Median
	
	mean
	sd
	Median
	
	Mean difference

	RN staffing
	
	
	
	
	
	
	
	
	

	(% days below mean)
	
	
	
	
	(45%)
	
	
	
	

	Hours per patient day
	5.29
	(4.22)
	4.17
	
	4.67
	(3.88)
	3.57
	
	-0.62

	Hours low staffing (one way)
	
	
	
	
	0.87
	(0.93)
	0.62
	
	0.38

	Days with high transfers per RN (%)
	37%
	(0.43)
	10%
	
	43%
	(0.44)
	33%
	
	6.2%

	Permanent RN skill mix (%)
	61%
	(0.12)
	61%
	
	60%
	(0.13)
	60%
	
	-1.4%

	Senior RN (band 6+) (%)
	25%
	(0.18)
	21%
	
	26%
	(0.20)
	22%
	
	0.9%

	Bank %
	5.2%
	(0.10)
	0.0%
	
	4.8%
	(0.10)
	0.0%
	
	-0.4%

	Agency %
	4.9%
	(0.10)
	0.0%
	
	4.1%
	(0.10)
	0.0%
	
	-0.8%

	Assistant staffing
	
	
	
	
	
	
	
	
	

	(% days below mean)
	
	
	
	
	(45%)
	
	
	
	

	Hours per patient day
	2.93
	(1.37)
	2.74
	
	2.72
	(1.19)
	2.58
	
	-0.21

	Hours low staffing (one way)
	
	
	
	
	0.49
	(0.61)
	0.29
	
	0.10

	Days with high transfers per NA (%)
	33%
	(0.42)
	0%
	
	33%
	(0.42)
	0%
	
	0.0%

	Senior NA (band 4) %
	2.0%
	(0.06)
	0.0%
	
	2.2%
	(0.07)
	0.0%
	
	0.2%

	Bank %
	12.3%
	(0.19)
	0.0%
	
	11.2%
	(0.19)
	0.0%
	
	-1.1%

	Agency %
	1.5%
	(0.06)
	0.0%
	
	1.2%
	(0.05)
	0.0%
	
	-0.3%

	Excluding ICU staffing
	
	
	
	
	
	
	
	
	

	RN staffing
	
	
	
	
	
	
	
	
	

	(% days below mean)
	
	
	
	
	(45%)
	
	
	
	

	Hours per patient day
	4.76
	(2.73)
	4.09
	
	4.13
	(2.33)
	3.48
	
	-0.63

	Hours low staffing (one way)
	
	
	
	
	0.80
	(0.78)
	0.60
	
	0.35

	Days with high transfers per RN (%)
	37%
	(0.43)
	8%
	
	43%
	(0.44)
	33%
	
	6.1%

	Permanent RN skill mix (%)
	61%
	(0.12)
	61%
	
	59%
	(0.12)
	59%
	
	-1.5%

	Senior RN (band 6+) (%)
	26%
	(0.19)
	22%
	
	26.9%
	(0.20)
	22.4%
	
	0.9%

	Bank %
	5.0%
	(0.09)
	0.0%
	
	4.6%
	(0.10)
	0.0%
	
	-0.4%

	Agency %
	5.0%
	(0.10)
	0.0%
	
	4.1%
	(0.10)
	0.0%
	
	-0.8%

	Assistant staffing
	
	
	
	
	
	
	
	
	

	(% days below mean)
	
	
	
	
	(45%)
	
	
	
	

	Hours per patient day
	2.92
	(1.36)
	2.74
	
	2.70
	(1.18)
	2.58
	
	-0.22

	Hours low staffing (one way)
	
	
	
	
	0.49
	(0.60)
	0.29
	
	0.10

	Days with high transfers per NA (%)
	33%
	(0.42)
	0%
	
	33%
	(0.42)
	0%
	
	0.1%

	Senior NA (band 4) %
	1.8%
	(0.05)
	0.0%
	
	2.0%
	(0.06)
	0.0%
	
	0.1%

	Bank %
	11.9%
	(0.18)
	0.0%
	
	10.9%
	(0.19)
	0.0%
	
	-1.1%

	Agency %
	1.5%
	(0.06)
	0.0%
	
	1.1%
	(0.05)
	0.0%
	
	-0.4%





0. [bookmark: _Toc142668141][bookmark: _Toc145059367][bookmark: _Toc145091131][bookmark: _Toc188277189]Effects of days of low hours per patient day
Patients who were exposed to days of low RN hours during the first five days of their stay were more likely to die (5.3% vs 4.0%) and be readmitted (15.3% vs 14.3%). They had a longer overall length of stay (8.4 days vs 5.3 days). Results were similar for patients exposed to days of lows nursing assistant staffing (Table 12).
[bookmark: _Ref138766686][bookmark: _Toc142668170][bookmark: _Toc183706709]Table 12: exposures and outcomes for those exposed vs not exposed to low staffing
	Low RN Hours per patient day
	
	No exposure to low staffing
	Exposed to low staffing
	p

	Days exposed 
	Mean(SD)
	2.49
	(1.45)
	3.32
	(1.40)
	<0.001

	Net low staffing (cumulative hours)
	Mean(SD)
	-3.36
	(4.04)
	1.15
	(3.51)
	<0.001

	Length of stay
	Mean(SD)
	5.32
	(10.67)
	8.39
	(14.43)
	<0.001

	Died 
	n (%)
	4488
	(4.0%)
	27397
	(5.3%)
	<0.001

	Readmitted
	n (%)
	15924
	(14.3%)
	78897
	(15.3%)
	<0.001

	Total
	N(%)
	111414
	(17.8%)
	514899
	(82.2%)
	

	Low NA per patient day
	
	
	
	
	
	

	Days exposed 
	Mean(SD)
	2.54
	(1.47)
	3.32
	(1.40)
	<0.001

	Net low staffing (cumulative hours)
	Mean(SD)
	-3.05
	(3.07)
	0.88
	(2.54)
	<0.001

	Length of stay
	Mean(SD)
	5.56
	(11.50)
	8.36
	(14.31)
	<0.001

	Died 
	n (%)
	4405
	(3.9%)
	27440
	(5.4%)
	<0.001

	Readmitted
	n (%)
	16247
	(14.2%)
	78342
	(15.4%)
	<0.001

	Total
	N(%)
	114363
	(18.3%)
	510517
	(81.7%)
	


In the multivariable survival model, each day a patient was exposed to understaffing (below the mean) in the first five days of their stay increased the hazard of death, readmission, and the length of stay. Each day of registered nurse understaffing increased the hazard of death by 8% (adjusted Hazard Ratio [aHR] 1.079, 95% Confidence Interval [CI] 1.070 to 1.089) and the hazard of readmission increased by 1% (aHR 1.01 95% CI 1.005-1.016). When all days of a patient stay within five days of admission were understaffed, the length of stay was increased by 65%. Days of low nursing assistant staffing were associated with similar but slightly smaller differences in mortality and length of stay, but the hazard of readmission was slightly lower (<1%) when patients were exposed to days of nursing assistant understaffing. For full results see Table 13.
[bookmark: _Ref137484046][bookmark: _Toc142668171][bookmark: _Toc183706710]Table 13 Association between days of understaffing and outcomes, adjusted for risk
	ALL staffing
	Mortality
	Readmission
	Length of stay

	term
	Hazard Ratio
	P
	LCL
	UCL
	Hazard Ratio
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.063
	0.000
	1.062
	1.064
	1.006
	0.000
	1.005
	1.007
	1.032
	0.000
	1.031
	1.032

	Days of low RN hppd
	1.079
	0.000
	1.070
	1.089
	1.010
	0.000
	1.005
	1.016
	1.687
	0.000
	1.666
	1.707

	[bookmark: _Hlk137217202]Days of low NA hppd
	1.072
	0.000
	1.062
	1.081
	0.994
	0.020
	0.988
	0.999
	1.608
	0.000
	1.589
	1.627

	Ward random effect (sd)
	1.205
	
	AIC
	BIC
	0.657
	
	AIC
	BIC
	0.902
	
	AIC
	BIC

	Model fit
	
	
	788843
	790453
	
	
	2424881
	2426790
	
	
	7025587
	7025655


* Gamma regression exponentiated coefficient is a ratio and the exposure is the proportion of days in the patient stay with understaffing
NA – Nursing assistant staff LCL – lower 95% confidence limit, UCL upper 95% confidence limit AIC Akaike Information Criterion BIC Bayesian Information Criterion. HPPD hours per patient day.
0. [bookmark: _Toc142668142][bookmark: _Toc145059368][bookmark: _Toc145091132][bookmark: _Toc188277190]Sensitivity analyses
There are a number of structural factors that largely operate at a hospital level, including levels of medical and other therapy staff, so we initially modelled each hospital trust separately. Results were broadly similar across the four. We then combined and tested models with trust and ward level effects. We found that models with effects for both trust and ward had negligible difference in AIC (0.4) and BIC (1.2) from models with just ward effects, while providing almost precisely the same coefficients in our core models. Thus, we concluded that any hospital level effects were properly accounted for by the ward random effect and so we omitted trust from the models to reduce the computational intensity, which for many models was considerable (some taking many hours to run with trust and ward effects included).
We assessed the effects of our decision to focus on the first five days of understaffing by computing models for the impact of low staffing on mortality using 3 and 10 days exposure windows. Results of these analyses, available in Appendix 3 (Table 35), were very similar to those from the 5 day exposure models. For example, one day of low RN staffing was estimated to increase the hazard of death by 6.8% using a 3 day exposure window and by 8.0% using a 10 day window. 
In our previous study we included an acuity risk score based on vital signs on admission, derived from the National Early Warning Score (NEWS), in our mortality analyses. In this study we could only derive a NEWS score for approximately 75% of patient days with no data from one Trust. We assessed the impact of this change by estimating models on this sub sample with and without the NEWS variable. Inclusion of NEWS improved model fit but made no appreciable difference to the estimated effect of low RN staffing (HR 1.087 vs 1.086) and a small reduction in the estimated effect of assistant staffing (HR 1.071 vs 1.059). As only those who were discharged alive could be readmitted, we omitted patients who died from our readmission models (reported above). Including all admissions in the model made little difference to the results, with a marginally smaller aHR for days of RN understaffing (HR 1.009).
As we were unable to directly assess variation in staffing by other groups, we tested models that assessed effects that might be associated with variation in staffing by other groups, specifically time of year (month) and weekends (both weekend admission and weekend stay). There was some evidence of a seasonal effect, with higher risk of death in January and February, but the overall model fit was worse. Weekend admissions were associated with increased risk (HR 1.092 P<0.001 95% CI 1.065 to 1.120) but there was no statistically significant association with weekend stays. However, in all cases the estimated effects of low nurse staffing were unaltered. 
0. [bookmark: _Toc142668143][bookmark: _Toc145059369][bookmark: _Toc145091133][bookmark: _Toc188277191]Patient & staffing sub-groups.
We explored effects in subgroups. These included staffing in ICU and general (non-ICU) wards; acutely ill patients and those who were less acute (patients with NEWS score of 5+ or <5 on admission); and older people (75+) and wards for older people (75% of patients 75+). Results are summarised in Figure 3 & Appendix 3 Table 39.
[image: ] 
[bookmark: _Ref141109166][bookmark: _Toc145089790][bookmark: _Toc145254414][bookmark: _Toc183706385]Figure 3 Summary of subgroup analyses

Results from the lower acuity patient subgroup (news <5 on admission) and when considering general ward staffing only were similar to the full sample analysis, with marginally greater effects on mortality. When considering ICU staffing only there were no statistically significant effects other than a reduction in length of stay associated with fewer days of low assistant staffing. For patients who were more acutely ill on admission (NEWS 5+) days of low RN were associated with an increased hazard of death (4%) and longer hospital stays. Low assistant staffing was not associated with increased risk of death, but it was associated with increased lengths of stay. Looking at staffing on wards for older people low staffing by registered nurses and nursing assistants was associated with an increased hazard of death (4%) and longer lengths of stay, but there was no statistically significant association with readmissions. Looking at older people (75+) only effects were generally small and non-significant although days of low staffing were associated with increased length of stay and days of low assistant staffing were associated with reduced readmissions.
0. [bookmark: _Toc142668144][bookmark: _Toc145059370][bookmark: _Toc145091134][bookmark: _Toc188277192]Effects of staff-mix
We assessed the effect of the mix of staff on mortality, initially by adding variables to the models for each of the following: RN skill mix (RN hours as a proportion of all hours), grade mix (proportion of permanent senior RNs, band 6 and above & proportion of permanent band 4 staff), bank staff (proportion of RN and nursing assistant staff who were employed through the bank) and agency staff (proportion of RN and nursing assistant staff who were employed through an agency). Full results of these survival models are reported in Appendix 3 Table 36. In all cases adding these staff mix variables clearly improved model fit (reduced both AIC / BIC) relative to the model with low staffing effects only, except RN skill mix, which led to improvement in one criterion but worsening of another. The association between RN skill mix and mortality was not statistically significant.  We therefore combined all statistically significant factors (grade mix, bank staffing and agency staffing) into a single model, which further improved model fit.
In the combined models the effect of low staffing was marginally higher than in the low staffing model only. For each 10% increase in the proportion of temporary RNs (bank and agency) the hazard of death was increased by 2.3%. Increases in bank assistants had a slightly smaller effect but every 10% increase in the proportion of agency assistants increased the hazard of death by 4%. The effect of grade mix was reduced compared to the models of low staffing and grade mix only and the effect was no longer statistically significant (Table 14). We tested for interactions between low staffing and temporary staffing but none of the effects were statistically significant.
[bookmark: _Ref140847443][bookmark: _Toc142668172][bookmark: _Toc183706711]Table 14 Staff mix and mortality.
	
	Hazard Ratio (HR)
	P
	LCL
	UCL

	SHMI
	1.063
	0.000
	1.062
	1.064

	Days   of RN understaffing
	1.083
	0.000
	1.074
	1.093

	Days of NA understaffing
	1.081
	0.000
	1.071
	1.091

	Proportion of senior RNs
	0.993
	0.201
	0.982
	1.004

	Proportion of senior NAs
	0.983
	0.173
	0.958
	1.008

	Proportion of bank RNs
	1.023
	0.005
	1.007
	1.039

	Proportion of bank NAs
	1.019
	0.000
	1.010
	1.028

	Proportion of agency RNs
	1.023
	0.000
	1.011
	1.037

	Proportion of agency NAs
	1.040
	0.000
	1.021
	1.060

	Ward random effect (sd)
	1.206
	 
	 
	 

	Model Fit
	
	
	AIC
	BIC

	
	
	
	788748
	790409


NA – Nursing assistant staff, RN registered nurse, HPPD hours per patient day, LCL – lower 95% confidence limit, UCL upper 95% confidence limit AIC Akaike Information Criterion BIC Bayesian Information Criterion. 

0. [bookmark: _Toc142668145][bookmark: _Toc145059371][bookmark: _Toc145091135][bookmark: _Toc188277193]Low staffing thresholds
We used the mean staffing for each ward as an indication of the ward norm. In previous research we found that this threshold was highly correlated with, but slightly lower than the planned RN staffing level and slightly higher than the planned assistant staffing level. Because of the large number of wards in this study and the limited availability of acuity dependency data to estimate staffing requirements, we tested the effect of different thresholds to define low staffing. Estimated effects of low staffing were largely unchanged if thresholds were set below 100% of the mean. For assistant staffing this is also the case for thresholds above the mean. However, for RN staffing the effects of days of low staffing increase when a higher threshold is used. For example, if low staffing were defined as below 110% of the mean the HR associated with a day of low staffing is 1.12 (see Figure 4).
[bookmark: _Ref140853125][bookmark: _Toc145089791][bookmark: _Toc145254415][bookmark: _Toc183706386]Figure 4 Hazard ratio for days of low staffing for different thresholds

0. [bookmark: _Toc142668146][bookmark: _Toc145059372][bookmark: _Toc145091136][bookmark: _Toc188277194]Interactions and non-linear effects
We repeated our models using cumulative net hours of understaffing (relative to the mean) as a continuous measure of understaffing. Results were qualitatively consistent (in terms of direction of effect) with the estimated effects of days of understaffing although associations between net hours and outcomes were small and not always statistically significant (see Appendix 3 Table 37). Therefore, we moved to explore non-linear and interaction effects for both continuous (net hours) and cumulative sum of days of understaffing. Adding nonlinear (up to third order polynomials) and interaction terms independently either improved or did not worsen model fit (as judged by at least one of AIC / BIC being lower) compared to the linear model with no interactions. Interaction terms and some non-linear terms were statistically significant (see Appendix 3 Table 38). There is an improvement in model fit when nonlinear terms are included, although the nonlinear effects are subtle and do not diverge dramatically from purely linear estimates.


6. [bookmark: _Ref138855787][bookmark: _Toc145089792]Hours of low staffing			b. Days of low staffing
[bookmark: _Ref145144759][bookmark: _Toc145254416][bookmark: _Toc183706387]Figure 5 Nonlinear interactions: low RN staffing conditional on NA staffing 
In Figure 5 staffing levels decrease from left to right (as understaffing increases) expressed as deciles of hours or days of low staffing. Considering net hours (Figure 5  a), there is some evidence of larger incremental effects at extreme values (both high and low) but no evidence of a plateau where benefits of higher staffing cease. Focussing on the measures of days of low staffing (Figure 5  b), a small increase in the rate of adverse effect is seen at higher levels (more days) of low staffing. Similarly, although the interaction was statistically significant there is little appreciable difference in the effect of change in RN hours at different levels of assistant staffing. Days with low HCA staffing seems to make more difference when RN staffing is adequate (low levels of understaffing), but the effect is modest.
0. [bookmark: _Toc142668147][bookmark: _Toc145059373][bookmark: _Toc145091137][bookmark: _Toc188277195]Patient transfers
To assess the additional impact of workload associated with patient transfers, we added variables for days of with high numbers of patient movements (above the mean) in or out of the ward (transfers = admissions + discharges), relative to the number of staff. The survival models for the relationship with mortality are presented in Table 15. In general, adding terms for workload associated with patient transfer slightly reduced the estimated effects of days of low hours per patient day compared to models without patient transfers (Table 15 model a). When high transfers per RN and nursing assistant staff were included (model b) the effect of one day with high transfer per RN was to increase the hazard of death by 6% (aHR 1.056, 95% CI 1.040 to 1.072). While high transfers per nursing assistant was also associated with increased hazard of death, the effect was smaller and not statistically significant (aHR 1.016 95% CI 1.000 – 1.033). 
[bookmark: _Ref138496689][bookmark: _Toc142668173][bookmark: _Toc183706712]Table 15 Association between days of understaffing, patient transfers and mortality, adjusted for risk (all admissions)
	ALL staffing
	Model a
	Model b
	Model c

	term
	Hazard Ratio
	P
	LCL
	UCL
	Hazard Ratio
	P
	LCL
	UCL
	Hazard Ratio
	P
	LCL
	UCL

	SHMI (Risk)
	1.063
	0.000
	1.062
	1.064
	1.063
	0.000
	1.062
	1.064
	1.063
	0.000
	1.062
	1.064

	Days of low RN hppd
	1.079
	0.000
	1.070
	1.089
	1.060
	0.000
	1.049
	1.070
	1.056
	0.000
	1.046
	1.067

	Days of high transfers per RN
	
	
	
	
	1.056
	0.000
	1.040
	1.072
	1.066
	0.000
	1.054
	1.079

	Days of low NA hppd
	1.072
	0.000
	1.062
	1.081
	1.060
	0.000
	1.048
	1.071
	1.067
	0.000
	1.057
	1.076

	Days of high transfers per NA
	
	
	
	
	1.016
	0.051
	1.000
	1.033
	
	
	
	

	Ward random effect (sd)
	1.205
	
	AIC
	BIC
	1.196
	
	AIC
	BIC
	1.197
	 
	AIC
	BIC

	Model fit
	
	
	788843
	790453
	
	
	788725.3
	790350.7
	
	
	788726.9
	790344

	
	
	
	
	
	
	
	
	
	
	
	
	


NA – Nursing assistant staff LCL – lower 95% confidence limit, UCL upper 95% confidence limit AIC Akaike Information Criterion BIC Bayesian Information Criterion
Dropping the term for transfers per nursing assistant staff (model c) resulted in similar model fit (small increase in AIC, lower BIC) and broadly similar estimates for RN staffing effects (small decrease in the estimate of the effect of understaffing and an increased estimate of the effect of high transfers).  
0. [bookmark: _Toc142668148][bookmark: _Toc145059374][bookmark: _Toc145091138][bookmark: _Toc188277196]Adverse events (patient)
Nurse sensitive adverse events were extracted from the patient record (PAS) for 220741 adult surgical admissions. Medical and other admissions were excluded as there is no ‘present on admission flag’ and all three conditions (Deep Vein Thrombosis – DVT, Pneumonia and Pressure Ulcer - PU) are possible causes of admission or likely to be prevalent in some patient groups admitted to medical wards. 
As the timing of the event within the admission is not recorded, a survival approach to analysis, which can accommodate time varying covariates, was not feasible or meaningful. Therefore, we undertook logistic regression using proportion of days with low staffing, cumulative (net) hours of low staffing and low staffing as a proportion of the expected staffing. In all cases staffing measures were based on the first five days of the patient stay and all staffing measures were relative to the ward means. All analyses included the SHMI risk score (a composite measure of risk including age, main diagnostic group and comorbidities) as control and a random effect for ward. 
The recorded prevalence of all three conditions was low, ranging from 0.3% for DVT to 3.2% for pneumonia (Table 16). There was evidence of associations between low RN staffing and increased odds of adverse events across all three adverse events and. Where all of the first five days of a patients stay had low staffing (hppd below ward mean) the risk of pressure ulcer was increased by 85% (RR 1.851, 95% CI 1.516-2.261), the risk of pneumonia increased by 73% and DVT by 58%. Low assistant staffing was also associated with increased risk of adverse events although the effect size was generally smaller.
[bookmark: _Ref133580681][bookmark: _Ref138861713][bookmark: _Ref140825930][bookmark: _Toc142668174][bookmark: _Toc183706713]Table 16: Frequency of nurse sensitive adverse events and associations with staffing (logistic regression)
	
	DVT
	Pneumonia
	Pressure Ulcer

	Events n (%)
	654
	(0.3%)
	
	
	7102
	(3.2%)
	
	
	1174
	(0.5%)
	
	

	term
	RR
	P
	LCL
	UCL
	RR
	P
	LCL
	UCL
	RR
	P
	LCL
	UCL

	SHMI (Risk)
	1.016
	0.002
	1.006
	1.026
	1.065
	0.000
	1.062
	1.067
	1.052
	0.000
	1.046
	1.057

	Days of low RN hppd
	1.588
	0.001
	1.216
	2.075
	1.737
	0.000
	1.595
	1.891
	1.851
	0.000
	1.516
	2.261

	Days of NA hppd
	1.332
	0.032
	1.025
	1.731
	1.643
	0.000
	1.512
	1.785
	1.331
	0.004
	1.096
	1.616

	Ward random effect (sd)
	0.764
	
	AIC
	BIC
	1.030
	
	AIC
	BIC
	0.895
	
	AIC
	BIC

	Model fit
	 
	 
	8307
	8359
	 
	 
	53096
	53147
	 
	 
	13384
	13435


RR – relative risk, NA – Nursing assistant staff LCL – lower 95% confidence limit, UCL upper 95% confidence limit AIC Akaike Information Criterion BIC Bayesian Information Criterion. HPPD hours per patient day.

We assessed the impact of high patient turnover (above mean turnover per RN) by estimating models that included this variable. Adding this variable to the models did not clearly improve model fit except for pneumonia. If all days in a patients stay had high turnover, the risk of pneumonia was increased by 60% (RR 1.600 95% CI 1.443 to 1.775). In these models the coefficients for days of low HPPD were slightly reduced.

0. [bookmark: _Toc142668149][bookmark: _Toc145059375][bookmark: _Toc145091139][bookmark: _Toc188277197]Incidents (Datix)
We identified incident reports recorded as patient related occurring on included wards. We grouped incidents using the major descriptors and reported tissue damage, falls, medication incidents and others. Incidents were also categorised by severity (no harm, harm, significant harm and severe harm) The incident reports were linked to ward days as opposed to individual patients, therefore we calculated Poisson regression models using daily ward occupancy as an offset to assess the association between nurse staffing levels and the number of incidents occurring on that day. Because tissue damage can take time to become apparent, we also looked at lagged associations, using staffing on the previous three days. All models included control for the overall acuity of patients on the ward by including the mean SHMI risk score of patients on the ward on that day.
In total there were 128620 incidents recorded over 229382 ward days relating to 4931659 patient days. The overall incident rate was 26.1 per 1000 patient days. Tissue damage was the most reported incident (8.4 per 1000 patient days). Overall, most incidents (68.5%) were recorded as leading to no harm, but for tissue damage most incidents were recorded as causing harm (54%). Few incidents were recorded as causing significant or severe harm (2% overall). See Appendix 3Table 40.
Results are summarised in Table 17. There was a counterintuitive association between the rate of incidents reported and RN hours per patient day. The rate of all incident reporting was 4% higher (RR 1.041 p<0.001) for each additional RN hour per patient day. Similar associations were observed for the specific incident types of medication errors (RR 1.041 p<0.001) and tissue damage (RR 1.062 p<0.001). In contrast, for falls, higher RN staffing was associated with fewer reported incidents. Each additional RN hour per patient day was associated with a 4% reduction in the rate of falls reported (RR 0.936 p<0.001). 
Where higher staffing was associated with higher rates of reported incidents, the magnitude of the effect of staffing was smaller for incidents causing greater harm and, in the case of medication errors, the relationship was reversed, with fewer incidents causing severe harm reported when staffing is higher (Not statistically significant p=0.276). For falls the magnitude of the beneficial effect of higher staffing was greater for more severe incidents, with the reported rate of falls with severe harm reducing by 15% for each additional RN hour per patient day (RR 0.855 p=0.001).
For assistant staffing there is a broadly similar pattern of results, albeit with fewer statistically significant associations, less consistent patterns and, in most cases, smaller effect sizes. Additional hours of HCA staffing were associated with increased reporting of total incidents falls, medication errors and tissue damage (all statistically significant, p<0.05). 
For tissue damage however, increased assistant staffing was associated with a reduced rate of reported incidents with harm. Reports of pressure ulcers with severe harm are reduced by 14% for each additional nursing assistant hour per patient (OR 0.857 p=0.013). However, for other incident types there was no clear pattern of changes in effect size as incident severity increased.
[bookmark: _Ref134202292][bookmark: _Toc142668175][bookmark: _Toc183706714]Table 17 Association between reported incident rates and staffing levels for different levels of harm
	Incident type
	RN HPPD
	NA HPPD

	
	RR
	P
	RR
	p

	ALL incidents
	1.041
	0.000
	1.010
	0.000

	Incidents with any harm
	1.041
	0.000
	0.997
	0.489

	Incidents with significant or severe harm
	1.025
	0.000
	1.021
	0.147

	Incidents with severe harm
	1.024
	0.000
	0.969
	0.145

	Specific incident types
Falls
	
	
	
	

	ALL falls
	0.936
	0.000
	1.052
	0.000

	With any harm
	0.936
	0.000
	1.044
	0.000

	With significant or severe harm
	0.888
	0.000
	1.059
	0.163

	With severe harm
	0.855
	0.001
	1.042
	0.544

	Medication error
	
	
	
	

	ALL medication errors
	1.040
	0.000
	1.014
	0.003

	With any harm
	1.018
	0.000
	1.017
	0.227

	With significant or severe harm
	1.013
	0.510
	1.006
	0.928

	With severe harm
	0.824
	0.276
	1.059
	0.811

	Tissue damage
	
	
	
	

	All tissue damage
	1.062
	0.000
	1.015
	0.000

	With any harm
	1.059
	0.000
	0.979
	0.000

	With significant or severe harm
	1.031
	0.000
	0.975
	0.304

	With severe harm
	1.043
	0.025
	0.857
	0.013



We explored lagged effects of staffing on tissue damage because damage and its consequences might take time to become apparent. Adverse effects of higher RN staffing were generally smaller with longer lags, although the differences were small and overall results and patterns of statistical significance were very similar. For example, 1 additional RN hour per patient day was associated with a 38% increase in reports of pressure ulcers with severe harm three days later (compared to a 43% increase for staffing on the day). A two-day lag appeared to be associated with a larger beneficial effect from higher HCA staffing in relation to incidents with harm, although the magnitude of difference was still relatively small (e.g. 22% reduction in severe harm for a 2 day lag vs 14% for 0 lag).
0. [bookmark: _Toc142668150][bookmark: _Toc145059376][bookmark: _Toc145091140][bookmark: _Toc188277198]Paediatrics
We calculated separate models for 57375 paediatric admissions (<18) in paediatric units. Most (53%) were under 5 years old. Fourteen percent had one or more comorbidities and the estimated risk of death was low (mean SHMI risk 0.15). Mean length of stay was 3.6 days (median 1.7), 11.3% were readmitted within 30 days and 0.25% died.
Patients who were exposed to days of low RN hours during the first five days of their stay were more likely to die (0.26% vs 0.21%) and be readmitted (11.6% vs 9.5%). They had a longer overall length of stay (3.89 days vs 2.18 days). Results were similar for patients exposed to days of low nursing assistant staffing (Table 18).
[bookmark: _Ref183696465][bookmark: _Toc142668176][bookmark: _Ref183696454][bookmark: _Toc183706715]Table 18: exposures and outcomes for those exposed vs not exposed to low staffing (paediatrics)
	Low RN Hours per patient day
	
	No exposure to low staffing
	Exposed to low staffing
	p

	Days exposed 
	Mean(SD)
	1.543
	(1.09)
	2.267
	(1.43)
	<0.001

	Net low staffing (cumulative hours)
	Mean(SD)
	-6.648
	(8.26)
	3.064
	(6.70)
	<0.001

	Length of stay
	Mean(SD)
	2.18
	(6.36)
	3.89
	(10.99)
	<0.001

	Died 
	n (%)
	20
	(0.21%)
	123
	(0.26%)
	0.431

	Readmitted
	n (%)
	916
	(9.51%)
	5553
	(11.63%)
	<0.001

	Total
	N(%)
	9636
	(16.79%)
	47739
	(83.21%)
	

	Low NA per patient day
	
	
	
	
	
	

	Days exposed 
	Mean(SD)
	1.527
	(1.06)
	2.307
	(1.44)
	<0.001

	Net low staffing (cumulative hours)
	Mean(SD)
	-3.6
	(3.87)
	1.304
	(3.05)
	<0.001

	Length of stay
	Mean(SD)
	2.132
	(7.39)
	3.984
	(11.00)
	<0.001

	Died 
	n (%)
	18
	(0.16%)
	122
	(0.27%)
	0.05

	Readmitted
	n (%)
	1087
	(9.65%)
	5336
	(11.70%)
	<0.001

	Total
	N(%)
	11263
	(19.80%)
	45620
	(80.20%)
	



In the multivariable survival model, each day a patient was exposed to understaffing (below the mean) in the first five days of their stay increased the hazard of death, readmission, and the length of stay, although the associations with hazard of death were not statistically significant. Each day of registered nurse understaffing increased the hazard of readmission by 8% (adjusted Hazard Ratio [aHR] 1.077, 95% Confidence Interval [CI] 1.050 to 1.105). The effect of assistant understaffing was similar. When all days of a patients stay were understaffed, length of stay was more than doubled (RN / assistant understaffing 2.46 / 2.36). For full results see Table 19.
[bookmark: _Ref140842819][bookmark: _Toc142668177][bookmark: _Toc183706716]Table 19 Association between days of understaffing and outcomes, adjusted for risk (paediatrics)
	ALL staffing
	Mortality
	Readmission
	Length of stay

	term
	Hazard Ratio
	P
	LCL
	UCL
	Hazard Ratio
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.064
	0.000
	1.047
	1.081
	1.011
	0.242
	0.992
	1.031
	1.319
	0.000
	1.298
	1.341

	Days of low RN hppd
	1.099
	0.195
	0.952
	1.269
	1.077
	0.000
	1.050
	1.105
	2.461
	0.000
	2.323
	2.607

	Days of low NA hppd
	1.158
	0.069
	0.989
	1.357
	1.078
	0.000
	1.049
	1.108
	2.358
	0.000
	2.226
	2.498

	Ward random effect (sd)
	1.522
	
	AIC
	BIC
	0.536

	
	AIC
	BIC
	1.162
	
	AIC
	BIC

	Model fit
	
	
	2614
	2662
	
	
	136237
	136386
	
	
	579579
	579633


* Gamma regression exponentiated coefficient is a ratio and the exposure is the proportion of days in the patient stay with understaffing
NA – Nursing assistant staff LCL – lower 95% confidence limit, UCL upper 95% confidence limit AIC Akaike Information Criterion BIC Bayesian Information Criterion. HPPD hours per patient day.

0.35 [bookmark: _Toc141364395][bookmark: _Toc142668151][bookmark: _Toc188277199]Staff sickness absence
We estimated the effects of staffing levels and skill mix by summarising the staffing, staff mix and working patterns in the week preceding every shift worked and the first shift that was missed through sickness. 
[bookmark: _Ref140768210][bookmark: _Toc142668178][bookmark: _Toc183706717]Table 20: Staffing configurations in the previous week by sickness cohort
	
	All
	
	RNs
	
	NAs
	

	
	Median
	Mean
	Median
	Mean
	Median
	Mean

	
	
	
	
	
	
	

	RN understaffing *
	
	
	
	
	
	

	Sick
	6%
	9%
	4.8%
	8.2%
	10%
	15%

	Worked
	5%
	9%
	5%
	8%
	10%
	15%

	NA understaffing *
	
	
	
	
	
	

	Sick
	8%
	13%
	6.8%
	10.4%
	5.7%
	10.9%

	Worked
	8%
	14%
	7%
	10%
	6%
	11%

	Agency staffing‡
	
	
	
	
	
	

	Sick
	0%
	4%
	0%
	3%
	0%
	4%

	Worked
	0%
	3%
	0%
	2%
	0%
	3%

	Bank staffing‡
	
	
	
	
	
	

	Sick
	0%
	7%
	0%
	7.1%
	0%
	7.8%

	Worked
	0%
	7%
	0%
	6%
	0%
	8%

	Skill mix§
	
	
	
	
	
	

	Sick
	61%
	63%
	66%
	67%
	55%
	56%

	Worked
	63%
	64%
	68%
	68%
	56%
	56%

	Proportion of long shifts worked
	
	
	
	
	
	

	Sick
	100%
	79%
	100%
	81.2%
	100%
	76.5%

	Worked
	100%
	78%
	100%
	78.2%
	100%
	78%

	
* RN and NA understaffing were expressed as a fraction of the mean [ 1 - (observed / expected)] where observed HPPD are smaller than expected HPPD in the week prior
‡ Bank and agency staffing were expressed as proportion of total bank and agency hours for simultaneous ward shifts over total nursing hours during week prior
§ calculated as proportion of total ward RN hours over total ward nursing hours for simultaneous ward shifts



In total, there were 43,097 sickness absence episodes and 2646983 worked shifts included in the analysis. The mean length of a sickness episode was 11.23 days (standard deviation = 32.12 days), and the median sickness length was 4.47 days. Table 20 reports the mean distribution of exposure to understaffing, skill mix, bank & agency, proportion of long shifts in the 7 days by sickness cohort. 

[bookmark: _Toc145059377][bookmark: _Toc145091141][bookmark: _Toc141364396][bookmark: _Toc142668152]Effects of exposure to RN and NA understaffing 
Exposure to 10% RN understaffing in the prior 7 days was associated with a 2% increase in the odds of experiencing sickness absence for registered nurses (OR= 1.018; 95% CI = 1.004-1.032) and a 3% increase in the odds of experiencing sickness absence for nursing assistants (OR = 1.025; 95% CI = 1.011-1.039). Exposure to nursing assistant understaffing was not associated with a statistically significant change in the odds of experiencing sickness absence for either registered nurses or nursing assistants (see Table 21). We tested for interactions between registered nurse and nursing assistant understaffing but the relationship was not statistically significant and model fit was worse. 
[bookmark: _Ref183696580][bookmark: _Toc142668179][bookmark: _Toc183706718]Table 21	Association between exposure to understaffing and sickness absence.
	
	Registered Nurses
	Nursing Assistants

	term
	Odds Ratio
	P
	LCL
	UCL
	Odds Ratio
	P
	LCL
	UCL

	Exposure to + 10% RN understaffing per shift in prior 7 days
	1.018
	0.007
	1.004
	1.032
	1.025
	<0.0001
	1.011
	1.039

	Exposure to +10% NA understaffing per shift in prior 7 days
	0.998
	0.677
	0.990
	1.006
	1.002
	0.710
	0.990
	1.013

	Model fit
	
	
	AIC
	BIC
	
	
	AIC
	BIC

	AIC
	
	
	255068
	255129
	
	
	170349	
	170407

	RN - Registered Nurse, NA – Nursing Assistant, LCL – lower 95% confidence limit, UCL – upper 95% confidence limit, AIC - Akaike Information Criterion, BIC – Bayesian Information Criterion 
All models include staff ID and ward as random effects




[bookmark: _Toc145059378][bookmark: _Toc145091142]Staff mix and working patterns
We assessed the effect of the mix of staff and other aspects of working patterns on sickness, initially by adding variables to the models for each of the following: registered nurse skill mix (registered nurse hours as a proportion of all hours), bank staff (proportion of registered nurse and nursing assistant staff who were employed through the bank), agency staff (proportion of registered nurse and nursing assistant staff who were employed through an agency), part time work and working long shifts. In all cases the variables were calculated from proportions of hours over the previous seven days, except long shifts (proportion of shifts of 12 or more hours) and part time work, which was identified if the median weekly worked hours in the previous 13 weeks was less than or equal to 26.  Higher exposure to agency shifts resulted in odds of sickness absence increasing for both and registered nurses (OR = 1.026; 95% CI = 0.996 – 1.057) and nursing assistants (OR = 1.025: 95% CI = 0.995 – 1.056), although these relationships were not statistically significant. Higher exposure to bank hours (each 10% additional increment) was associated with a 2% reduction in the odds of a sickness absence episode for registered nurses (OR = 0.983; 95% CI = 0.966 – 0.999). Results were similar for nursing assistants’ sickness absence (OR = 0.954; 95% CI = 0.935 - 0.973). A skill mix richer in RNs was associated with a reduced likelihood of experiencing sickness absence for RNs, although the association was not statistically significant, and it was associated with a higher likelihood of experiencing sickness absence for NAs (OR = 1.034; 95% CI = 1.008 - 1.06). 
[bookmark: _Ref141438168][bookmark: _Toc142668180][bookmark: _Toc183706719]Table 22	Association between understaffing and sickness absence, adjusted for skill mix, temporary staffing, shift work.
	[bookmark: _Hlk141444350]
	Registered Nurses
	Nursing Assistants

	term
	OR
	P
	LCL
	UCL
	OR
	P
	LCL
	UCL

	Bank staffing
	
	
	
	
	
	
	
	

	+ 10% RN understaffing per shift 
	1.018
	0.007
	1.004
	1.032
	1.025
	<0.0001
	1.011
	1.039

	+10% NA understaffing per shift 
	0.998
	0.677
	0.99
	1.006
	1.002
	0.710
	0.99
	1.013

	+10% bank hours 
	0.983
	0.044
	0.966
	0.999
	0.954
	0
	0.935
	0.973

	Model Fit
	
	
	AIC
	BIC
	
	
	AIC
	BIC

	
	
	
	255068
	255129
	
	
	170349
	170407

	Agency staffing
	
	
	
	
	
	
	
	

	+10% RN understaffing per shift 
	1.020
	0.005
	1.006
	1.034
	1.027
	0.0001
	1.013
	1.042

	+10% NA understaffing per shift 
	0.999
	0.825
	0.991
	1.007
	1.003
	0.579
	0.992
	1.015

	+10% agency hours on ward 
	1.026
	0.094
	0.996
	1.057
	1.025
	0.099
	0.995
	1.056

	Model Fit
	
	
	AIC
	BIC
	
	
	AIC
	BIC

	
	
	
	255067
	255141
	
	
	170291
	170362

	RN Skill mix
	
	
	
	
	
	
	
	

	+10% RN understaffing per shift
	1.016
	0.028
	1.002
	1.031
	1.036
	0
	1.011
	1.052

	+10% NA understaffing per shift
	1.001
	0.916
	0.991
	1.01
	0.994
	0.344
	0.981
	1.007

	+10% RN skill mix
	0.991
	0.369
	0.971
	1.011
	1.034
	0.010
	1.008
	1.06

	Model Fit
	
	
	AIC
	BIC
	
	
	AIC
	BIC

	
	
	
	255069
	255143
	
	
	168998
	169068

	Part time work
	
	
	
	
	
	
	
	

	+10% RN understaffing per shift 
	1.013
	0.103
	0.998
	1.028
	1.022
	0.006
	1.006
	1.038

	+10% NA understaffing per shift 
	0.998
	0.587
	0.989
	1.006
	1.007
	0.317
	0.994
	1.019

	part-time (yes vs no)
	1.033
	0.147
	0.989
	1.079
	1.041
	0.119
	0.99
	1.094

	Model Fit
	
	
	AIC
	BIC
	
	
	AIC
	BIC

	
	
	
	220024
	220098
	
	
	144073
	144144

	Long shifts
	
	
	
	
	
	
	
	

	+10% RN understaffing per shift 
	1.016
	0.026
	1.002
	1.029
	1.025
	0.0003
	1.011
	1.039

	+10% NA understaffing per shift 
	0.999
	0.712
	0.991
	1.006
	1.002
	0.711
	0.991
	1.014

	+10% long shifts worked 
	1.026
	0
	1.02
	1.031
	1.003
	0.303
	0.997
	1.009

	Model Fit
	
	
	AIC
	BIC
	
	
	AIC
	BIC

	
	
	
	254972
	255047
	
	
	170349
	170420

	RN - Registered Nurse, NA – Nursing Assistant, LCL – lower 95% confidence limit, UCL – upper 95% confidence limit, AIC - Akaike Information Criterion, BIC – Bayesian Information Criterion
All models include staff ID and ward as random effects. All exposures are averaged per shift over the prior 7 days. 



Working part-time was associated with higher odds of sickness absence for both registered nurses (OR = 1.033; 95% CI = 0.989 - 1.079) and nursing assistants (OR = 1.041; 95% CI = 0.990 - 1.094), although the association was not statistically significant. Working higher proportion of long shifts in the prior 7 days was associated with higher sickness absence for registered nurses (each 10% increase in the proportion of long shifts: OR = 1.026; 95% CI =1.020 - 1.031) but not for nursing assistants (each 10% increase in the proportion of long shifts: OR = 1.003; 95% CI = 0.997 - 1.009).  (See Table 22)
Our final model included, in addition to RN and NA understaffing variables, all variables that were statistically significant associated with sickness absence. In this the only statistically significant predictor of registered nurse sickness absence was the %of long shifts worked. For registered nurses, each 10% increase in understaffed shifts in the previous seven days was associated with a 1.2% increase in the odds of sickness but this relationship was not statistically significant. Each 10% increase in the proportion of long shifts increased the odds of sickness by 2.6% so a shift scheduled for a registered nurse working all long shifts is 29% more likely to result in sickness absence than a shift for a registered nurse who does no long shifts. A higher proportion of bank hours in the previous 7 days was associated with a 2.6% reduction in the odds of sickness absence.

Registered nurse understaffing remained a significant predictor of nursing assistant sickness, with every 10% increase in the proportion of registered nurse understaffing associated with a 3% increase in the odds of sickness absence. A higher proportion of bank hours in the previous 7 days was associated with a 2.4% reduction in the odds of sickness absence. The full models can be found in Table 23.
[bookmark: _Ref141690425][bookmark: _Toc142668181][bookmark: _Toc183706720]Table 23	Association between understaffing and sickness absence, adjusted for statistically significant variables added to the core models.
	term
	OR
	P
	LCL
	UCL

	Registered Nurses’ sickness absence
	
	
	
	

	+ 10% RN understaffing per shift 
	1.012
	0.114
	0.997
	1.026

	+10% NA understaffing per shift 
	0.999
	0.820
	0.990
	1.008

	+10% bank hours 
	0.974
	0.003
	0.957
	0.991

	+10% RN skill mix in previous 7 days
	0.987
	0.235
	0.967
	1.008

	+10% long shifts worked in previous 7 days
	1.026
	0
	1.021
	1.031

	
	
	
	AIC
	BIC

	
	
	
	254967.2
	255066.3

	Nursing Assistants’ sickness absence
	
	
	
	

	+ 10% RN understaffing per shift 
	1.030
	<0.001
	1.014
	1.046

	+10% NA understaffing per shift 
	0.991
	0.181
	0.978
	1.004

	+10% bank hours 
	0.957
	0
	0.938
	0.976

	+10% RN skill mix in previous 7 days
	1.024
	0.064
	0.999
	1.051

	
	
	
	AIC
	BIC

	
	
	
	170270.
	170352

	RN - Registered Nurse, NA – Nursing Assistant, LCL – lower 95% confidence limit, UCL – upper 95% confidence limit, AIC - Akaike Information Criterion, BIC – Bayesian Information Criterion
All models include staff ID and ward as random effects. All exposures are averaged per shift over the prior 7 days. 


0. [bookmark: _Toc145059379][bookmark: _Toc145091143][bookmark: _Toc188277200]Cost consequences and cost-effectiveness
Based on the weighted average HRG cost, the estimated total cost of providing care for the 626,313 admissions in our analysis cohort for adult inpatients was £2,613,385,125, or £4,173 per admission. The mean estimated discounted and quality-adjusted life year among patients who died was 6.82. For our base case scenario, we assumed that this reflected the quality-adjusted life expectancy of any lives saved from avoided deaths resulting from reduced understaffing. 
Six thousand five hundred and twenty seven of 31,885 deaths could be avoided if all episodes of low staffing were eliminated, assuming the estimated effects represent the effect that would be achieved through intervening to reduce low staffing. The cost of additional staffing would be £197 per admission, £18,930 per life saved and £2,788 per quality-adjusted life year (QALY). Cost savings associated with reduced sickness absence (1.4% of additional staff costs) and readmission (2%) were modest, but the estimated savings resulting from a shorter length of stay exceeded the additional staff costs (267% of staff costs). The estimated cost per QALY was lower if savings from sickness absence and readmissions were considered, but the difference from an estimate based on staff costs only was not great (£2,685 versus £2,778 per QALY). When costs associated with length of stay were considered, the cost per QALY was negative because the intervention improved outcomes and saved money (see Table 24). Therefore, in the rest of this section, unless explicitly noted, the figures quoted are for simple staffing costs per QALY gained, providing a conservative estimate. For other estimates refer to the relevant tables.
We tested the sensitivity of the analysis to the discount rate applied, assumptions about the quality and length of life that would be expected for lives saved, statistical uncertainties about consequences and cost assumptions (Table 24). If a higher discount rate of 5% was applied, as recommended for economic evaluations in lower and lower middle-income countries,156 cost per QALY was increased by 11% to £3,081. If the lower confidence interval was taken for all effect estimates, the estimated cost per QALY was 14% higher (£3,150) and under the most pessimistic cost assumptions we made (high staff cost and low costs for days of stay and readmissions averted), cost per QALY was 15% higher (£3,153). The major sensitivity was the assumption about the quality-adjusted life expectancy of lives saved. If it was assumed that the expectancy was lower than in the base case (mean expectancy), matching that of the (approximately) 50% of the cohort of deaths who were 80 years old or older, the cost per QALY was 97% higher (£5,389).


[bookmark: _Toc183706721]Table 24 Costs, consequences and cost-effectiveness (incremental cost-effectiveness ratios) of eliminating low staffing (base case and sensitivity analysis)
	Assumptions
	Lives saved
	QALY gains
	Additional staff cost per admission
	Value of reduced sickness absence (% of staff costs)
	Value of averted readmissions (% of staff costs)
	Value of reduced stays (% of staff costs)
	Additional staff cost per life saved
	Additional staff cost per QALY gained
	Net additional cost per QALY gained (sickness costed)1
	Net additional cost per QALY  gained (sickness and readmissions costed)2
	Net additional cost per QALYgained  (sickness, readmissions and LOS costed)3

	Base case
	6,527
	44,483
	£        197
	1.4%
	2.0%
	267%
	£    18,930
	£     2,778
	£     2,739
	£              2,685
	£      -4,728

	Sensitivities
	
	
	
	
	
	
	
	
	
	
	

	Lower discount rate (3%)
	6,527
	46,183
	£        197
	1.4%
	2.0%
	267%
	£    18,930
	£     2,675
	£     2,638
	£              2,586
	£      -4,554

	Higher discount rate (5%)
	6,527
	40,097
	£        197
	1.4%
	2.0%
	267%
	£    18,930
	£     3,081
	£     3,038
	£              2,978
	£      -5,245

	High risk populations saved (over 80)
	6,527
	22,605
	£        197
	1.4%
	2.0%
	267%
	£    18,930
	£     5,466
	£     5,389
	£              5,283
	£      -9,304

	Lower risk populations saved 
	6,527
	67,843
	£        197
	1.4%
	2.0%
	267%
	£    18,930
	£     1,821
	£     1,796
	£              1,760
	£      -3,100

	LCL for all consequences 
	5,746
	39,158
	£        197
	0.2%
	-1.7%
	261%
	£    21,504
	£     3,155
	£     3,150
	£              3,203
	£      -5,041

	UCL for all consequences 
	7,303
	49,773
	£        197
	3.4%
	5.6%
	272%
	£    16,918
	£     2,482
	£     2,399
	£              2,261
	£      -4,503

	Lower value for unit costs
	6,527
	44,483
	£        181
	1.4%
	0.8%
	267%
	£    17,363
	£     2,548
	£     2,513
	£              2,492
	£      -4,317

	Higher value for unit costs
	6,527
	44,483
	£        227
	1.4%
	2.0%
	265%
	£    21,788
	£     3,197
	£     3,153
	£              3,088
	£      -5,395

	Optimistic cost assumptions*
	6,527
	44,483
	£        181
	1.4%
	2.5%
	333%
	£    17,363
	£     2,548
	£     2,513
	£              2,448
	£      -6,035

	Pessimistic cost assumptions**
	6,527
	44,483
	£        227
	1.4%
	0.7%
	213%
	£    21,788
	£     3,197
	£     3,153
	£              3,132
	£      -3,677


1. costs of avoided sickness absence removed, 2. costs of avoided sickness absence and readmissions removed, 3. costs of avoided sickness absence, readmissions and days of stay removed
LCL- lower confidence limit, UCL- upper confidence limit, QALY- Quality Adjusted Life Year, LOS - length of stay
* Lower limit for staffing unit costs, upper limit for readmission/ length-of-stay unit costs (see Table 33 for costs)
** Upper limit for staffing unit costs, lower limit for readmission/ length-of-stay unit costs (see Table 33 for costs)
To estimate the effect of more targeted reductions in understaffing, we considered alternative scenarios: avoiding some, but not all, understaffing and focussing on subgroups (see Table 25). Avoiding only 50% of understaffing cost less per patient, but was similarly cost-effective to avoiding all understaffing, with reduced benefits in terms of lives saved (and other outcomes). Focussing efforts to avoid low staffing on only the most acute patients (those with NEWS of at least 5) cost more per QALY gained (£9,848) than the base case (£2,778), although different populations make these estimates hard to compare directly. Focussing on only less acute patients (those with NEWS less than 5) cost £3,820 per QALY gained. For older people's wards, the estimated effect of low staffing on mortality was lower than in the population as a whole and the estimated cost per QALY gained was higher at £11,416.
If only RN understaffing was avoided, the staff cost was £3,532 per QALY gained. While staff costs from avoiding only nursing assistant staffing were lower (£1,626 per QALY gained), the relative advantage reduced when net staff costs (considering sickness absence) and readmissions were considered, because of the adverse effects of higher assistant staffing (i.e., avoided low staffing) on these outcomes. Similarly, while avoiding low RN staffing for highly acute patients was cost-effective at similar levels to the base case (£2,701 per QALY gained), avoidance of low assistant understaffing was the only scenario where there was an adverse effect from higher staffing levels, and so the decision not to intervene dominates.

We considered the costs and consequences of using temporary staff to avoid staffing shortfalls, focussing on agency staff because these are potentially more expensive, and the adverse effects of temporary staffing were either similar or worse than for bank staff. We considered the adverse effect of a higher proportion of agency staff on mortality based on the mean levels of understaffing observed on days of low staffing and combined this with the estimated benefit of removing low staffing to give an attenuated estimate. For both RN and assistant staff the mean staffing shortfall was approximately 17% and so we used these figures to estimate the proportion of agency staff that would be observed Using agency staff to avoid low staffing still reduced the risk of death, but by a lower amount, with 62% fewer lives saved if low staffing was rectified using agency staff as opposed to permanently employed staff. If agency staff are assumed to cost the same as permanent staff, the cost per QALY was £7,320. As prices paid for agency staff can be highly variable, we estimated various proportional increases. If agency staff cost 150% of the cost of substantive staff the cost per life saved was £10,980. If agency staff cost 200% of the cost of substantive staff the cost per life saved was £14,435. If no assumption of reduced effectiveness from agency staff is made, the cost-effectiveness of using agency staff to rectify staffing shortfalls is more favourable and, in the extreme (no cost difference, no adverse effects) it is the same as the base case above. See Table 26.



[bookmark: _Toc183706722]Table 25 Costs, consequences, and cost-effectiveness  (incremental cost-effectiveness ratios) of eliminating low staffing for patient / ward subgroups
	Scenario
	Lives saved
	QALY gains
	Additional staff cost per admission
	Additional staff cost per life saved
	Additional staff cost per QALY
	Net additional cost per QALY gained (sickness costed)1
	Net additional cost per QALY gained (sickness and readmissions costed)2
	Net additional cost per QALY gained (sickness, readmissions and LOS costed)3

	Remove 50% understaffing
	3,356
	22,875
	 £          99 
	 £    18,405 
	 £     2,701 
	 £     2,663 
	 £              2,611 
	£      -5,110 

	Remove RN understaffing only
	3,627
	24,717
	 £        139 
	 £    24,071 
	 £     3,532 
	 £     3,459 
	 £              3,257 
	£      -4,205 

	Remove NA understaffing only
	3,272
	22,303
	 £          58 
	 £    11,080 
	 £     1,626 
	 £     1,629 
	 £              1,747 
	£      -5,819 

	High NEWS sub-group*
	141
	926
	 £        311 
	 £    64,786 
	 £     9,848 
	 £     7,986 
	 £              8,361 
	£    -16,410 

	High NEWS sub-group - remove RN understaffing only*
	333
	2,190
	 £        202 
	 £    17,769 
	 £     2,701 
	 £     1,880 
	 £              1,739 
	£      -4,115 

	High NEWS sub-group - remove NA understaffing only*
	-205
	-1,346
	 £        109 
	£    -15,649 
	£    -2,379 
	£    -2,435 
	£             -2,932 
	 £      5,974 

	Lower NEWS sub-group**
	4,902
	32,577
	 £        285 
	 £    25,388 
	 £     3,820 
	 £     3,767 
	 £              3,710 
	£      -2,922 

	Care of older people ward sub-group
	384
	2,617
	 £        427 
	 £    77,806 
	 £ 11,416 
	 
	 
	 


1. costs of avoided sickness absence removed, 2 costs of avoided sickness absence and readmissions removed, 3. costs of avoided sickness absence, readmissions and days of stay removed 
QALY- Quality Adjusted Life Year, RN- Registered Nurse, NA- Nursing Assistant, LOS - length of stay, NEWS- National Early Warning Score 
*NEWS at least 5, **NEWS below 5


[bookmark: _Toc183706723]Table 26 Costs, consequences, and cost-effectiveness  (incremental cost-effectiveness ratios) of eliminating low staffing with agency staff (base case and sensitivity analysis)
	Assumptions
	Lives saved
	QALY gains
	Additional staff cost per admission
	Additional staff cost per life saved
	Additional staff cost per QALY
	Net additional cost per QALY gained (sickness costed)1
	Net additional cost per QALY gained (sickness and readmissions costed)2
	Net additional cost per QALY gained (sickness, readmissions and LOS costed)3

	Agency staff less effective than permanent
	
	
	
	
	
	
	
	

	Agency staff cost same as substantive staff,*
	2,477
	16,879
	 £197 
	 £49,887 
	 £7,320 
	 £7,218 
	 £7,075 
	£-12,460 

	Higher agency cost (125% of substantive staff cost)*
	2,477
	16,879
	 £247 
	 £62,358 
	 £9,150 
	 £9,022 
	 £8,879 
	£-10,656 

	Higher agency cost (150% of substantive staff cost)*
	2,477
	16,879
	 £296 
	 £74,830 
	 £10,980 
	 £10,826 
	 £10,684 
	£-8,851 

	Higher agency cost (200% of substantive staff cost)*
	2,477
	16,879
	 £395 
	 £99,773 
	 £14,639 
	 £14,435 
	 £14,292 
	£-5,243 

	Agency staff same effect as permanent
	
	
	
	
	
	
	
	

	Higher agency cost (125% of substantive staff cost)
	6,527
	44,483
	 £247 
	 £23,663 
	 £3,472 
	 £3,424 
	 £3,369 
	£-4,043 

	Higher agency cost (150% of substantive staff cost)
	6,527
	44,483
	 £296 
	 £28,395 
	 £4,166 
	 £4,108 
	 £4,054 
	£-3,359 

	Higher agency cost (200% of substantive staff cost)
	6,527
	44,483
	 £395 
	 £37,860 
	 £5,555 
	 £5,478 
	 £5,423 
	£-1,989 

	
	
	
	
	
	
	
	
	


1 costs of avoided sickness absence removed, 2 costs of avoided sickness absence and readmissions removed, 3. costs of avoided sickness absence, readmissions and days of stay removed.
QALY- Quality Adjusted Life Year, LOS - length of stay. * Mortality effect adjusted for use of agency 







0. [bookmark: _Toc188277201]Summary of main results
· For adult inpatients, exposure to days with lower-than-expected RNs or nursing assistant staff was associated with increased hazard of death (adjusted Hazard Ratio [aHR] 1.08 / 1.07, 95% CI 1.07-1.09 / 1.06-1.08) and longer hospital stays. 
· Low RN staffing was also associated with increased hazard of readmission (aHR 1.01 95% CI 1.01-1.02). 
· Results for paediatric admissions were similar, although low nursing assistant staffing was also significantly associated with increased risk of readmission. E
· The effects of low staffing on general wards and for less acute patients (National Early Warning Score [NEWS] <5) only were similar to original results. 
· Effects in highly acute patients (NEWS 5+), and older peoples' wards were smaller. For highly acute patients, there was evidence of an adverse effect from nursing assistant staffing as low staffing was associated with significant decreases in the hazard of death (aHR 0.98 95% CI 0.96 to 1.00) and increased risk of readmission (aHR 0.97 95% CI 0.95 to 0.99). 
· Nursing assistant low staffing was also associated with lower hazard of readmission for people over 75. 
· Days of low staffing were also associated with increased risk of the potentially nurse-sensitive adverse events of deep vein thrombosis (DVT), pneumonia and pressure ulcers in surgical admissions. Low RN staffing had a larger effect than low assistant staffing. 
· Exposure to days of low RN staffing increased the odds of sickness absence for both RNs and assistants (adjusted odds ratio 1.02 / 1.03 95% CI 1.00-1.03 / 1.01-1.04 for each 10% of the past 7 days worked that were understaffed).

· A higher proportion of band 6+ RNs and band 4 nursing assistants were associated with reduced hazard of death (aHR 0.98), although the result was not statistically significant for nursing assistants nor when all staff mix variables were considered simultaneously. 
· Higher proportions of bank and agency staff (both RNs and nursing assistants) were associated with increased hazard of death, with the strongest adverse effect associated with agency assistant staff. 
Economic analysis
· Eliminating low staffing cost £2,778 per QALY gained. Savings from avoided sickness absence and readmissions made cost-effectiveness estimates more favourable but did not have a major impact. 
· If costs of avoided hospital stays are included, avoiding low staffing generates a net cost saving under all scenarios modelled except reducing understaffing by nursing assistants for highly acute patients, which led to a net cost increase and worse outcomes. 
· Avoidance of RN rather than assistant understaffing for highly acute patients gave more benefits and was more cost-effective. 
· Avoiding low staffing using temporary agency staff reduced mortality but was less cost-effective than using substantive staff because benefits were reduced, and costs increased. 

[bookmark: _Toc188277202]Discussion and conclusions
0. [bookmark: _Toc188277203]Summary of main findings
In this study, we set out to add to the limited body of economic evidence to guide decisions about staffing to provide nursing care on hospital wards. Noting that evidence showing associations between high workloads for nurses and adverse outcomes has rarely considered staffing by other staff groups, we undertook cross-sectional studies exploring associations between workloads, expressed as staff per occupied bed, and mortality, patient experience, and staff experience. In these studies, staffing and outcomes were assessed annually at the hospital Trust level. We found that Trusts with more occupied beds per doctor and allied health professional had higher mortality rates than expected, given the case mix. An association between high registered nurse workloads and high mortality was reduced and became non-significant in models including other staff groups. We found that Trusts with higher levels of support staff for nurses and allied health professionals had higher mortality. Higher workloads for registered nurses were associated with reductions in the quality of patient experience, staff-reported health and wellbeing, and quality of care. Higher nurse staffing levels (measured as hours per patient day) on wards were associated with reduced risk of avoidable patient harms.
In our longitudinal patient-level study in four hospital Trusts, we considered the nurse staffing patients directly experienced during their hospital stay. This study aimed to avoid the potential biases of hospital-level cross-sectional studies where staffing levels by different staff groups are strongly correlated and provided a stronger basis for modelling the economic costs and consequences of staffing deficits. We found that when patients are exposed to days of low staffing on inpatient wards, from either registered nurses or nursing assistant staff, the hazard of death is increased, and the hospital stay is longer. Exposure to low registered nurse staffing also increased the risk of readmission. We found similar results when looking at patient subgroups, considering general ward staffing only and for less highly acute patients. Results in paediatric patients were also broadly similar, although mortality effects were not significant. For the most highly acute patients, there was evidence of harm from higher staffing from assistants, because days where patients experienced lower than average staffing from nursing assistant staff were associated with reduced hazard of death and readmission. We found that greater use of temporary staff was associated with increased hazard of death, while higher proportions of senior grade staff reduced the hazard, although this was not statistically significant in a model considering multiple staff mix factors. There was also evidence of additional benefits of registered nurse staffing at higher levels than the threshold we used, which are based on current ward mean averages. Low staffing was also associated with increased risk of deep vein thrombosis, pneumonia, and pressure ulcers in surgical patients, with low registered nurse staffing having a stronger adverse effect than assistant staffing. We found that incident reports were more frequent when staffing levels were higher. Registered nurse understaffing was associated with increased risk of sickness absence for both registered nurses and nursing assistants.
We estimated that the cost of staff required to eliminate days of low staffing was £197 per patient per day and in our base case scenario the cost per quality-adjusted life year (QALY) gained was £2,788. Reductions in staff sickness absence and avoided readmissions reduced net costs by a small amount (2% or less) but the value of bed days saved far exceeded the costs of additional staff. While focussing on RN understaffing only was somewhat less cost-effective (£3,459 per QALY gained), there were more benefits that arose in terms of reduced sickness absence, fewer readmissions, reduced mortality for the sickest patients and fewer adverse events (associated with avoiding low staffing from registered nurses compared to nursing assistants). Using agency staff to avoid low staffing was less cost-effective than using substantive staff, but the effect on mortality was still protective. If the cost of agency staff was 50% more than that of substantive staff the cost per QALY was   £10,980.
0. [bookmark: _Toc188277204]Relationship to existing research
[bookmark: _Hlk145332883]Our cross-sectional study adds to a small body of research that explores associations between staffing levels and outcomes from staff groups other than nurses.104 While the association between high medical workloads and reduced patient safety has been shown previously, ours is the first study to show a relationship between allied health professional staffing and safety. Most cross-sectional studies addressing nursing workloads have given scant consideration to other staff groups, but our results show that estimates of nurse staffing effects from such studies could be biased because nurse staffing levels are correlated with other staff groups. This in turn has implications for economic analyses examining the benefits of increased nurse staffing because the benefits of increased nurse staffing could be overestimated because of this bias. On the other hand, recent work has shown that associations based on annual aggregate data can bias estimates of nurse staffing effects in the opposite direction, in part because much of the variation experienced by patients is averaged out across a longer time period.161  Most previous economic studies rely on estimates from such cross-sectional studies.60 
The results of our longitudinal patient-level study provide granular estimates of effects based on daily exposures to varying staffing levels. The findings are consistent with the limited number of previous studies using similar methods, although direct comparisons are difficult because of the diversity of staffing measures used.34 In comparison to our previous single-site study using similar methods, where a day of low registered nurse staffing was associated with a 3% increase in the hazard of death,22 the effects observed in this study were larger. Exposure to a day of low registered nurse staffing was associated with a 6% increase in hazard of death in comparable models where workload associated with transfers was included. Needleman and colleagues found a 3% increase in hazard of death per low staffed shift, which would give a similar daily estimate to our finding.162
Our study adds additional evidence on the consequences of low nurse staffing in terms of increased readmissions, length of stay and other potentially nurse-sensitive adverse events. The estimated effect on length of stay in this study is relatively large, although similarly large effects have been observed previously.82 Because most stays are short (median is less than 4 days), any substantial extension to one person’s stay resulting from adverse events can occupy the same number of bed days as many ‘typical’ admissions, which is significant both because of the resources used, but also because of the inability to use the bed for new admissions. While we found harmful effects from low staffing for adverse events recorded in patient records, we found that higher staffing levels were associated with higher levels of incident reporting. The pattern of results was consistent with ascertainment and reporting bias leading to higher recording when staffing is higher, which has been observed previously in studies using UK incident reporting systems.163 Our study is the first longitudinal study to demonstrate an adverse effect of low staffing on an important and objectively measured staff outcome, that is sickness absence. While the effect on sickness absence was relatively small (about 2%), other research has identified adverse effects on subjective wellbeing for nurses who experience understaffing41 and our cross-sectional study also showed that higher workloads were associated with worse scores for staff health and wellbeing on the staff experience survey.
We found that the mix of staff was related to patient outcomes. Richer grade mix for registered nurses (that is a higher proportion of band 6+ staff) was associated with improved outcomes, a finding reflected by recent research from the National Health Service in England, which found that senior registered nurses were associated with a larger reduction in mortality than more junior nurses.164 However, in our study, the grade mix of staff was no longer significant when the mix of temporary staff was considered simultaneously. Zaranko and colleagues did not find any benefit from adding agency staff but they found that bank staff had a similar effect in reducing mortality to that of permanent staff.164  In contrast, our study, which approached this problem differently, found that after controlling for low staffing, both a higher proportion of bank staff and a higher proportion of agency staff had a negative effect on mortality, especially for agency assistant staff. Our previous study also found that higher proportions of temporary staff were associated with increased risk of mortality after controlling for low staffing.16 These findings are not entirely incompatible, as our economic model indicated that the relative harm from a high proportion of temporary staff was smaller than the beneficial effect of eliminating low staffing. The effect of temporary staff can only be understood in the context of the achieved staffing level because the two effects are independent. The benefits of low staffing avoided are reduced but not removed by using agency staff. Avoiding low staffing using agency staff is associated with reduced harms even if it is a less effective (and cost-effective) option than using permanent staff. 
We found statistical interaction effects between levels of registered nurses and assistants. Visual inspection of the plots did not indicate that these effects were of substantial material importance, but the cumulative nature of the variable may mask important effects on the day and there are strong theoretical reasons to believe that such effects may exist related to, amongst other things, the capacity of registered nurses to properly supervise assistant staff.165 The adverse effect from a higher proportion of temporary staff was independent of the adverse effect of low staffing and we found not interaction between these two variables.
[bookmark: _Hlk145334661]This is the first study to estimate the quality-adjusted life year gains associated with changes in nurse staffing in a longitudinal study, and the first UK study to consider life expectancies. Thus, our economic results cannot be directly compared with previous studies. In our base case we estimated that eliminating all understaffing cost £2,778 per QALY. In our recent study, we estimated the costs and consequences of a blanket one hour per patient day increase in registered nurse staffing levels, as opposed to a strategy of eliminating relative low staffing. The cost of this per patient was £219 and the cost per life saved was £47,376, although the finding was highly sensitive to assumptions about the mortality effect (using upper and lower 95% confidence limits as a sensitivity check) in that much smaller study. If the estimate for QALYs gained from this study is applied to that estimate, the cost per QALY (£6,946) would be close to some values in scenarios / sensitivity analyses observed here (albeit with costs based on an earlier year) and of a similar scale to estimates based on life expectancies seen in previous economic studies (albeit in different contexts and with varying interventions).80 81 
There is no clear criterion or threshold for establishing whether an intervention is ‘cost-effective’. Per capita GDP is sometimes used, but in a resource-constrained system, consideration must be given to the opportunity costs when considering whether or not the health benefits gained are greater than the health that is likely to be lost because resources are not deployed elsewhere.32 In the UK context, the National Institute for Health and Care Excellence (NICE) identified £10,000 per QALY ($15,572 is the 2021 US$ equivalent) as representing "exceptional value for money", meaning that a drug could be fast-tracked for availability in the National Health Service.166 In almost all cases, our cost-effectiveness estimates for eliminating low staffing were below £7,843, the median for public health interventions recommended by NICE between 2011 and 2016.167 If the value of hospital stays averted is included in the cost estimate, then increased staffing is economically dominant, as net costs are reduced and outcomes improved. However, while there is clearly value in releasing a bed for other uses, and an opportunity cost of using a bed to care for someone experiencing an avoidable stay due to an adverse event or organisational inefficiency arising from low staffing, hospital revenues are not necessarily increased within the National Health Service.
[bookmark: _Hlk145335222]Much previous research and our review of economic evidence has pointed to a conclusion that adding assistant staff as substitutes for registered nurses is potentially harmful and is not cost-effective. Our findings, in common with some other research, shows that low levels of assistant staffing are associated with harm.22 88 162 However, we do find that there are greater benefits from rectifying registered nurse staffing shortages. Using continuous measures of staffing, we found that staffing higher than the norm improves outcomes further. For registered nurses (but not assistants), we also found evidence that there may be increasing marginal gains as staffing increases, and we found larger effect sizes when low staffing was measured relative to thresholds higher than the mean. In most cases, beneficial effects from increased registered nurse staffing were higher than those from assistant staffing, in particular adverse events. For some patient sub-groups, in particular the most acutely ill, there was indication that higher assistant staffing levels might cause harm, consistent with our previous study,22 although the specific pattern of results observed in our previous study, with a clear increase in harm from higher assistant staffing levels using a continuous staffing measure, was not replicated here. Finally, we identified that assistant workload associated with patient transfers was also associated with mortality risk, but the relationship was much stronger and only statistically significant for registered nurses, presumably because this work is primarily undertaken by registered nurses. These findings in tandem with previous research do not support a conclusion that substitution is either safe or effective. However they do show that nursing assistants represent an important part of care delivery and appropriate staffing levels need to be considered alongside staffing by registered nurses.
0. [bookmark: _Toc188277205]Strengths and limitations relative to other research
In many respects this study is stronger than previous economic modelling studies, especially in relation to UK policy decision-making. The underlying longitudinal study with patient-level staffing exposures is a far stronger design than cross-sectional studies and is less prone to bias, although it remains an observational study and causal inferences cannot be made from these results in isolation. This is the first multi-centre economic study of its type and the first to estimate costs per QALY. QALY gains were estimated, although conclusions about costs per QALY are not sensitive to a range of assumptions about gains, costs or discount rates. We have considered a wider range of outcomes and costs than many previous studies, although data on incidents and adverse events proved limited. 
Some previous patient-level studies have been able to define staffing requirements relative to an assessed daily or shift-level demand or expectation based on detailed patient and shift characteristics.86 98 We did not have this data available for most of our sample, and so we used the ward mean as a reference point. While our previous study demonstrated a close correspondence between the ward mean and the planned staffing level,19 it is likely that the observed staffing is, on average, lower than the planned establishment, due to vacancies. This need not be a limitation as most other studies have used a threshold somewhere below the planned staffing level to define low staffing, but the uncertainty and likely variation in this threshold between wards is a problem. We had access to planned staffing levels from the data supplied by National Health Service England for the national ward-level cross-sectional study. However, access to these data was given late and the analysis suggests that these planned staffing levels may not give a valid reference point for staffing requirements. In the absence of detailed information about how planned care hours per patient day were determined, it is unclear if the data has value. Given that there is a relationship between registered nurse staffing levels (hours per patient day) and harms (in models with ward random effect), the absence of any association between registered nurse staffing shortfalls and harms does not give confidence that the planned staffing levels in the NHS England data are accurate measures of staffing requirements, as the shortfall would be expected to provide equal or stronger associations. Additionally, although using the mean as a reference point may have validity, it cannot account for daily variation in demand caused by variation in case mix that is not directly related to mortality risk, which is controlled for in the model.
0. [bookmark: _Toc188277206]Challenges faced and other considerations.
This study launched in early 2020, just as the first wave of the COVID-19 pandemic occurred in the UK. Trusts made exceptional efforts to participate despite difficult working conditions and competing demands. Although we met our initial target sample of four Trusts, working through complex data governance processes was time-consuming. We had recruited additional Trusts which were unable, ultimately, to find the resource to allow the project to progress, meaning late withdrawals. For these reasons, data transfers were substantially delayed and although the project was extended, we still had less time with a large and immensely complex dataset than we had originally planned. Also, the complexity of data governance and challenges for resources within Trusts meant that we had to abandon any aspiration to link roster data to other staff characteristics from the electronic staff record. Information from the electronic staff record could enhance analysis of sickness absence by providing information about age and turnover as an outcome. The circumstances under which the research was conducted also limited our planned engagement activities and our opportunities to work as closely with participating Trusts as we would have liked, especially during the final analysis stages, which were compressed. However, we did successfully adopt several creative strategies for engagement as a result of the pandemic. See 6.5.2 below.
While we completed analyses as per the protocol, we were unable to explore some issues that arose from the data analysis or exploit several opportunities due to lack of time. Potential future use for the data include further exploration of temporary staffing effects, including potential nonlinear associations and thresholds for adverse effects (a possibility identified in the results of our previous study16) and using patient and shift information to better characterise expected staffing levels. Although we model longitudinal associations with outcomes, which we consider preferable, Zaranko’s recent study used within-day associations to identify some potentially important relationships. Our data could be used to replicate this analysis, which would provide a valuable confirmation (or otherwise) of their findings about seniority of staff.164
0. [bookmark: _Toc188277207]Patient, public and service engagement and involvement
As noted in Methods, we took an integrated approach to involving patients, the public and staff members because all are potential beneficiaries of the research. The study began concurrently with the beginning of the COVID-19 pandemic, and this impacted on many of our plans for ongoing involvement and engagement. Planned events involving National Health Service (NHS) staff had to be cancelled as COVID-19-related work had to be prioritised. Early events with service users and the public had to be conducted online. Despite this, we received significant ongoing engagement from the Trusts that volunteered to provide data for the study, and many members of staff worked hard to progress approvals for a study that would not otherwise have been prioritised in the context of COVID-19 because it was recognised as addressing an issue that was vital for them. Additional information is provided in the Supplementary Engagement and Involvement Report and a summary is given here.
Public engagement
In late spring 2020, we met with a group of experienced lay patient and public participation and engagement contributors who are part of a group involved with the NIHR Applied Research Collaboration (Wessex) Wessex Inclusion in Service Research and Design (WISeRD) Group. FL (the project Patient & Public Involvement and Engagement Lead who has expertise by experience in health services) and lead investigator PG presented the background to this project and shared some previous research results to stimulate discussion. The discussion highlighted a strong sense from participants in the group that staffing in the NHS was a vital topic, but also a belief from some that nursing assistants might be suitable substitutes for registered nurses. Participants were surprised by results of previous research pointing to adverse effects from higher assistant staffing and were surprised at lack of regulation around staffing numbers. The discussion highlighted the importance of considering the mix of staff within job groups and highlighted a limitation of this study – which is that we are unable to identify experience and background training, although our approach to measuring grade mix may address the issues highlighted. 
We discussed the approach we should take for additional engagement with lay representatives on our advisory group who noted that this (WISeRD) group had very particular experience – generally they were experienced in patient and public involvement and engagement (PPIE), older and affluent. We actively sought out a different group of non-experienced lay people, and those from a younger generation who may have fresh viewpoints and experiences of the NHS. FL contacted the Head of Health and Social Care modules/courses at a local further education/sixth form college near to the University. Eleven students (age range was 16-19 years old) and their tutor attended an event we organised at the University with several members of the research team. The students came from a wide variety of backgrounds and ethnicities, which reflected the demographic of the city well. Some of the group had experience as young carers and most were looking to either go on to university and work in health and social care, or childcare.  
FL facilitated the session, which began with an interactive presentation from PG, including an introduction to some background about the research and methods used. The session included a quiz with questions to stimulate thinking about safe staffing, which used examples from settings and industries such as the airline industry where safe staffing levels are sometimes mandated. We used Vevox, a live polling app, to gather responses. This meant that those who were more reluctant to speak up were able to engage and it appeared to work as a stimulus for more open conversations. The discussion covered several issues and confirmed that like the experienced PPIE group, participants had concerns about low staffing in the NHS, had expectations that nursing assistants had mandatory training and that there were mandatory minimum staffing levels.
We also discussed the issue of using patient data in the study. It was clear that while there was general support for use of anonymised data for research purposes by university researchers, where there was no profit motive, this agreement was contingent and there was less support for the use of similar data by commercial entities. This accords with the results from larger and more formal consultations with the public about the use of health data.168
[bookmark: _Ref145235447]Staff and service engagement
Planned national launch events were cancelled due to the COVID-19 pandemic. We focussed our efforts on wider engagement with the Trusts that we were working with. There were three primary activities. Firstly, we invited all local contacts, including data and systems staff, to participate as observers in our regular advisory / steering group meetings, although attendance from Trusts was limited. The steering group itself included a range of interested parties including representatives from nursing unions and local government.
Secondly, at the suggestion of staff at one Trust who noted that previous experience led them to expect hard work to extract data but no on-going engagement, we organised a series of seminars to set the research in context and to discuss emerging ideas and priorities. Three seminars were delivered online in 2021 and a fourth was planned but cancelled due to winter pressures which made it difficult for staff to attend. Thirdly, we produced a series of newsletters and have undertaken one-to-one briefings of emerging results. We drew on this group of interested parties to guide the selection of areas to focus on in the staff experience analysis (see 3.1.2) where we conducted an online consultation. 
Additionally, we undertook one-to-one briefings with senior staff at NHS England, focussing on the Allied Health Professions workforce (sharing early results from the national cross-sectional study) and the nursing workforce directorates. We worked closely with the workforce directorate and incorporated the expected hours per patient day into our ward-level analyses of care hours per patient day at their request because this addressed an issue of concern to them – whether deviation from planned hours provided a better indicator of workforce adequacy.
0. [bookmark: _Toc188277208]Equality, Diversity, and Inclusion
Patient safety in acute hospitals is a matter of wide public concern, potentially affecting all members of all communities. Similarly, NHS staff are diverse and so issues affecting them are relevant to a diverse community. The Trusts that participated in our study service diverse communities including significant ethnic minority communities and some areas of high deprivation. The nature of our study is such that we were able to include all patients. While we had no a-priori hypotheses or explicitly stated objectives related to discrimination, one effect of low nurse staffing has been described as ‘implicit rationing’ of care.169 It is certainly possible that different communities are disproportionately affected by the issues we consider in this report. One potentially vulnerable community who could be affected by such rationing is older people and we have considered people over 75 years old and wards specialising in care of older people in our analyses. However, we did not have any data that would allow us to explore issues that might disproportionately affect specific communities of patients or staff.
0. [bookmark: _Toc188277209]Impact and learning
In this report we have given an overview of the vast existing body of research exploring associations between nurse staffing levels and outcomes in acute hospitals. We have also demonstrated that estimates of nurse staffing effects arising from cross-sectional studies may suffer from multiple sources of bias, in particular the omission of other staff groups, including allied health professional staffing, because staffing levels are correlated and staffing by other groups are also associated with quality and patient safety. The added value of further research exploring hospital-level associations is low, particularly if studying nursing in isolation. Increasing access to electronic roster data opens up more opportunity for patient-level analyses, although equivalent data is not widely available for other staff groups and even where available the appropriate way to link staff availability and capacity to patients is still unclear. The design of this study, with patient-level exposure to variation in nurse staffing levels means that there is no intrinsic bias from the omission of other staff groups, although the extent to which within-hospital variation in low staffing across different staff groups is correlated remains unclear. In our study we modelled the potential sensitivity of results to this omission by considering weekend and seasonal effects, both factors that could foreseeably lead to nurse staffing shortfalls being correlated with lower availability of other staff. Although we found no evidence of bias introduced by this omission, staffing levels from other groups are of interest in their own right, especially as allied health professional staffing was the most variable across all the staff groups we considered in our cross-sectional study.
Our results on the cost-effectiveness of removing nurse staffing shortages are challenging in the face of ongoing shortages of supply. We have shown for the first time that temporary staff may reduce the adverse effects of short staffing in a cost-effective manner, but addressing underlying staffing shortages with permanently employed staff remains the preferred solution as it is likely to be both less costly and deliver better outcomes. Focussing on registered nurse staffing shortages delivers the best outcomes for patients although shortages of assistants also present a risk for patients. Our findings did not clearly or directly demonstrate the added value of band four assistant staff (which would include nursing associates). Although we did find that a higher proportion of band 4 assistants was associated with lower hazard of death in staff mix models this result was not statistically significant. If the value of well-trained staffing in all staff groups were fully accepted, the priority for future research could turn to how best to attract, train, and retain recruits into the profession.
This research has revealed limitations in both the available data and methods used to determine staffing requirements for nursing teams on hospital wards. Our previous NIHR-funded project highlighted the limited evidence for the validity and effectiveness of existing tools to determine staffing requirements.79 More work is required to find methods to estimate staffing requirements relative to patient need, including approaches that draw on the increasingly rich sources of routine data, both for prospective planning and to monitor real-time staffing adequacy to guide staff deployment. While not formally reviewed recently, there appears to be a dearth of tools for planning allied health staffing capacity and an equally limited evidence base.170
Findings from this study about temporary staff provide reassurance that money spent on temporary staff could still deliver a cost-effective reduction in harm from short-staffing, and real-time systems can potentially be used to guide flexible staffing deployments to target areas of greatest need. However results of this study and previous research do show that staffing solutions based on  permanent staff are likely to be more cost-effective.15 16 Further research is needed to define acceptable levels of temporary staff usage and to determine optimal approaches to deployment. The trade-offs between benefits and harms associated with different levels of temporary staff require further exploration.
0. [bookmark: _Toc188277210]Implications for decision makers 
The NHS faces multiple competing demands for scarce resources. The evidence presented here suggests that investment in nurse staffing in acute hospitals could be a cost-effective one, on a par with many public health interventions. Investment to avoid low staffing would be a dominant strategy from a standpoint of health economic decision making if the benefits of reduced length of stay are considered, because it delivers improved outcomes at reduced cost, but this is only the case if the economic benefits of reduced stays are realised. The extent to which the NHS can realise the benefit is constrained, but  shorter stays in a system where demand is high increases bed availability which can, in turn, improve flow through emergency departments or improve bed availability for elective surgery. The possibility of a net gain to the system should not be discounted.
The relative increase in staff costs to avoid low staffing is modest, although the supply of staff to meet demand remains challenging. It is important that this scarcity does not obscure the need for and demonstrated value for money of improving registered nurse staffing levels. While decision makers may, of necessity, need to experiment with novel approaches to addressing staffing shortages this needs to be done in the context of a full understanding of what is already known about consequences of changing staffing levels and configurations. The safety and cost-effectiveness of alternatives should not be assumed.
Our findings indicate that understaffing from both registered nurses and assistants presents a significant risk to patients. Scarcity of registered nurses  and lower costs for employing assistants should not be used to justify reliance on temporary staff, prioritising assistant staffing or to support substitution. The evidence presented in this report shows that harms associated with RN understaffing are generally greater than those associated with assistant understaffing and we found evidence that  harms extend across outcomes including readmissions, adverse events and staff sickness in addition to increased mortality risk. Higher use of temporary staff was associated with increased risk and although a fully staffed shift using temporary staff had a lower risk than an understaffed shift, risk remained elevated. Use of agency assistant staff to manage staffing shortfalls was not an effective strategy, leaving the harms associated with short staffing unaltered. While we did not find consistent evidence of harms associated with increased assistant staffing this contrasts with other research. We also saw evidence that if low staffing was defined relative to a higher threshold than current norms, the benefits from avoiding low RN staffing increase. Therefore the priority for decision makers should be address shortages of registered nurses and to do so with permanent staff. We found that the clearest evidence of adverse effects of low staffing was in the general population and the sub-group of lower acuity populations, which indicates limited scope for targeted interventions or remedies for low staffing.
0. [bookmark: _Toc188277211]Research recommendations
Several priorities for future research emerge from this work.
· More research is needed into methods to determine nurse staffing requirements on hospital wards, both for planning, real-time monitoring and for use in research. The requirements of service should inform decisions about the required timeliness of data, acceptable data gathering load and the necessary precision.
· Our findings, combined with the results of previous research, leave uncertainty about the trade-offs between staff shortages and temporary staffing levels, including the relative (adverse) effects of temporary staff at different levels and from different sources. Both qualitative and quantitative research would be of value here.
· There remains uncertainty about the interaction between registered nurse and assistant staffing levels which should be addressed through both qualitative and quantitative research.
· Research is required to better understand whether the observed variation in allied health professional staffing is based on variation in service and patient need. The observed association with mortality rates in this study suggests it may not be, and, if that is the case, evidence-based methods for determining appropriate staffing levels need to be developed.
0. [bookmark: _Toc188277212]Conclusions
Our results show the adverse effects of low nurse staffing but also show that medical and allied health professional staffing are important considerations for patient safety. Eliminating low RN staffing gives more benefits than eliminating assistant staffing, but both interventions are cost-effective in terms of quality-adjusted life years gained relative to many public health interventions. These findings lend support to policy initiatives aimed at increasing the supply of registered nurses.
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	Economics 
(pub med example)
	
	
	

	(Economic*[Title/Abstract])  (Cost*[Title/Abstract]) (Business case[Title/Abstract])
	((inpatients[MeSH Major Topic]) (hospitals[MeSH Major Topic])) (hospital units[MeSH Major Topic])
inpatient?[Title/Abstract]
hospital?[Title/Abstract]
(medical-surgical[Title/Abstract]) (surgical-medical[Title/Abstract])
“medical unit”[Title/Abstract] “medical ward”[Title/Abstract] “surgical unit”[Title/Abstract]
 “surgical ward”[Title/Abstract] 
 “patient surgical”[Title/Abstract]  “patient medical”[Title/Abstract]
	Staffing
“workforce”[MeSH Major Topic]
personnel staffing and scheduling”[MeSH Major Topic]
workload [MeSH Major Topic]
workload
“skill-mix”[Title/Abstract] “skillmix”[Title/Abstract]  “skill-mix”[Title/Abstract]
(“staff*”[All Fields] AND “level*”[All Fields]) OR (“staff*”[All Fields] AND “ratio*”[All Fields]) OR (“staff*”[All Fields] AND “model*”[All Fields]) OR (“staff*”[All Fields] AND “roster*”[All Fields])

	nurs*
“nursing staff, hospital”[MeSH Major Topic]
“nursing services”[MeSH Major Topic]
“nursing assistants”[MeSH Major Topic]
“health care assistant*”[All Fields] 
“healthcare assistant*”[All Fields]
“health care support worker*”[All Fields] 
 “healthcare support worker*”[All Fields]
“midwi*”[All Fields]
“midwifery”[MeSH Major Topic]

	Longitudinal
 (Medline example)
	
	
	

	longitudinal.mp.
exp Longitudinal Studies/
“cohort stud*”.mp.
exp Cohort Studies/ 
“panel stud*”.mp.
“prospective stud*”.mp.
exp Prospective Studies/
“randomi* control trial”.mp.
Randomized Controlled Trials as Topic/
RCT.mp.
(cluster adj3 trial).tw.
exp Survival Analysis/
“survival analysis”.mp.
	
	staffing.mp.
exp Workforce/
exp “Personnel Staffing and Scheduling”/
(skill* adj1 mix*).tw.
(staff* adj3 (level* or ratio* or model* or roster*)).mp.
exp Workload/
workload.mp.
	nurs*.mp.
Nursing Staff, Hospital/ 
Nursing Services/
exp Nursing Assistants/
(“health care assistant*” or “healthcare assistant*”).mp.
(“health care support worker*” or “healthcare support worker*”).mp.
“midwi*”.mp. [mp=title, abstract, original title, name of substance word, subject heading word, floating sub-heading word, keyword heading word, organism supplementary concept word, protocol supplementary concept word, rare disease supplementary concept word, unique identifier, synonyms]

	Multi-disciplinary 
(Medline example)
	
	
	

	Hospital Mortality/	
“hospital death?”.ab,ti.	
“mortality rate?”.ab,ti.	
“death rate?”.ab,ti.
	Exp Hospitals/
exp Hospital Units/
 exp Inpatients/	
Inpatient?.ab,ti.	
Hospital?.ab,ti.	
(medical adj3 (unit* or ward*)).ab,ti.
(surgical adj3 (unit* or ward*)).ab,ti.
(patient* adj3 surgical).ab,ti.
(patient* adj3 medical).ab,ti.
(“medical-surgical” or “surgical-medical”).ab,ti.

	(workload* or workforce* or shift or shiftwork* or shifts or overtime).ab,ti.
(Skill mix$ or skillmix or skill-mix$ or skills mix).ab,ti.
(skill* adj1 mix).ab,ti.
(Staff* level$”.ab,ti.
Exp Work schedule/
exp “Personnel Staffing and Scheduling”/
exp Health manpower/
exp Workload/
(skillmix*”.ab,ti.
(staffmix* or “staff mix*”).ab,ti.
Staffing.ab,ti.
(understaff*”.ab,ti.
(under staff* “.ab,ti.
(staff* adj3 (level* or ratio* or nadequa* or model* or number* or mix* or rota* or rosta* or roster* or nadequa* or overtime or supervision or supervisory)).ab,ti.
(staff* adj3 (sufficient* or sufficiency or adequate* or nadequa* or target* or insufficient* or insufficienc* or inadequate* or nadequacy* or short or shortage or efficient* or efficienc* or inefficien*)).ab,ti.
(Doctor? Adj5 (number or workforce or workforce or staffing or workload or skill mix)).ab,ti.
(Medical staff* adj5 (number or workforce or workforce or staffing or workload or skill mix)).ab,ti.
(Physician? Adj5 (number or workforce or work force)).ab,ti.
(surgeon? Adj5 (number or workforce or workforce or staffing or workload or skill mix)).ab,ti.
Hospital? Volunteer$.ab,ti.
Hospital? Assistant?.ab,ti.
(consultant? Adj5 (number or workforce or workforce or staffing or workload or skill mix)).ab,(987)
(Pharmacist? Adj5 (number or workforce or workforce or staffing or workload or skill mix)).ab,(2450)
(Physiotherap* adj5 (number or workforce or workforce or staffing or workload or skill mix)).ab,ti.
(Occupational therap* adj5 (number or workforce or workforce or staffing or workload or skill mix)).ab,ti.
(Health* professional? Adj5 (number or workforce or workforce or staffing or workload or skill mix)).ab,ti.
(Allied health professional? Adj5 (number or workforce or workforce or staffing or workload or skill mix)).ab,ti.
(Health* professional?”.ab,ti.
	



.ab = abstract
.mp=title, abstract, original title, name of substance word, subject heading word, floating sub-heading word, keyword heading word, organism supplementary concept word, protocol supplementary concept word, rare disease supplementary concept word, unique identifier, synonyms]
.ti = title
.tw = title or abstract
MESH = medical subject heading (also indicated by / after the term) 
Identification
Screening

Included
Full text reports sought / assessed for eligibility (n=69)
Reports of included studies (n=24 papers / 23 studies)
Reports excluded (n=45)
· Abstract only (no data)	(2)
· Can't isolate nurse staffing (1)
· Discussion / review	(11)
· Ineligible service	(3)
· No useable economic data (14)
· No staffing – outcomes / cost associations reported	(6)
· Study of staffing model (not levels)	(8)

Screened out based on title and / or abstract  5164
Records identified (n=6783) from databases:
· CDSR (n=37)
· CENTRAL (n=58)
· CINAHL (n=1122)
· Cochrane Protocols (n=1)
· DARE (n=0)
· Econlit (n=71)
· EMBASE (n=2538)
· HTA (n=13)
· NHS EED (n=8)
· PubMed (n=2935) 

Duplicate records removed (n=1568)
Records screened (n=5233)
Additional records identified (n=18) from: 
· Colleagues’ libraries (n=4)
· Reference lists of seminal studies (n=14)

[bookmark: _Ref143268287][bookmark: _Toc145089793][bookmark: _Toc145254417][bookmark: _Toc183706388]Figure 6 PRISMA flow diagram of sources for the economic review
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[bookmark: _Toc183706725]Table 28 Characteristics of economic studies
	Paper 
	Country 
	Patient group
	Study design 
	Source of variation 
	Level of aggregation for staffing
	Hospitals
	Patients
	Economic analysis

	Behner et al. 1990 65
	USA
	Back and neck procedures
	Retrospective observational study
	Natural variation
	Patient stay
	1
	132
	Cost-consequences (disaggregated) and net cost of avoiding low (20% below standard) staffing 

	Clark et al. 2014 66
	USA
	Maternity – induction of labour
	Retrospective cross-sectional observational study
	Natural variation
	Hospital
	110
	101377
	Cost-consequences (disaggregated) of providing universal one-to-one midwifery care

	Cookson et al. 2014 67
	UK
	Maternity
	Retrospective cross-sectional observational study
	Natural variation
	Hospital
	157
	5,753,551
	Cost-effectiveness of one additional midwife per 100 deliveries

	Dall et al. 2009 68 
	USA
	General med /surg
	Secondary modelling (data from cross-sectional studies)a
	Simulated change
	Hospital
	610
	5,400,000
	Cost – (monetary) benefits (disaggregated) and consequences of increased RN staffing

	Griffiths et al. 2018 19
	UK
	General med /surg
	Retrospective longitudinal observational 
	Natural variation
	Patient day
	1
	138133
	Cost-effectiveness of one additional RN HPPD and increasing skill-mix to establishment

	Griffiths et al. 2020 15 79 
	UK
	General med /surg
	Simulation model (parameter data from retrospective longitudinal study)b
	Simulated change
	Shift
	4
	NA
	Cost-consequences (of low staffing) and effects of different baseline staffing policies

	Kim et al. 2016 61
	South Korea
	Hip & knee surgery
	Retrospective cross-sectional observational
	Natural variation
	Hospital
	222
	22289
	Care Cost (charges) and consequences (disaggregated) of different patient-to-nurse ratios in hospitals

	Lasater et al. 2021a 69
	USA
	General med /surg (select)
	Retrospective cross-sectional observational
	Natural variation
	Hospital
	116
	417861
	Cost-consequence (disaggregated) of changed patient-to-nurse ratio 

	Lasater et al. 2021b 70
	USA
	General surg (select)
	Matched cohort / Retrospective cross-sectional observational  
	Natural variation
	Hospital
	306
	125430
	Cost-effectiveness of composite nursing resource (staffing, skill-mix, BSN mix and nurse-reported work environment)

	Lasater et al. 2021c 71
	USA
	General med (select)
	Matched cohort / Retrospective cross-sectional observational  
	Natural variation
	Hospital
	306
	148090
	Cost-effectiveness of composite nursing resource (staffing, skill-mix, BSN mix and nurse-reported work environment)

	Li et al. 2011  62 
	USA
	General med /surg
	Retrospective cross-sectional observational  
	Natural variation
	Unit
	125
	110646
	Costs of additional nursing hour and increased RN skill-mix

	Li et al. 2016 72
	USA
	Cardiac surgery
	Propensity matched cohort / Retrospective cross-sectional observational  
	Natural variation
	Hospital
	1887
	439365
	Cost-consequence (disaggregated) of hospital above median staffing (RN HPPD≥7.07) vs below (RN HPPD < 7.07)

	Martsolf et al. 2014 73
	USA
	General med /surg
	Matched cohort / Retrospective cross-sectional observational  
	Natural variation
	Hospital
	421
	18474860
	Cost-consequence (disaggregated) of additional nurse (RN/LPN) per 1000 admissions and higher RN/LPN skill-mix

	McHugh et al 2021
	Australia
	General med/surg
	Quasi experimental panel
	Natural variation and policy implementation
	Hospital
	55
	489155
	Cost-consequences of implementing minimum nurse to patient ratios

	Needleman et al. 2006 74
	USA
	General med /surg
	Secondary modelling (data from cross-sectional studies)a
	Simulated change
	Hospital
	799
	5075969
	Cost-consequences (disaggregated) of different staffing levels / configurations (in HPPD)

	Pang et al. 2019 63
	China
	Neurology / neuorsurgery
	Prospective cross-sectional observational
	Natural variation
	Hospital
	1
	5091
	Cost-consequence (disaggregated) of care in 6 wards with different proportions of RNs

	Ross et al. 2021 64
	USA
	Pulmonary lobectomy
	Retrospective cross-sectional observational study
	Natural variation
	Hospital
	NA
	16944
	Cost-consequence (disaggregated) of different staffing levels (RN FTEs per 1000 patient days)

	Rothberg et al. 2005 75
	USA
	General med /surg
	Secondary modelling (data from cross-sectional studies)c
	Natural variation
	Hospital
	799
	5075969
	Cost-effectiveness per unit reduction in patient-to-nurse ratio

	Shamliyan et al. 2009 76
	USA
	General med /surg
	Secondary modelling (data from cross-sectional studies)d
	Natural variation
	Hospital
	NA
	NA
	Net benefit and cost benefit arising from avoided deaths (and adverse events – not reported) corresponding to a 1 FTE RN per 1000 patients increase

	Twigg et al. 2013 80
	Australia
	General med /surg
	Retrospective observational study
	Implementation of new staffing levels
	Hospital
	3
	214261
	Cost-effectiveness of implementing a NHPPD method to guide nurse staffing 

	Van den Heede et al. 2010 81
	Belgium
	Cardiac surgery
	Secondary modelling (data from cross-sectional studies)e
	Simulated change
	Ward
	28
	9054
	Cost-effectiveness of increasing nurse staffing to the 75th centile

	Weiss et al. 2011  77
	USA
	General med /surg
	Prospective cross-sectional observational
	Natural variation
	Ward
	4
	1892
	Cost-consequences (disaggregated) of increasing non-overtime RN staffing

	Yakusheva et al. 2014 78
	USA
	General med /surg
	Retrospective observational study 
	Simulated change
	Patient stay
	1
	8526
	Cost-consequences (disaggregated) of increasing the proportion of BSN-qualified RN staffing


· study providing effectiveness estimates a.  Needleman 2001, 2002171 172 b. Griffiths 2018 19 c Aiken et al 2002 173  d Kane at al 2007 40 e Van den Heede et al 2009174
FTE – Full time equivalent, HPPD - Hours per patient day, LPN – Licensed Practical Nurse, Med – Medical, NA – Not applicable, RN – registered nurse, Surg – Surgical, BSN – Bachelors Science Nursing, UK - United Kingdom, USA – United States of America, NHPPD – Nursing hours per patient day 



[bookmark: _Ref141961808][bookmark: _Ref141961786][bookmark: _Toc183706726]Table 29 Risk of bias in economic studies
	Study
	Eligible population[footnoteRef:2] [2:  Target population is patients in service for which staffing is measured. If the patient group included represents the target population and the sample of hospitals is 10 or more rate as strong. ] 

	Selected participant[footnoteRef:3]s [3:  If staffing data is complete and the target patient population is fully sampled (e.g. administrative data) rate as strong] 

	External validity*
	Design[footnoteRef:4] [4:  Cross-sectional designs rated as weak unless accompanied by additional features such as matching / propensity (stronger). Longitudinal studies and studies with using individual patient exposure measures rated as strong] 

	Sufficient Power[footnoteRef:5] [5:  Based on sample size alone as no power calcs given - small (weak) <1000< medium (stronger)<10000  large (strong) 10,000+ patients] 

	Control for Confounding[footnoteRef:6] [6:  No adjustment for patient risk factors (weak), partial (stronger) or extensive (strong) ] 

	Internal validity*
	Overall*

	Behner et al. 1990 65
	-
	++
	-
	++
	-
	-
	-
	-

	Clark et al. 2014 66
	+
	++
	+
	-
	++
	-
	-
	-

	Cookson et al. 2014 67
	++
	++
	++
	-
	++
	++
	-
	-

	Dall et al. 2009 68 
	++
	++
	++
	-
	++
	++
	-
	-

	Griffiths et al. 2018 19
	+
	++
	+
	++
	++
	++
	++
	+

	Griffiths et al. 2020 15 79 
	+
	++
	+
	++
	++
	++
	++
	+

	Kim et al. 2016 61
	+
	++
	+
	-
	++
	++
	-
	-

	Lasater et al. 2021a 69
	+
	+
	+
	-
	++
	++
	-
	-

	Lasater et al. 2021b 70
	+
	+
	+
	+
	++
	++
	+
	+

	Lasater et al. 2021c 71
	+
	+
	+
	+
	++
	++
	+
	+

	Li et al. 2011 72
	++
	++
	++
	-
	++
	++
	-
	-

	Li et al. 2016 62
	+
	++
	+
	+
	++
	++
	+
	+

	Martsolf et al. 2014 73
	++
	++
	++
	-
	++
	+
	-
	-

	McHugh 2021
	++
	+
	+
	+
	++
	++
	+
	+

	Needleman et al. 2006 74
	++
	++
	++
	-
	++
	++
	-
	-

	Pang et al. 2019 63
	+
	++
	+
	-
	+
	+
	-
	-

	Ross et al. 2021 64
	+
	++
	+
	-
	++
	++
	-
	-

	Rothberg et al. 2005 75 
	+
	+
	+
	-
	++
	+
	-
	-

	Shamliyan et al. 2009 76 
	++
	++
	++
	+
	++
	+
	+
	+

	Twigg et al. 2013 80
	+
	++
	+
	+
	++
	++
	+
	+

	Van den Heede et al. 2010 81
	++
	++
	++
	-
	+
	++
	-
	-

	Weiss et al. 2011  77
	+
	+
	+
	-
	+
	++
	-
	-

	Yakusheva et al. 2014 78
	+
	++
	+
	++
	+
	++
	+
	+


· *Summary rating based on lowest score in preceding section-
·  - high risk of bias (weak), + moderate (stronger), ++ low risk of bias (strong) 


[bookmark: _Ref141962025][bookmark: _Toc183706727][bookmark: _Ref109836277]Table 30 Assessment of economic study quality
	Study
	Economic perspective 
	Discounting / time horizon?
	Staff cost
	Consequential 
	Treatment cost
	Post-discharge cost
	Societal costs 
	Sensitivity analysis
	Range of costsa
	 Level of economic analysisb
	Risk of bias in underlying study

	Behner et al. 1990 65
	hospital
	n / i
	Salary
	hospital stay
	AE
	
	
	no
	Moderate
	Moderate
	High

	Clark et al. 2014 66
	hospital
	n / i
	Salary
	
	
	
	
	no
	Limited
	Moderate
	High

	Cookson et al. 2014 67
	hospital
	n / i
	Employment 
	
	
	
	
	yes
	Limited
	Moderate
	High

	Dall et al. 2009 68 
	societal
	y / life
	Employment 
	hospital stay
	AE
	follow up care
	productive value 
	no
	Extensive
	Moderate
	High

	Griffiths et al. 2018 19
	hospital
	n / i
	Employment 
	hospital stay
	
	
	
	yes
	Moderate
	Moderate
	Moderate

	Griffiths et al. 2020 15 79 
	hospital
	n / i
	Employment 
	hospital stay
	
	
	
	yes
	Moderate
	Moderate
	Moderate

	Kim et al. 2016 61
	hospital
	n / i
	Charges
	hospital stay
	
	
	
	yes
	Moderate
	Moderate
	High

	Lasater et al. 2021a 69
	hospital / patient
	n / i
	Hospital costs
	
	
	readmission
	
	no
	Moderate
	Moderate
	High

	Lasater et al. 2021b 70
	hospital / patient
	n / i
	Employment 
	hospital stay
	
	readmission
	 
	no
	Moderate
	Moderate
	Moderate

	Lasater et al. 2021c 71
	hospital / patient
	n / i
	Employment 
	hospital stay
	
	readmission
	 
	yes
	Moderate
	Moderate
	Moderate

	Li et al. 2011  62 
	hospital
	n / i
	Hospital costs
	
	
	
	
	yes
	Limited
	Low
	High

	Li et al. 2016 72
	hospital
	n / i
	Hospital costs
	hospital stay
	AE
	
	
	yes
	Moderate
	Moderate
	Moderate

	Martsolf et al. 2014 73
	hospital
	n / i
	Hospital costs
	hospital stay
	AE
	
	
	yes
	Moderate
	Moderate
	High

	McHugh et al 2021
	hospital
	n / i
	Salary
	hospital stay
	
	readmission
	
	no
	Moderate
	Moderate
	Moderate

	Needleman et al. 2006 74
	hospital
	n / i
	Salary
	hospital stay
	AE
	
	
	no
	Moderate
	Moderate
	High

	Pang et al. 2019 63
	hospital
	n / i
	Employment 
	
	
	
	
	no
	Limited
	Moderate
	High

	Ross et al. 2021 64
	hospital
	n / i
	Hospital costs
	hospital stay
	
	
	
	no
	Moderate
	Moderate
	High

	Rothberg et al. 2005 75
	hospital
	n / i
	Salary
	hospital stay
	
	
	
	yes
	Moderate
	Moderate
	High

	Shamliyan et al. 2009 76
	societal 
	y / life
	Employment 
	hospital stay
	AE
	
	future earnings
	yes
	Extensive
	High
	Moderate

	Twigg et al. 2013 80
	hospital
	y / life
	Employment 
	
	AE
	
	
	yes
	Moderate
	Moderate
	Moderate

	Van den Heede et al. 2010 81
	hospital
	y / life
	Salary
	
	
	
	
	yes
	Limited
	Moderate
	High

	Weiss et al. 2011  77
	hospital / payer
	n / i
	Employment 
	
	
	readmission
	
	no
	Moderate
	Moderate
	High

	Yakusheva et al. 2014 78
	hospital
	n / i
	Salary
	
	
	readmission
	
	yes
	Moderate
	Moderate
	Moderate

	AE-  adverse events i- immediate n – no y – yes
a.Limited – 1 cost domain,  Moderate - 2 or 3 cost domains, Extensive - 4 or 5
b. Low – cost only study, Moderate – cost-consequences or cost-effectiveness, High – cost-utility or cost-benefit



[bookmark: _Ref143011808][bookmark: _Ref143071662][bookmark: _Toc188277226]Appendix 2 Additional methods
[bookmark: _Toc145059382][bookmark: _Toc145091145][bookmark: _Toc188277227]Staffing groups included in the national cross-sectional study
 Our high-level groupings are based on those applied by NHS digital.
Medically qualified staff (3 groups)
· General medicine specialist doctors were grouped with clinical oncology doctors to form the general medicine group
· Surgeons were grouped with obstetricians and gynaecologists to form the surgical group,
· All other medical specialties were grouped together to form the other medical group (i.e. radiologists, emergency medicine, anaesthetists, and pathologists). 
· We excluded psychiatrists and paediatricians. 
Registered Nurses (RN)
· The nurses’ group was composed of nurses in adult services only; we did not include nurses from paediatric services. 
Nurse support group 
· Support to adult and general nurses, and nurses in training. Nurses in training include apprentices providing service such as trainee nurse associates) but not supernumerary nursing students.
Allied Health Professionals (AHP)
·  dietetics, music art and drama therapy, occupational therapy, orthoptics and optics, physiotherapy, podiatry and chiropody, radiography speech and language therapy were included in the allied health professional (AHP) group. 
Scientific, therapeutic, and technical (ST&T) 
·  Applied psychologist, dentists, multi-therapists, operating theatre staff, psychological therapist, pharmacists, social services, and other.



[bookmark: _Ref97992080][bookmark: _Ref97992068][bookmark: _Toc183706728]Table 31: Items contributing to the themes in staff survey benchmark dataset
	Health and Wellbeing

	Q5h - "The opportunities for flexible working patterns."

	Q11a - “Does your organisation take positive action on health and well-being?”

	Q11b - “In the last 12 months have you experienced musculoskeletal problems (MSK) as a result of work activities?”

	Q11c - “During the last 12 months have you felt unwell as a result of work-related stress?”

	Q11d - “In the last three months have you ever come to work despite not feeling well enough to perform your duties?”

	Morale (2018 onwards)

	Q4c - “I am involved in deciding on changes introduced that affect my work area / team / department.”

	Q4j - “I receive the respect I deserve from my colleagues at work.”

	Q6a - “I have unrealistic time pressures.”

	Q6b - “I have a choice in deciding how to do my work.”

	Q6c - “Relationships at work are strained.”

	Q8a - “My immediate manager encourages me at work.”

	Q23a - “I often think about leaving this organisation.”

	Q23b - “I will probably look for a job at a new organisation in the next 12 months.”

	Q23c - “As soon as I can find another job, I will leave this organisation.”

	Quality of care

	Q7a - “I am satisfied with the quality of care I give to patients / service users.”

	Q7b - “I feel that my role makes a difference to patients / service users.”

	Q7c - “I am able to deliver the care I aspire to.”





[bookmark: _Toc145059383][bookmark: _Toc145091146][bookmark: _Toc188277228]Safety thermometer harm definitions
Harms included in the safety thermometer are:
· Pressure ulcers (presence or absence, not count, with grade of worst PU recorded using categories from European Pressure Ulcer Scale). Reports differentiate OLD (present on admission or developed within 72 hours) and NEW (developed 72 hours of more after admission to reporting organisation);
· Falls – any falls within previous 72 hours (to report date) experienced by patient in a care setting (not necessarily current setting). Categorised for severity using NRLS categories (No fall, no harm, low harm, moderate harm, severe harm, death);
· Urinary Tract Infections – count of patients with UTI, distinguishing between OLD (treatment started prior to admission to reporting organisation) and NEW (treatment started during current admission to reporting organisation);
· Urinary catheter – records whether patient has indwelling urinary catheter (at any point in preceding 72 hours) and number of days patient has been catheterised (1 to 28 days, greater than 28 days or days not known);
· Venous thromboembolism (VTE) – count of patients being clinically treated for VTE of any type. Distinguishes between OLD (treatment started prior to admission to reporting organisation) and NEW (treatment started during current admission to reporting organisation). 
The safety thermometer coding of harms is as follows:
· [bookmark: _Hlk119264847]any harms include old or new pressure ulcers, falls with harm (category greater than 2), catheters with UTI and new VTEs;
· New harms include new pressure ulcers, falls with harm (category greater than 2), catheters with new UTI and new VTEs.

[bookmark: _Toc145059384][bookmark: _Toc145091147]

[bookmark: _Toc188277229]Dataset preparation & cleaning longitudinal study
Date of death was partially validated by checking it against the discharge date when the discharge was coded as a death. In a small number of cases the date of death had not been recorded or was a date after discharge. The discharge date was assumed to be the correct date of death when a discharge method of death was recorded. Admissions with a stay of 180 days or more were trimmed from the dataset for analysis of length of stay as occurrences were more likely to indicate a late closure of the admission electronic care record than a genuine stay exceeding that interval.
The staff roster records had an implied rather than explicit shift location given by their name and these did not always align with individual patient wards in space and time. Mapping tables were constructed for each hospital trust to associate roster names with patient wards and time intervals. Sometimes a roster covered more than one ward, which meant changing areas of staffing “exposure” from wards to a collection of wards (superwards). Alternatively there might be a number of rosters for one ward, for example different rosters for different job types or bands. Additionally, when a service or specialty changed locations, the ward names in the patient records and in the roster names in the eRoster systems did not always change synchronously. The mapping was undertaken with the assistance of the hospital information and workforce managers but recorded change histories were patchy and so sometimes they had to rely on their memory. 
Weekly run charts of RN staffing levels were constructed for each location showing ward occupancy, absolute staffing levels and care HPPD. Ward occupancy time series had a leading edge because patient data was extracted by admission date, leading to incorrectly high HPPD staffing levels. This was addressed by removing the first two weeks from the analysis, using only data from Monday 13th April. Remaining discontinuities were investigated. Investigation revealed that there was duplication in staff data leading to a sudden doubling of apparent staffing levels for some wards for some periods. This arose because a rostering system migration had been undertaken ward by ward and roster by roster accompanied by a data import from the outgoing system covering a variable duration. This led to duplicate staffing data when aggregating the extracts from the two systems. The duplicated data was identified by patient area, day and job type and was removed.
Where discontinuities could not be resolved, a record was made of the ward and the days affected so that the staffing levels could be treated as missing values in subsequent analysis. Days were also treated as having missing staffing values if the registered nurse staffing for the location was less than 21 hours in total after excluding breaks, as in a general acute ward there is an expectation that a registered nurse is always available and so we assumed either erroneous staffing data or that this was not an acute ward. Similarly, we treated days as having missing values if the calculated registered nurse staffing level measured in hours per patient-day was less than 0.5 or greater than 48 (where the nurse-to-patient ratio would exceed two).
Weekly run charts of each ward’s case-mix were constructed showing measures of age, gender, method of admission and proportion of overnight stays along with monthly tables of the ward’s modal specialty, top two modal SHMI diagnosis groups and number of admissions. These were used to identify significant changes in the use of a ward and where found the ward study period was split at the start of the change, in effect creating a new ward and giving it its own identifier. Each ward period constructed by the split was then treated separately when calculating the expected staffing levels. Mean daily staffing levels were calculated for each ward period by job group i.e. the RN and NA care HPPD, along with mean patient movements per RN/NA hour.




[bookmark: _Ref143526511][bookmark: _Toc183706729]Table 32 Candidate Nurse sensitive outcomes based on Blume et al 202136
	Patient outcome
	Include/
Exclude
	Strength of evidence (Blume et al. 2021)
	Data source
	Definition
	Denominator

	Length of stay
	Include
	High
	PAS
	Hospital discharge datetime minus hospital  admission datetime. 
	All adults except maternity.  
Paediatrics as separate analysis.

	Patient dissatisfaction
	Exclude
	High
	Data unavailable
	
	

	Poor quality of nurse-delivered care
	Exclude
	High
	Data unavailable
	
	

	Readmission
	Include
	High
	PAS
	Readmitted to the same hospital within 30 days of discharge. (hospital subsequent admission datetime minus hospital initial discharge date time ≤ 30 days) – non elective only
	All adults except maternity.  
Paediatrics as separate analysis.

	Failure to rescue
	Exclude
	Moderate
	Coding in datix not consistent between Trusts
	
	

	Medication error
	Include
	Moderate
	Datix
	Datix: “Medication” Administration or supply of a medicine from a clinical area,Advice,
Medication error during the prescription process, Monitoring or follow up of medicine use,
Other medication error,
Patient's case notes or records,
Patient's reaction to Medication,
Preparation of medicines / dispensing in pharmacy, Supply or use of Over The Counter medicines 
	Incidents affecting patients in any inpatient ward that can be mapped to roster and PAS. 

	Mortality
	Include
	Moderate
	PAS
	Died within 30 days of admission (where admission day is day 1). Note we don’t have time of death.
	All adults except maternity.  
Paediatrics as separate analysis.

	Pneumonia
	Include
	Moderate
	PAS - diagnoses
	Diagnosis code “Influenza and pneumonia” "J13","J14","J15","J16","J18".
For surgical admissions (medical admissions more likely to have this present on admission). Influenza excluded https://emedicine.medscape.com/article/234753-overview#a3
JO9 Influenza due to certain identified influenza virus exclude
J10 Influenza due to other identified influenza virus exclude
J11 Influenza, virus not identified exclude
J12 Viral pneumonia, not elsewhere classified exclude
J17* Pneumonia in diseases classified elsewhere exclude
 
	All surgical admissions. 
Limited to adults and non-maternity wards? 


	Respiratory failure
	Use proxy instead
	Moderate
	Definition unclear
	
	

	Central nervous system (CNS) complications
	Exclude
	Low
	Definition unclear
	
	

	Deep venous thrombosis
	Include 
	Low
	PAS -diagnoses
	Diagnosis code “I80.1 Phlebitis and thrombophlebitis of femoral vein, I80.2 Phlebitis and thrombophlebitis of other deep vessels of lower extremities
And I80.3 "Phlebitis and thrombophlebitis of lower extremities, unspecified"

 Matthews, A and Bhaskaran, K (2018). Clinical code list - Deep Vein Thrombosis. [Data Collection]. London School of Hygiene & Tropical Medicine, London, United Kingdom. https://doi.org/10.17037/DATA.00000733
	All surgical admissions. 
Limited to adults and non-maternity wards. 


	Emergency department visit
	Exclude
	Low
	Data not consistently available
	
	

	Infection with multi-resistant germs
	Exclude
	Low
	Definition unclear
	
	

	Missed discharge preparation
	Exclude
	Low
	Coding in datix not consistent between Trusts
	
	

	Patient falls
	Include
	Low
	Datix 
	Datix: “Slips, Trips and Falls” or “Accident including slips, trips and falls” (T2), “Patient Falls” (T4), “Slips, trips, falls and collisions” (T3) and “Fall” (TI)
	Incidents affecting patients in any inpatient ward that can be mapped to roster and PAS.

	Physiological / metabolic derangement
	Exclude 
	Low
	Definition unclear
	
	

	Pressure ulcer
	Include
	Low
	Datix and PAS
	A) Datix “Tissue damage” (T2),  “Pressure Damage/Moisture Lesion/Skin damage” (T4),  “Pressure sore / decubitus ulcer” or “Skin” (T3) and “Tissue Viability” (T1)

B) L89.2 Stage III decubitus ulcer or L89.3 Stage IV decubitus ulcer or L89.9 Decubitus ulcer and pressure area, unspecified ie without mention of stage
AHRQ indicator uses this definition (stage 3/4/unspecified).
	a) Incidents affecting patients in any inpatient ward that can be mapped to roster and PAS.

b) All surgical admissions. 
Limited to adults and non-maternity wards? 

	Sepsis
	Use proxy instead
	Low
	Definition unclear
	ICU admission from inpatient ward.  
	All adults except maternity.  
Paediatrics as separate analysis.

	Shock or cardiac arrest
	Use proxy instead
	Low
	Definition unclear
	
	

	Surgical wound infection
	Exclude
	Low
	Definition unclear
	
	

	Upper gastrointestinal bleeding
	Exclude
	Low
	Definition unclear
	
	

	Urinary tract infection
	Exclude
	Low
	Definition unclear
	
	

	Poor discharge status
	Exclude
	Based on expert interview in Blume’s review – not studied yet
	Data unavailable
	
	

	Central venous catheter occlusion
	Exclude
	Based on expert interview in Blume’s review – not studied yet
	Data unavailable 
	
	

	Infection of vascular access site
	Exclude
	Based on expert interview in Blume’s review – not studied yet
	Definition unclear
	
	

	Mycosis
	Exclude
	Based on expert interview in Blume’s review – not studied yet
	Definition unclear
	?Diagnosis code “Mycoses”
(B35-B49) where not listed in first consultant episode

But there is probably a limit on what type of mycoses are plausibly caused by low staffing
	



 
[bookmark: _Ref142855055][bookmark: _Ref143863698][bookmark: _Toc183706730]Table 33 - unit costs to be used in the analysis.
	Variable
	Currency
	Unit cost Base case (£)
	Low (£)
	High (£)

	Staffing costsa
	
	

	Registered Nurse Band 5
	Per hour of staff time
	43
	   
	

	Registered Nurse Band 6
	
	53
	
	

	Assumed weighted average cost of replacement staff 
	
	 45.35
	   42.70 
	53.31 

	Registered Nurse Band 7
	
	64
	
	

	Nursing Assistants
	
	     33.45 
	28.72 
	36.52 

	Hospital admission costs
	
	

	Readmissionb
	Cost per readmission
	2,906.50
	1,118.40
	3,468.43

	Hospital stayc
	Cost per day (excess bed day)
	270
	248
	309

	Sources:
a.Unit Costs of Health and Social Care (2022) 151 
b. National (NHS) reference costs for hospital stay150
c. Costs of readmissions were based on the distribution of Health Resource Group codes133


	
	

	· Base case RN cost is based on mean salary and on-costs for band 5 and 6 (weighted 75% band 5 and 25% band 6  based on observed distribution of senior / junior staff). Low estimate is based on mean band 5 salary and on-costs, high estimate is based on mean band 6 salary with on-costs. 
· Base case NA cost is based on mean salary and on-costs for band 4, low estimate based on the entry point for Band 2, based on max annual salary for band 4 with on-costs
· Readmission cost was estimated as the weighted average of HRG costs for readmissions observed in study dataset. Low value is the 25th percentile of this distribution, high value is the 75th percentile;
· Hospital cost per day (for reduction in LOS)  was estimated as the weighted average of excess bed costs reported in National Tariff for 21/22 (weighted by activity reported to generate costs). Low value is the 25th percentile of this distribution, high value is the 75th percentile.






[bookmark: _Ref142853275][bookmark: _Toc183706731]Table 34 - Abridged life table life expectancy estimates, discounted life expectancy, quality of life weights and DANQALE
	Age group
	Life expectancy
	Discounted life expectancy
	At least one condition
	Discounted Quality Adjusted Life Expectancy

	
	
	
	
	
	

	
	F
	M
	F
	M
	
	F
	M
	

	0
	82.66
	78.93
	27.85
	27.61
	0.855
	23.8
	23.6
	

	1 - 4
	81.94
	78.26
	27.81
	27.57
	0.855
	23.8
	23.6
	

	5 - 9
	77.98
	74.31
	27.55
	27.28
	0.855
	23.6
	23.3
	

	10 - 14
	73.01
	69.33
	27.17
	26.85
	0.855
	23.2
	23.0
	

	15 - 19
	68.03
	64.36
	26.72
	26.34
	0.855
	22.8
	22.5
	

	20 - 24
	63.09
	59.46
	26.20
	25.75
	0.855
	22.4
	22.0
	

	25 - 29
	58.15
	54.61
	25.57
	25.05
	0.855
	21.9
	21.4
	

	30 - 34
	53.23
	49.78
	24.83
	24.24
	0.814
	20.2
	19.7
	

	35 - 39
	48.35
	44.99
	23.97
	23.28
	0.809
	19.4
	18.8
	

	40 - 44
	43.52
	40.26
	22.95
	22.17
	0.763
	17.5
	16.9
	

	45 - 49
	38.75
	35.62
	21.77
	20.89
	0.757
	16.5
	15.8
	

	50 - 54
	34.08
	31.09
	20.41
	19.42
	0.739
	15.1
	14.4
	

	55 - 59
	29.49
	26.69
	18.85
	17.76
	0.740
	13.9
	13.1
	

	60 - 64
	25.03
	22.44
	17.07
	15.90
	0.726
	12.4
	11.5
	

	65 - 69
	20.75
	18.41
	15.09
	13.87
	0.741
	11.2
	10.3
	

	70 - 74
	16.67
	14.67
	12.90
	11.72
	0.718
	9.3
	8.4
	

	75 - 79
	12.83
	11.19
	10.55
	9.45
	0.697
	7.4
	6.6
	

	80 - 84
	9.40
	8.18
	8.17
	7.25
	0.638
	5.2
	4.6
	

	85 - 89
	6.48
	5.68
	5.90
	5.25
	0.595
	3.5
	3.1
	

	90 - 94
	4.16
	3.78
	3.94
	3.60
	0.595
	2.3
	2.1
	

	95 +
	2.13
	2.06
	2.09
	2.02
	0.595
	1.2
	1.2
	




[bookmark: _Ref183697158][bookmark: _Ref183697041][bookmark: _Toc188277230][bookmark: _Ref141111141][bookmark: _Toc142668182]Appendix 3 Additional tables of results
[bookmark: _Ref183697080][bookmark: _Toc183706732]Table 35 Sensitivity analysis – different ‘exposure windows’ for low staffing
	5 day exposure window
	Hazard Ratio (HR)
	P
	LCL
	UCL

	SHMI
	1.063
	0.000
	1.062
	1.064

	Days of low RN HPPD
	1.079
	0.000
	1.070
	1.089

	Days of low NA HPPD
	1.072
	0.000
	1.062
	1.081

	Ward random effect (sd)
	1.205

	
	AIC
	BIC

	Model fit
	 
	 
	788843.
	790453

	3 day exposure window
	HR
	P
	LCL
	UCL

	SHMI
	1.065
	0.000
	1.064
	1.066

	Days   of low RN HPPD
	1.068
	0.000
	1.054
	1.083

	Days of low NA HPPD
	1.064
	0.000
	1.050
	1.079

	Ward random effect (sd)
	1.216
	 
	AIC
	BIC

	Model fit
	 
	 
	777384
	778949

	10 day exposure window
	HR
	P
	LCL
	UCL

	SHMI
	1.061
	0.000
	1.060
	1.061

	Days   of low RN HPPD
	1.080
	0.000
	1.074
	1.086

	Days of low NA HPPD
	1.069
	0.000
	1.063
	1.075

	Ward random effect (sd)
	1.228
	 
	AIC
	BIC

	Model fit
	 
	 
	792880.9
	794512.3






[bookmark: _Ref138511794][bookmark: _Toc142668183][bookmark: _Toc183706733]Table 36 Effects of staff mix on mortality - survival models
	RN skill Mix
	Hazard Ratio (HR)
	P
	LCL
	UCL
	 

	SHMI
	1.063
	0.000
	1.062
	1.064
	 

	Days of low RN HPPD
	1.083
	0.000
	1.072
	1.093
	 

	Days of low NA HPPD
	1.067
	0.000
	1.057
	1.078
	 

	Proportion of RNs (10%)
	1.013
	0.100
	0.997
	1.030
	 

	Ward random effect (sd)
	1.206
	
	AIC
	BIC
	 

	Model fit
	 
	 
	788842
	790461
	 

	Grade mix
	HR
	P
	LCL
	UCL
	 

	SHMI
	1.063
	0.000
	1.062
	1.064
	 

	Days   of low RN HPPD
	1.082
	0.000
	1.072
	1.092
	 

	Days of low NA HPPD
	1.070
	0.000
	1.061
	1.080
	 

	Proportion of senior RNs (10%)
	0.985
	0.005
	0.974
	0.995
	 

	Proportion of senior NAs(10%)
	0.979
	0.087
	0.955
	1.003
	 

	Ward random effect (sd)
	1.195
	
	AIC
	BIC
	 

	Model fit
	 
	 
	788814
	790439
	 

	Temporary staffing (bank)
	HR
	P
	LCL
	UCL
	 

	SHMI
	1.063
	0.000
	1.062
	1.064
	 

	Days   of low RN HPPD
	1.081
	0.000
	1.071
	1.091
	 

	Days of low NA HPPD
	1.079
	0.000
	1.069
	1.089
	 

	Proportion of bank RNs (10%)
	1.024
	0.003
	1.008
	1.040
	 

	Proportion of bank NAs (10%)
	1.023
	0.000
	1.015
	1.032
	 

	Ward random effect (sd)
	1.211
	
	AIC
	BIC
	 

	Model fit
	 
	 
	788796
	790425
	 

	Temporary staffing (agency)
	HR
	P
	LCL
	UCL
	 

	SHMI
	1.063
	0.000
	1.062
	1.064
	 

	Days   of low RN HPPD
	1.081
	0.000
	1.071
	1.090
	 

	Days of low NA HPPD
	1.077
	0.000
	1.067
	1.086
	 

	Proportion of agency RNs (10%)
	1.032
	0.000
	1.019
	1.044
	 

	Proportion of agency NAs (10%)
	1.043
	0.000
	1.023
	1.062
	 

	Ward random effect (sd)
	1.201
	
	AIC
	BIC
	 

	Model fit
	 
	 
	788808
	790434
	 

	Model fit with no staff mix terms
	
	
	788843
	790453
	


NA – Nursing assistant staff, RN registered nurse, HPPD hours per patient day, LCL – lower 95% confidence limit, UCL upper 95% confidence limit AIC Akaike Information Criterion BIC Bayesian Information Criterion. 



[bookmark: _Ref138759943][bookmark: _Toc142668184][bookmark: _Toc183706734]Table 37 Association between net hours of understaffing and outcomes, adjusted for risk 
	ALL staffing
	Mortality
	Readmission
	Length of stay

	term
	Hazard Ratio
	P
	LCL
	UCL
	Hazard Ratio
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.064
	0.000
	1.064
	1.065
	1.006
	0.000
	1.005
	1.007
	1.033
	0.000
	1.032
	1.033

	RN HPPD (net)
	1.002
	0.192
	0.999
	1.005
	1.001
	0.359
	0.999
	1.003
	1.007
	0.000
	1.006
	1.008

	RN HPPD (net)
	1.006
	0.007
	1.001
	1.010
	0.995
	0.000
	0.993
	0.997
	1.004
	0.000
	1.002
	1.005

	Ward random effect (sd)
	1.221
	
	AIC
	BIC
	0.654
	
	AIC
	BIC
	0.964
	
	AIC
	BIC

	Model fit
	
	
	790123
	791739
	
	
	2426566
	2428480
	
	
	7092972
	7093040

	Excluding ICU
	
	
	
	
	
	
	
	
	
	
	
	

	term
	Hazard Ratio
	P
	LCL
	UCL
	Hazard Ratio
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.066
	0.000
	1.065
	1.067
	1.006
	0.000
	1.005
	1.007
	1.032
	0.000
	1.032
	1.033

	low RN hours (net)
	1.009
	0.000
	1.005
	1.013
	1.001
	0.518
	0.999
	1.003
	1.007
	0.000
	1.006
	1.008

	Low  NA hours (net)
	1.004
	0.091
	0.999
	1.008
	0.995
	0.000
	0.993
	0.997
	1.004
	0.000
	1.002
	1.005

	Ward random effect (sd)
	1.200
	
	AIC
	BIC
	0.613
	
	AIC
	BIC
	0.970
	
	AIC
	BIC

	Model fit
	
	
	702983
	7045434
	
	
	2253269
	2255122
	
	
	6520622
	6520690


* Gamma regression exponentiated coefficient is a ratio and the exposure is the mean staffing relative to ward mean
NA – Nursing assistant staff RN , registered Nurse, HPPD hours per patient day, LCL – lower 95% confidence limit, UCL upper 95% confidence limit AIC Akaike Information Criterion BIC Bayesian Information Criterion


[bookmark: _Ref138855669][bookmark: _Toc142668185][bookmark: _Toc183706735]Table 38 Non-linear and interaction effects in mortality - survival models
	 
	All staffing
	 

	Net hours of low staffing (relative to ward mean)
	
	
	
	
	

	Interactions
	Hazard Ratio (HR)
	P
	LCL
	UCL
	 

	SHMI
	1.064
	0.000
	1.064
	1.065
	 

	low RN HPPD (net hours)
	1.002
	0.128
	0.999
	1.005
	 

	Low NA HPPD (net hours)
	1.006
	0.003
	1.002
	1.010
	 

	RN X NA HPPD interaction
	1.000
	0.000
	1.000
	1.000
	 

	Ward random effect (sd)
	1.479
	
	AIC
	BIC
	 

	Model fit
	 
	 
	790114
	791771
	 

	Non-linear effects
	HR
	P
	LCL
	UCL
	 

	SHMI
	1.064
	0.000
	1.064
	1.065
	 

	RN HPPD (net) linear
	1.003
	0.046
	1.000
	1.006
	 

	quadratic
	1.000
	0.624
	1.000
	1.000
	 

	cubic
	1.000
	0.276
	1.000
	1.000
	 

	NA HPPD (net) linear
	1.003
	0.186
	0.999
	1.007
	 

	quadratic
	1.004
	0.000
	1.003
	1.005
	

	cubic
	1.000
	0.000
	1.000
	1.000
	

	Ward random effect (sd)
	1.248
	
	AIC
	BIC
	 

	Model fit
	 
	 
	789979
	791633
	 

	fit for Linear model with no interaction
	
	
	790119
	791767
	

	Days of low staffing (relative to ward mean)
	
	
	
	
	

	Non-linear effects
	HR
	P
	LCL
	UCL
	 

	SHMI
	1.063
	0.000
	1.062
	1.064
	 

	low RN HPPD (day)
	1.089
	0.000
	1.079
	1.100
	 

	Low NA HPPD (day)
	1.081
	0.000
	1.071
	1.091
	 

	RN X NA HPPD interaction
	0.987
	0.000
	0.982
	0.993
	 

	Ward random effect (sd)
	1.459
	
	AIC
	BIC
	 

	Model fit
	 
	 
	788822
	790473
	 

	Non-linear effects
	HR
	P
	LCL
	UCL
	 

	SHMI
	1.063
	0.000
	1.062
	1.064
	 

	RN HPPD (net) linear
	1.072
	0.000
	1.056
	1.089
	 

	quadratic
	1.024
	0.000
	1.012
	1.035
	 

	cubic
	0.995
	0.032
	0.991
	1.000
	 

	NA HPPD (net) linear
	1.078
	0.000
	1.061
	1.094
	 

	quadratic
	1.029
	0.000
	1.017
	1.041
	

	cubic
	0.992
	0.000
	0.987
	0.996
	

	Ward random effect (sd)
	1.208
	
	AIC
	BIC
	 

	Model fit
	 
	 
	788798
	790442
	 

	fit for Linear model with no interaction
	
	
	788838
	790482
	


NA – Nursing assistant staff, RN registered nurse, HPPD hours per patient day, LCL – lower 95% confidence limit, UCL upper 95% confidence limit AIC Akaike Information Criterion BIC Bayesian Information Criterion. 


[bookmark: _Ref140825965][bookmark: _Ref140825959][bookmark: _Toc142668186][bookmark: _Toc183706736][bookmark: _Ref138864187]Table 39 Association between days of understaffing and outcomes for ward & patient subgroups
	Subgroup           
	Mortality
	Readmission
	Length of stay

	ALL staffing
	Hazard Ratio (HR)
	P
	LCL
	UCL
	Hazard Ratio (HR)
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.063
	0.000
	1.062
	1.064
	1.006
	0.000
	1.005
	1.007
	1.032
	0.000
	1.031
	1.032

	Days of low RN hppd
	1.079
	0.000
	1.070
	1.089
	1.010
	0.000
	1.005
	1.016
	1.687
	0.000
	1.666
	1.707

	Days of low NA hppd
	1.072
	0.000
	1.062
	1.081
	0.994
	0.020
	0.988
	0.999
	1.608
	0.000
	1.589
	1.627

	Ward random effect (sd)
	1.205
	
	AIC
	BIC
	0.657
	
	AIC
	BIC
	0.902
	
	AIC
	BIC

	Model fit
	
	
	788843
	790453
	
	
	2424881
	2426790
	
	
	7025587
	7025655

	General (non ICU) wards
	HR
	P
	LCL
	UCL
	HR
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.064
	0.000
	1.063
	1.065
	1.006
	0.000
	1.005
	1.007
	1.032
	0.000
	1.031
	1.032

	Days of low RN hppd
	1.088
	0.000
	1.078
	1.098
	1.011
	0.000
	1.006
	1.017
	1.664
	0.000
	1.644
	1.684

	Days of low NA hppd
	1.077
	0.000
	1.067
	1.086
	0.994
	0.024
	0.988
	0.999
	1.605
	0.000
	1.586
	1.624

	Ward random effect (sd)
	1.209
	
	AIC
	BIC
	0.641
	
	AIC
	BIC
	0.916
	
	AIC
	BIC

	Model fit
	
	
	823354
	824983
	
	
	2404337
	2406224
	
	
	6922804
	6922871

	General (NEWS <5) patients
	HR
	P
	LCL
	UCL
	HR
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.064
	0.000
	1.063
	1.065
	1.006
	0.000
	1.005
	1.006
	1.030
	0.000
	1.029
	1.030

	Days of low RN hppd
	1.094
	0.000
	1.081
	1.106
	1.011
	0.000
	1.005
	1.018
	1.625
	0.000
	1.602
	1.649

	Days of low NA hppd
	1.087
	0.000
	1.075
	1.099
	0.995
	0.110
	0.989
	1.001
	1.567
	0.000
	1.545
	1.590

	Ward random effect (sd)
	0.961
	
	AIC
	BIC
	0.612
	
	AIC
	BIC
	0.920
	NA
	AIC
	BIC

	Model fit
	
	
	497531
	498792
	
	
	1769632
	1771200
	
	
	4937519
	4937585

	ICU 
	HR
	P
	LCL
	UCL
	HR
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.046
	0.000
	1.043
	1.049
	0.999
	0.707
	0.992
	1.006
	1.017
	0.000
	1.014
	1.020

	Days of low RN hppd
	0.999
	0.974
	0.962
	1.039
	0.970
	0.248
	0.921
	1.021
	1.078
	0.007
	1.021
	1.138

	Days of low NA hppd
	1.010
	0.601
	0.972
	1.050
	0.986
	0.619
	0.935
	1.041
	1.147
	0.000
	1.088
	1.211

	Ward random effect (sd)
	1.027
	
	AIC
	BIC
	0.378
	
	AIC
	BIC
	0.583
	
	AIC
	BIC

	Model fit
	
	
	36370
	36642
	
	
	20634
	20802
	
	
	140238
	140281

	[bookmark: _Hlk140055733]Highly acute (NEWS 5+) patients
	HR
	P
	LCL
	UCL
	HR
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.050
	0.000
	1.048
	1.052
	1.001
	0.514
	0.998
	1.004
	1.032
	0.000
	1.031
	1.032

	Days of low RN hppd
	1.036
	0.001
	1.014
	1.059
	0.988
	0.244
	0.968
	1.008
	1.664
	0.000
	1.644
	1.684

	Days of low NA hppd
	0.978
	0.033
	0.958
	0.998
	0.974
	0.008
	0.955
	0.993
	1.605
	0.000
	1.586
	1.624

	Ward random effect (sd)
	0.645
	
	AIC
	BIC
	0.391
	
	AIC
	BIC
	0.916
	NA
	AIC
	BIC

	Model fit
	
	
	107720
	108462
	
	
	103017
	103669
	
	
	6922804
	6922871

	Older people’s wards  
	HR
	P
	LCL
	UCL
	HR
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.053
	0.000
	1.052
	1.054
	0.993
	0.000
	0.992
	0.994
	1.019
	0.000
	1.018
	1.019

	Days of low RN hppd
	1.048
	0.000
	1.037
	1.060
	0.999
	0.798
	0.990
	1.007
	1.422
	0.000
	1.396
	1.449

	Days of low NA hppd
	1.047
	0.000
	1.036
	1.059
	0.986
	0.001
	0.978
	0.995
	1.447
	0.000
	1.421
	1.474

	Ward random effect (sd)
	0.569
	
	AIC
	BIC
	0.481
	
	AIC
	BIC
	0.695
	
	AIC
	BIC

	Model fit
	
	
	481098
	482323
	
	
	805751
	807111
	
	
	2415199
	2415260

	Older people> 75
	HR
	P
	LCL
	UCL
	HR
	P
	LCL
	UCL
	Ratio*
	P
	LCL
	UCL

	SHMI (Risk)
	1.055
	0.000
	1.053
	1.056
	0.989
	0.000
	0.987
	0.990
	1.012
	0.000
	1.011
	1.012

	Days of low RN hppd
	1.019
	0.061
	0.999
	1.039
	1.005
	0.550
	0.989
	1.021
	1.220
	0.000
	1.190
	1.252

	Days of low NA hppd
	1.009
	0.377
	0.990
	1.028
	0.969
	0.000
	0.954
	0.984
	1.247
	0.000
	1.217
	1.278

	Ward random effect (sd)
	0.369
	
	AIC
	BIC
	0.382
	
	AIC
	BIC
	0.512
	
	AIC
	BIC

	Model fit
	
	
	171307
	171641
	
	
	249476
	249912
	
	
	824108.7
	824163


[bookmark: _Ref141109534][bookmark: _Toc142668187][bookmark: _Toc183706737]Table 40 Recorded harms & levels of harm
	Type of Harm
	Tissue Damage

	Falls

	Medication

	Other

	All

	Level of Harm
	n
	%
	n
	%
	n
	%
	n
	%
	n
	%

	None
	19082
	(46.1%)
	15409
	(72.7%)
	15295
	(86.9%)
	38306
	(79.1%)
	88092
	(68.5%)

	Low
	21096
	(51.0%)
	5335
	(25.2%)
	2207
	(12.5%)
	9372
	(19.3%)
	38010
	(29.6%)

	Significant
	940
	(2.3%)
	260
	(1.2%)
	90
	(0.5%)
	593
	(1.2%)
	1883
	(1.5%)

	Severe
	255
	(0.6%)
	186
	(0.9%)
	12
	(0.1%)
	182
	(0.4%)
	635
	(0.5%)

	All
	41373
	(100%)
	21190
	(100%)
	17604
	(100%)
	48453
	(100%)
	128620
	(100%)

	Incidents per ‘000 patient days
	8.4
	
	4.3
	
	3.6
	
	9.8
	
	26.1
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Estimated effect of days of low staffing using different thresholds

RN hours	0.65	0.7	0.75	0.8	0.85	0.9	0.95	1	1.05	1.1000000000000001	1.1499999999999999	1.2	1.25	1.3	1.35	1.068568	1.0712410000000001	1.0689230000000001	1.0648629999999999	1.067034	1.066865	1.0721849999999999	1.079483	1.0934649999999999	1.120174	1.1403749999999999	1.1699029999999999	1.1936389999999999	1.219706	1.2443109999999999	NA Hours	0.65	0.7	0.75	0.8	0.85	0.9	0.95	1	1.05	1.1000000000000001	1.1499999999999999	1.2	1.25	1.3	1.35	1.063879	1.056009	1.060128	1.0605610000000001	1.057671	1.060627	1.063941	1.07172	1.0814980000000001	1.0789679999999999	1.080627	1.080271	1.0789040000000001	1.0701350000000001	1.0624579999999999	Low staffing threshold (% of ward mean)
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