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The impact of variations in the integral length scale of incoming free-stream turbulence on

an aeroelastic NACA0012 wing is investigated using force, moment and PIV measurements. At

a chord-based Reynolds number (𝑅𝑒 = 𝑈∞𝑐/𝜈) of 2 · 105, an active grid generates turbulence

intensities of 15 % at normalised integral length scales ranging from 0.5𝑐 to 1𝑐 (𝑐 is the chord

length). The introduction of turbulence improves the time-averaged performance characteristics

of the aeroelastic wing by delaying stall and increasing the peak lift coefficient. The turbulence

excites structural modes such as bending and torsion but it does not introduce new frequencies

in the forces and moments. Instead, it amplifies particular frequencies that appear in the

clean flow case. It is observed that for full-chord integral length scales, the magnitude of the

fluctuations in forces and moments at the frequency of a structural bending mode is excited.

Meanwhile, at half-chord integral length scales, the magnitude of the fluctuations in forces

and moments at the frequency of a torsional response is excited. The structural excitations

resulting from the incoming turbulence in turn generate unique characteristics in the flow field

surrounding the aeroelastic wing.

I. Introduction

The wings of birds have been a source of inspiration for the design of aircraft for decades, with the introduction of

mechanisms such as split scimitar winglets, sweep, or flexibility. In particular, the flexibility of a bird’s wing is a

key factor that enables safe flight in turbulent conditions within the atmospheric boundary layer, utilising passive gust

mitigation effects [1]. Micro air vehicles (MAVs) also operate within the atmospheric boundary layer, especially in

urban environments where the turbulence intensities are typically 10-20 % at length scales of up to 10 times the order of

magnitude of the aircraft’s chord [2]. To mitigate the effects of the high intensity turbulence, aeroelastic wings are

often fitted to MAVs. The study of aeroelasticity in MAVs is particularly challenging due to their small size and low

Reynolds number flight regime. Moreover, it is known that the complex interaction between the aeroelasticity of the

wing, and the turbulent inflow can cause structural excitations. Therefore, by analyzing the behavior of aeroelastic
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wings in free-stream turbulence (FST), we aim to gain insights into the development of these structural excitations and

hence provide important understanding into the design of MAVs operating in turbulent conditions.

There exists a rich body of literature exploring deformable lifting surfaces in steady flows at low Reynolds numbers,

resulting from the increased demand of MAVs [3, 4]. It is found that the addition of flexibility to the wings of MAV’s

improves many flight characteristics such as an improvement to the stability within gusty environments resulting from

changes in apparent angle of attack. Gursul et al. [5] find different structural modes are excited due to the flow separation

in a steady free-stream. These self-excited surface oscillations (of a membrane wing or a slightly flexible wing) induce

leading-edge vortices, resulting in a lift increase and drag reduction. Additionally, work by Qinfeng et al. [6] found a

flexible membrane wing can delay the onset of stall by 5-degrees and increase the lift by 90 % when compared to a rigid

wing. The reasoning behind these improved characteristics corresponds to a larger deformation and stronger vibration

of the wing. This leads to stronger flow mixing near the flexible wing surface, which suppresses leading-edge separation

and therefore significantly improves the aerodynamic performance.

One of the first investigations into the response of an aeroelastic aerodynamic surface to flow perturbations is by

Tang et al. [7]. In this study, a rotor blade is subjected to periodic gusts generated by a rotating slotted cylinder [8],

capable of producing controllable single or multiple harmonic lateral gusts. It is observed that once stall occurs, the

nonlinearity of both the structure and aerodynamics is significant. Moreover, at large angles of attack the twist response

is aperiodic whereas the bending response is seen to be periodic. This study, alongside similar work, found that the

structural natural frequencies of wings are excited by both single and multiple harmonic gusts, for a variety of wing

structures and gust strengths [9–11].

The unsteady nature of the fluid-structure interaction of aeroelastic wings is investigated by Tang and Dowell [12].

Employing a large aspect ratio aeroelastic wing with a tip mass, the study explored static aeroelastic response, flutter,

and limit cycle oscillations. The investigation observed beam-like structural behaviour and found that the onset of a limit

cycle oscillation is dominated by stall aerodynamics. A comprehensive overview of current aeroelastic knowledge, with

a specific emphasis on limit cycle oscillations, is presented by Dowell [13]. This work underscores the critical role of

external disturbances, such as FST, in the development of dynamic nonlinearities—a focal point of the present research.

In a recent investigation by Fernandez et al. [14], the lift, flow field, and deformation of two aeroelastic wings and

one rigid wing are measured under periodic gusts. The gusts are generated by a novel irrotational method, termed an

oscillating fence [15]. Each wing has a NACA0012 profile and is positioned at angles of attack of 0 to 12 degrees

for 𝑅𝑒 = 3.15 · 105. The low flexibility wing has a bending frequency of 3.42 Hz and the high flexibility wing has a

bending frequency of 1.9 Hz, chosen to coincide with the frequency of the periodic gusts generated. It is observed that

if the gust frequency is similar to the natural frequency of the bending mode of the aeroelastic wing, the gust excites that

mode. This result suggests that if the unsteady nature of the incoming flow is correctly tailored to the airfoil’s geometry,

significant structural modes within geometry are amplified by the flow disturbances.
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Initial exploration into the effect of FST on airfoil characteristics was conducted by Hoffmann [16]. The study

revealed that, at the highest FST level (9 %), there is a 30 % increase in the peak lift coefficient, accompanied by

a 5-degree delay in the onset of stall. Work by Refs. [17–19] found a 64 % increase in lift is achieved for a wing

submerged in the turbulent wake of a bluff body with the correct wake distance and geometry. A review of similar

investigations on the influence of FST on rigid wings is presented within Thompson et al. [20] where there is a notable

gap in research regarding aeroelastic wings subjected to FST.

It is discussed in previous literature that harmonic flow perturbations can cause amplifications of the structural modes

of an aeroelastic wing, particularly for angles where the wing is stalled. However, the effects of FST on aeroelastic

wings are unexplored. Therefore the aim of this paper is to investigate the effect of high intensity FST at various integral

length scales on the response of an aeroelastic wing. The work herein will determine if structural amplifications can be

excited by exploring the effects of the integral length scale of FST on the performance of an aeroelastic wing, both in

pre- and post-stall conditions. We focus on high FST (≈15 %) and vary the integral length scale of the turbulence from

0.5𝑐 to 1𝑐. Particular attention is paid to understanding the changes in force and moment fluctuations of the response of

an aeroelastic wing, along with an examination of how the surrounding flow field both induces and responds to these

fluctuations.

In the following sections, we present results from experimental campaigns and subsequent analysis of the data

of an aeroelastic wing subjected to FST. Section II outlines the experimental methodology, section III discusses the

results obtained from the experimental campaigns, and implements several numerical techniques to interpret those

measurements. Finally, section IV concludes our findings.

II. Experimental methods

A. Wing model

The aeroelastic rectangular wing has a finite-aspect ratio of 2.5 with a NACA0012 profile, featuring a 0.75 m span

and 0.3 m chord, with no flow tripping devices applied to the wing’s surface. As seen in figure 1, the wing is constructed

with a 3 mm aluminum sheet sandwiched between two pieces of high density foam. This design gives it flexibility while

ensuring essential structural strength.

Fig. 1 Cross section of the aeroelastic NACA 0012 wing, where black represents foam and grey represents a
3 mm thick aluminum plate.

Assuming that the wing’s structural response can be modeled using the aluminum plate, beam theory can be applied
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to determine the structural properties. The density of the wing is 2700 kgm−3. The flexural and torsional stiffness are

calculated as 3𝐸𝐼/𝐿3 and 𝐺𝐽/𝐿, respectively [21], where 𝐸 represents a Young’s modulus of 69 GPa, 𝐼 represents a

moment of inertia of 6.75 · 10−10 m4, 𝐿 represents a beam length of 0.75 m, 𝐺 represents a shear modulus of 25.94 GPa,

and 𝐽 represents a polar moment of inertia of 1.24 · 10−6 m4. Therefore, the aeroelastic wing has a flexural stiffness of

331.3 Nm−1 and a torsional stiffness of 4.27 · 104 Nmrad−1.

B. Digital image correlation

Digital image correlation (DIC) is a technique that measures the deformation and motion of an object by tracking

the position of reflective tracer spots on its surface. It helps to characterise the structural modes of the aeroelastic wing

system, such as bending, torsion, and surging, by analysing the displacement of the wing in different directions.

The wing is placed in the University of Southampton’s 7 x 5 wind tunnel at a Reynolds number range of

𝑅𝑒 = 3 · 105 − 5 · 105. For the DIC experiments the angle of attack is fixed at 18-degrees post-stall. Figure 2 is for

demonstration purposes, when conducting the measurements the wing is moved towards the center of the tunnel so the

LED arrays do not cause any additional aerodynamic effects. Motion tracking tracer spots are placed on the aeroelastic

wing with a nominal spacing of 1/6𝑐. Five Phantom v641 high-speed cameras are arranged outside the test section,

alongside blue LED light arrays that highlight the tracer spots. A “shake the box” method is used to track the position

of the tracer spots [22]. For the experiment, 5,450 sets of points in time are generated at a sampling rate of 200 Hz

(equivalent to 1350 - 2250 convection cycles). Using a 6-axis ATI IP 65SI660 load cell, simultaneous measurements of

forces and moments are measured during the DIC experiment. More information regarding forces and moments can be

found in section II.D.

Fig. 2 DIC setup of the aeroelastic wing in the University of Southampton’s 7 x 5 wind tunnel. This figure is for
demonstration purposes only.
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C. Turbulence generation

To understand how the integral length scale of FST affects a wing, the turbulence characteristics of the producible

FST must be determined. All turbulent experiments are conducted within the University of Southampton’s “Gottingen”

type closed wind tunnel with a closed test section where the free-stream has a turbulence intensity of less than 0.1 % in

clean configuration. A Makita style active grid with a grid spacing of 𝑀 = 0.085 m is used to generate the FST. The grid

produces homogeneous turbulence in the spanwise and cross-stream direction for all cases, with variations of less than

±2.5 % for the mean flow and turbulence statistics. Figure 3 shows the turbulence spectra, with a constant value in the

production range and a −5/3 power law in the inertial range. Table 1 summarizes the turbulence intensity 𝑇𝑢 and chord

normalised integral length scale 𝐿𝑥/𝑐 of the FST as measured using hot wire anemometry (HWA).

Fig. 3 Spectral content of turbulent cases from HWA. The angled dashed line represents Kolmogorov’s -5/3 law.
𝑅𝑒 = 2 · 105.

The turbulence intensity is determined as 𝑇𝑢 = 𝑈𝑟𝑚𝑠/𝑈𝑚𝑒𝑎𝑛 where 𝑈𝑟𝑚𝑠 is the root mean square of the velocity and

𝑈𝑚𝑒𝑎𝑛 is the mean velocity. The integral length scale is determined via the integration of the zero-crossing point of the

autocorrelation, as shown in Equation (1) below:

𝐿𝑥 = 𝑈∞𝑇𝑙 , (1)

𝑇𝑙 =

∫ 𝑇𝑐𝑟𝑜𝑠𝑠

0
𝜌𝑥 (𝜏) 𝑑𝑡, (2)

where 𝜏 is the time lag, 𝑇𝑐𝑟𝑜𝑠𝑠 is the zero crossing time and 𝜌𝑥 is the auto correlation coefficient defined as:

𝜌𝑥 (𝜏) =
𝑅𝑥 (𝜏)
𝑅𝑥 (0)

, (3)

where 𝑅𝑥 is the auto correlation function in time.
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The active grid’s upper and lower limits of integral length scale are 𝐿𝑥,𝑚𝑎𝑥 = 1.0𝑐, 𝐿𝑥,𝑚𝑖𝑛 = 0.5𝑐 at a turbulence

intensity of 𝑇𝑢 = 15% for a maximum Reynolds number of 𝑅𝑒 = 2 · 105. The limits of the active grid’s turbulence

characteristics are representative of turbulent flow conditions encountered in practical aerospace applications, particularly

for micro air vehicles operating in urban environments. More information about the turbulence generation can be found

in Thompson et al. [20].

Table 1 Turbulence characteristics.

𝑇𝑢 [%] 𝐿𝑥/𝑐
< 0.1 Clean
14.7 0.5
14.3 0.7
15.5 1.0

D. Forces and moments

Force and moment measurements are used to understand the aerodynamic performance and stability of an aeroelastic

wing subjected to FST. By measuring the lift, drag, pitching moment, and bending moment at various angles of attack,

the wing’s response to different FST can be evaluated. The fluctuations in the forces and moments indicate the excitation

of structural modes of the wing, such as bending, torsion and surging.

The wing is mounted to the ceiling of the tunnel test section such that the quarter chord is 1.8 m (21M) downstream

of the active grid, which is chosen to ensure the wing experiences high intensity turbulence. Even though the distance to

the grid is closer than the more commonly used 40M, volumetric hot wire analysis confirms that the grid produces

homogeneous turbulence in the spanwise and cross-stream direction at this distance. A stepper motor is connected to

the root of the wing allowing for a 360 degree range of motion. A 6-axis ATI IP65 SI165 load cell is placed at the

root of the stepper motor to determine the forces and moments exerted by the wing. The measurement uncertainty at a

95 % confidence level as a percent of full-scale load is 1.25 %. With the system attached to the load cell, the resonance

frequency of the ATI sensor drops to 90 Hz, over three times greater than the frequencies observed in this investigation.

Figure 4 shows the PIV setup. The green areas represent the laser sheets, the blue and orange dashed lines indicate the

field of view for each camera, and the grey cylinder represents the stepper motor and load cell. These devices extend

outside the test section through transparent acrylic, ensuring that no additional aerodynamic effects are introduced

by any part of the system. The root of the wing has a 2 mm clearance to the tunnel ceiling. A flow splitter is not

implemented as a flexible wing is inherently three-dimensional. As such, the tunnel floor is a chord length from the wing

tip. For all cases, the angle of attack is stepped from 0 to 20 degrees in increments of 1 degree. Following a sampling

and convergence study, data is acquired at 1 kHz for 120 s (equivalent to 4000 convection cycles) at each angle. As a

result of the three-dimensional nature of the wing, and the location of the load cell, the forces observed are integrated
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across the wingspan and therefore the statistics that are measured by the load cell are filtered by the wing itself.

Fig. 4 Schematic representation of the PIV setup.

For each experimental campaign concurrent force and moment measurements are taken. In the DIC experiment,

forces and moments are measured to simultaneously evaluate the deformation of the wing and the experienced forces.

Similarly, in the PIV experiment, a channel of the data acquisition system used to measure the forces and moments

from the load cell is connected to the laser trigger. This connection allows the timings of the acquired images to be

concurrently matched to the resulting forces and moments produced by the wing. The forces and moments are sampled

at a higher frequency of 10 kHz for the duration of the PIV case to ensure that each image trigger is captured. Table

2 shows the load cell and provides details about the sampling rate and the number of measurements chosen for each

experimental campaign. The load cell was recalibrated for the lower Reynolds number experiments to increase the

resolution in measuring smaller forces and moments.

Table 2 Load cell and sample information for DIC, force and moment, and PIV experimental campaigns

Experiment Load cell Sample rate [kHz] Convection cycles 103

DIC ATI IP65 SI660 10 3 - 5
Forces and moments ATI IP65 SI165 1 4

PIV ATI IP65 SI165 10 84

E. Particle image velocimetry

PIV is a technique for measuring the velocity field of a fluid flow and is used to investigate the flow field surrounding

the aeroelastic wing in different turbulence conditions. PIV facilitates a deeper understanding of both the aerodynamics

and structural response of the wing by allowing the identification and behaviour of coherent structures within the flow
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field to be realised. The wing is mounted to the ceiling of the “Gottingen” type closed wind tunnel. Figure 4 shows

the planar PIV set-up used to investigate the flow field surrounding the NACA0012 wing in the four aforementioned

turbulence conditions at an angle of attack of 16 degrees at 𝑅𝑒 = 2 · 105.

The PIV achieves a field of view of 475 mm × 800 mm surrounding the airfoil resulting in a resolution of 9.9 pixels

per millimetre. The trade off to ensure a large field of view capable of capturing the wing’s wake comes at the expense

of resolving the boundary layer. Work by Istvan and Yarusevych [23] and Yarusevych and Kotsonis [24] concluded that

a bypass transition effectively eliminates the laminar separation bubble at high turbulence intensities. Therefore, it is

beneficial to explore an extended field of view that has not been previously measured. For each turbulence case 3,000

image pairs are captured at 0.6 Hz, and for each clean case 1,000 image pairs are captured at 0.6 Hz. More details about

the PIV setup and post-processing methods can be found in Thompson et al. [20].

III. Results

A. Digital image correlation

Spectral proper orthogonal decomposition (SPOD), spectral analysis and surface fitting are used to characterise the

structural modes of the aeroelastic wing system for angles post stall with a clean inflow.

The DIC data are divided into blocks containing 546 snapshots with 50 % overlap, resulting in 20 realizations of the

flow. SPOD is performed using a Hamming window and further details of the algorithm can be found in Appendix IV.B.

Figure 5 shows the chord normalised modal energy of the first 20 modes. Distinct peaks at 4 Hz, 11 Hz and 16 Hz

are observed. The first mode of the peak at 4 Hz has an energy content an order of magnitude larger than that of the

subsequent mode. Consequently, it captures nearly all the energy associated with the deformation at 4 Hz and dominates

over the other modes. Figure 6 shows the first mode shape at 4 Hz for the streamwise (x) and cross-stream (y) direction.

In the streamwise direction, the figure shows a solid color. Whereas, in the cross-stream direction, there is a clear

gradient with a larger magnitude at the wing’s tip that decreases towards the root, suggesting that a bending mode is

present at this frequency.

When examining the modal energy associated with the 11 Hz peak, it becomes evident that the initial modes share

comparable energy levels. In fact, the energy distribution across the first 10 modes falls within the same order of

magnitude. Upon inspecting the mode shapes for these initial modes at 11 Hz, distinct torsional mode shapes emerge

for each mode. Figure 6 shows the first mode shape at 11 Hz for the streamwise (x) and cross-stream (y) direction.

A torsional mode is observed, however the presence of multiple modes with similar energy levels is attributed to the

absence of a deterministic structure for torsion. Instead, all these modes occur at 11 Hz with comparable amplitudes

which means that there is no preferred structure for this frequency. Consequently, relying on any single mode to

determine structural information is inaccurate since many modes are energetic. Hence, a different approach is required
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Fig. 5 Chord normalised modal energy of the (Red) first mode and (Grey) subsequent 19 modes. 𝛼 = 18 degrees,
𝑅𝑒 = 5 · 105.

Fig. 6 Reconstructed mode shapes for the streamwise (x) and cross-stream (y) direction at 4 Hz, 11 Hz and 16
Hz. 𝛼 = 18 degrees, 𝑅𝑒 = 5 · 105.
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to understand what is occurring at 11 Hz.

To assess the structural response at 11 Hz, a simplified analysis method is employed. It is assumed that at any instant

the deflection is linear constrains the torsional shape. To achieve this, a linear surface fit is applied to the DIC data in the

form

𝑏1𝑧 + 𝑡1𝑥 + 𝑡2𝑥𝑧 + 𝐶 = 𝑦, (4)

where 𝑏1 is a bending coefficient, 𝑡1 and 𝑡2 are torsional coefficients and 𝐶 is a constant.

Spectral analysis is conducted using Welch’s power spectral density estimate [25] where the DIC data are divided

into blocks containing 546 snapshots with 50 % overlap. Figure 7 shows the power spectral density of the fluctuations

of the bending and torsional coefficients. The bending coefficient appears at a frequency close to 4 Hz whereas the

torsional coefficients appear at a frequency close to 11 Hz.

Fig. 7 Power spectral density of the (Left) 𝑏1 coefficient, (Center) 𝑡1 coefficient and (Right) 𝑡2 coefficient of the
linear surface fit. 𝛼 = 18 degrees, 𝑅𝑒 = 3 · 105 − 5 · 105.

A distinct spectral peak is observed at 16 Hz. Similar to the peak at 4 Hz, the first mode of the peak has an

energy content one order of magnitude larger than that of the subsequent mode, so it is representative of the structural

displacement. Figure 6 shows the first mode shape at 16 Hz for the streamwise (x) and cross-stream (y) direction. The

wing is rotating about the cross-stream axis from a focal point at the root of the wing. In the cross-stream direction there

is a clear line of rotation around the mounting point of the wing as a result of the angle of attack correction. These mode

shapes suggest that there is a structural excitation related to the experimental set-up. This excitation manifests as a surge

mode, whereby the structure holding the wing is rotating around the cross-stream axis.

From the above analysis, the aeroelastic wing system exhibits three structural modes when in a stalled configuration:

a bending mode at 4 Hz, a torsional mode at 11 Hz and surging mode at 16 Hz. Literature [7, 9–11, 14] indicates

10



that the structural modes of an aeroelastic wing are excited by introducing harmonic flow perturbations. The question

remains: can these structural modes also be excited by the introduction of statistically known free-stream turbulence?

The first step in answering this question is to understand how the wing reacts to the introduction of FST.

B. Forces and moments

To understand how the aeroelastic wing reacts to FST, the forces and moments of the wing are measured. When

evaluating the time-averaged forces and moments of the wing, figure 8 (a-d) shows that with a clean inflow, the aeroelastic

NACA0012 wing stalls at an angle of attack of 12 degrees, characterised by a decrease in lift, increase in drag and

reduction in pitching moment. Similar to previous literature, the introduction of FST causes the onset of stall to be

delayed and the peak time-averaged lift (figure 8 (a)) coefficient to increase. The angle of maximum lift for the turbulent

cases is observed to be at 16 degrees with a peak lift coefficient 10 % larger than that of the clean inflow case. Generally,

the time-averaged forces and moments of the wing subjected to FST are similar. The time-averaged drag (figure 8

(b)) of the turbulent cases increases smoothly when compared to the clean inflow case as a result of the less dramatic

stall. Similarly, the time-averaged pitching moment (figure 8 (c)) of the turbulent case decreases more gradually when

compared to the clean inflow case. The time-averaged bending moment (figure 8 (d)) is similar for all the FST cases,

with a larger moment in post stall angles (past 12 degrees) when compared to the clean inflow case.

When observing the fluctuations of the forces and moments of the wing, figure 8 (e-h) shows that the standard

deviation of the clean flow measurements increases as stall occurs, and then decreases as the wing begins to act as

a bluff body. With the introduction of FST, the standard deviations of the measurements increase as a result of the

fluctuating inflow. In the pre-stall angles, both the smallest and largest integral length scale cases lead to an increase in

fluctuations of lift (figure 8 (e)). As the wing approaches the onset of stall, the 𝐿𝑥/𝑐 ≈ 0.5 case exhibits a small increase

in lift fluctuations, unlike the more pronounced response observed in the other two turbulent cases. Consequently, this

results in an overall increase in fluctuations of lift for the 𝐿𝑥/𝑐 ≈ 1.0 case. For all angles of attack, the 𝐿𝑥/𝑐 ≈ 0.5 case

demonstrates a fluctuating drag (figure 8 (f)) response 35 % greater than that of the other two turbulent cases in pre-stall

conditions. At pre-stall angles of attack, all three turbulent cases exhibit similar pitching moment fluctuations (figure

8 (g)), which increase most dramatically for the 𝐿𝑥/𝑐 ≈ 1.0 case as the wing approaches stalled conditions. For all

angles of attack, the 𝐿𝑥/𝑐 ≈ 1.0 case exhibits a fluctuating bending moment (figure 8 (h)) 40 % greater than that of the

other two turbulent cases. The drastic increase in fluctuating drag and bending moment for the 𝐿𝑥/𝑐 ≈ 0.5 and 𝐿𝑥/𝑐 ≈

1.0 cases, respectively, suggests a unique sensitivity of the aeroelastic wing to integral length scale. The increase in

fluctuating drag implies a potential aerodynamic effect triggered by an integral length scale of 𝐿𝑥/𝑐 ≈ 0.5, while the

increase in fluctuating bending moment suggests a possible structural excitation at an integral length scale of 𝐿𝑥/𝑐 ≈

1.0. However, to better understand these fluctuations, their frequency content must be explored.

Spectral analysis is conducted to better understand the distribution of force and moment fluctuations resulting from
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Fig. 8 (a-d) Time-averaged mean and (e-h) standard deviation of the lift, drag, bending and pitching moment
coefficient against angle of attack. 𝛼 = 0 − 20 degrees, 𝑅𝑒 = 2 · 105.

different integral length scales. Figure 9 displays the normalised power spectral density of the lift and drag coefficients.

For the clean case, two spectral peaks are observed in the lift at 4 Hz and 22 Hz. Similarly, there is a 4 Hz and 22 Hz

peak in the spectral content of the drag coefficient, in addition to a large peak at 16 Hz. There is an observed increase in

power with the addition of FST by two orders of magnitude, resulting from the higher energy within the flow. There is

also the introduction of spectral content over all angles of attack for the lift and drag, with a greater magnitude observed

at angles larger than 15 degrees. There are no new frequencies occurring as a result of the FST, just the amplification of

specific frequencies observed in the clean flow case.

As the integral length scale increases, the amplitude of the spectral content of the lift and drag appears to shift from

a higher frequency to a lower frequency. For the spectral content of the lift coefficient the amplitude of the 22 Hz peak

decreases by 45 % as integral length scale increases from 𝐿𝑥/𝑐 ≈ 0.5 to 𝐿𝑥/𝑐 ≈ 1.0, whereas the 4 Hz peak increases by

255 %. Similarly, for the drag coefficient, the 16 Hz peak decreases by 70 % with increasing integral length scale, while

the 4 Hz peak increases by 235 %. Even though the integral length scale does not introduce new frequencies in the

response of the aeroelastic wing, it does lead to the preferential amplification of certain frequencies over others. The 4

Hz peak observed in both lift and drag can be attributed to the structural bending mode of the wing. Therefore, it can be
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concluded that with an increase in integral length scale, the structural bending mode of the aeroelastic wing is excited.

Moreover, the amplitude of the 16 Hz peak in the drag coefficient can be attributed to the structural surging mode of the

system and appears to be excited by a decrease in integral length scale. What is unclear is if an excitation in the bending

mode is suppressing the surging mode or an excitation in the surging mode is suppressing the bending mode.

Figure 10 shows the phase averaged lift coefficient 𝐶𝐿/𝐶𝐿𝑚𝑎𝑥
and torsional coefficient 𝑡1/𝑡1𝑚𝑎𝑥

from equation 4. The

phase-average is determined using the Hilbert transform. The in-phase double peak in lift and single peak in 𝑡1 indicates

that the 22 Hz peak in lift is linked to the 11 Hz structural torsion mode of the wing. Therefore, with decreasing integral

length scale the torsional mode of the wing is excited. Similarly to the drag coefficient, it is unclear if an excitation in

the bending mode is suppressing the torsional excitation or if the torsional excitation is suppressing the bending mode.

Fig. 9 Power spectral density of the measured (Top) lift and (Bottom) drag for angle of attack against frequency.
𝛼 = 0 − 20 degrees, 𝑅𝑒 = 2 · 105.
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Fig. 10 Phase-averaged lift coefficient 𝐶𝐿/𝐶𝐿𝑚𝑎𝑥
and torsional coefficient 𝑡1/𝑡1𝑚𝑎𝑥

. (Top) 𝛼 = 18 degrees,
𝑅𝑒 = 3 · 105 and (Bottom) 𝛼 = 18 degrees, 𝑅𝑒 = 5 · 105.

C. Particle image velocimetry

From the previous section, the aeroelastic wings response to FST is a delay in stall and increase in the time-averaged

lift coefficient. The introduction of FST leads to the preferential amplification of certain frequencies in both the

structural response and the aerodynamic forces. With increasing integral length scale a structural bending mode reduces

in amplitude, whereas both a torsional and surging mode increase in amplitude. To better understand the relationship

between these structural excitations and the aerodynamics of the flow field surrounding the wing, the velocity fields are

investigated.

The turbulent flow fields surrounding the aeroelastic wing are measured using planar PIV to understand the excitation

in structural modes with varying integral length scale. Figure 11 shows the streamwise component of the mean velocity

field (filled contours) and turbulence intensity (contour lines) for each inflow case. PIV is conducted at an angle of

attack of 𝛼 = 16◦ as this is not only the maximum lift angle of the turbulent cases but also the angle of attack at which

the largest fluctuations in the force and moments are present. The mean velocity field of the clean inflow case displays a
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fully separated flow with separation occurring at the leading edge. A recirculation region is present as indicated by

the blue contours which denote reversed flow. The introduction of FST appears to suppress the recirculation region,

allowing the flow to remain more attached to the wing, hence the larger lift coefficient and delayed stall. No mean flow

reversal is observed for any FST cases. However, due to the displacement of the wing, the velocity close to the wing’s

surface is not resolved which could mask a small recirculation region.

The mean velocity fields of the three turbulent cases are very similar, as expected from the similarity in time-averaged

force and moment coefficients, with a slight discrepancy in the size of the wake. For the 𝐿𝑥/𝑐 ≈ 0.5 case the wake

region is the smallest of the turbulent cases and the flow appears most attached. For the turbulent case of 𝐿𝑥/𝑐 ≈ 0.7,

the wake is longer and slightly wider than that of the 𝐿𝑥/𝑐 ≈ 0.5 case. For the 𝐿𝑥/𝑐 ≈ 1.0 case, the wake region is again

slightly larger than that of the 𝐿𝑥/𝑐 ≈ 0.7 case, as attested to by the widening contours of 𝑇𝑢. Aside from the slightly

larger wake regions, the turbulent mean fields are otherwise very similar.

Fig. 11 Time-averaged streamwise velocity with contour lines showing 𝑇𝑢. 𝛼 = 16 degrees, 𝑅𝑒 = 2 · 105.

The similarity of the time-averaged flow fields explains the results of the time-averaged forces, but it does not explain

the differences in the fluctuations of said forces. Proper orthogonal decomposition (POD) is utilised to analyze the

coherent structures within the velocity flow field. Details of the algorithm can be found in Appendix IV.A. Figure 12

shows the energy fraction of the three turbulent cases, where the energy fraction is calculated by dividing the sum of the

eigenvalues from 1 to 𝑛 modes by the sum of all eigenvalues. In order to recover 50 % of the energy within the flow, 5

and 9 POD modes are required for the 𝐿𝑥/𝑐 ≈ 0.5 and 𝐿𝑥/𝑐 ≈ 1.0 cases, respectively. The additional POD modes

required for the case of 𝐿𝑥/𝑐 ≈ 0.5 suggests a more complex flow field comprised of higher frequency aerodynamic
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structures. These additional modes could account for the differences observed in the frequency spectra of the resulting

forces on the wing.

Fig. 12 Percentage energy fraction of POD modes. 𝛼 = 16 degrees, 𝑅𝑒 = 2 · 105.

Figure 13 shows the absolute value of the Pearson’s linear correlation coefficient for the first 20 POD mode shapes.

The Pearson’s linear correlation coefficient is a measure of the linear association between two variables 𝐴 and 𝐵, given

by

𝜌(𝐴, 𝐵) = 1
𝑁 − 1

𝑁∑︁
𝑖=1

(
𝐴𝑖 − 𝜇𝐴

𝜎𝐴

) (
𝐵𝑖 − 𝜇𝐵

𝜎𝐵

)
, (5)

where 𝜇 and 𝜎 are the mean and standard deviation, respectively. Interestingly, there are no similarities after the initial

mode for the clean and FST POD modes, indicating that the coherent structures are dissimilar. This is a significant result

as the frequencies observed in the lift and drag are similar between the clean and FST cases. The POD mode-shapes of

the turbulent cases are far more correlated. The correlation of the 𝐿𝑥/𝑐 ≈ 0.5 and 𝐿𝑥/𝑐 ≈ 1.0 cases (Figure 13, bottom

left) and 𝐿𝑥/𝑐 ≈ 0.5 and 𝐿𝑥/𝑐 ≈ 0.7 (Figure 13, bottom middle) cases show strong similarities in the shape of the

first 7 POD modes, indicating that the most energetic coherent structures of both cases are similar. After the first 7

modes there is a weaker correlation, where differences within the dynamics of the flow field around the wing are present.

The 𝐿𝑥/𝑐 ≈ 0.7 and 𝐿𝑥/𝑐 ≈ 1.0 cases (Figure 13, bottom right) show very good agreement for nearly all 20 modes.

Therefore, from this point we will only make comparisons between the 𝐿𝑥/𝑐 ≈ 0.5 and 𝐿𝑥/𝑐 ≈ 1.0 cases.

The introduction of the POD analysis gives insight into the coherent structures. However, due to the non-time

resolved nature of the velocity fields, it does not give an understanding of how these structures propagate with time. To

understand how the flow field surrounding the aeroelastic wing varies with time, multi-time delay multi-probe linear

stochastic estimation (LSE) is employed. LSE uses information from the time-resolved forces and moments alongside

the POD of the velocity fields to reconstruct an estimate for the time coefficients of the POD modes. The method applied

in this paper is a slightly modified version of work by Durgesh and Naughton [26] described in more detail in Appendix
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Fig. 13 Pearson’s correlation coefficient of the first 20 streamwise and cross-stream velocity POD mode-shapes.
The average correlation coefficient in the diagonal 2x2 is shown in each sub-plot. 𝛼 = 16 degrees, 𝑅𝑒 = 2 · 105.

IV.C.

Figure 14 shows the vorticity of the reconstruction of 50 % of the energy of the LSE coefficients for the 𝐿𝑥/𝑐 ≈

0.5 and 𝐿𝑥/𝑐 ≈ 1.0 cases. The flow is reconstructed at one 4 Hz and 22 Hz frequency cycle, where 1/𝑇4 = 4 Hz and

1/𝑇22 = 22 Hz. The main observation of the reconstruction is that both turbulent cases exhibit different flow phenomena

as a result of the interaction between the structural excitations and variations in the integral length scale of the incoming

FST. The use of time-resolved PIV would provide more information about the flow physics, however LSE is still able to

illustrate the differences between the interaction of aeroelastic wings with various integral length scale free-stream

turbulence.

To ensure that variations in the integral length scale are driving the differences observed in both the forces and

flow field, the spectral content of the FST is evaluated. Figure 3 shows that there is no distinct peak in the turbulence

generation region and the spectra of the three turbulent cases are similar. The similarities in the turbulence spectra

indicate that the excitation in lift and drag frequencies and differences in the surrounding flow field are solely a result of

the variations in the integral length scale. To get a more complete understanding of this phenomenon, an investigation

using a wing with different properties, such as increased stiffness, or by the use of a different turbulence generator, such

as one with larger grid spacing, could be employed.
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Fig. 14 Vorticity of the LSE coefficient reconstruction for one (Left) 4 Hz and (Right) 22 Hz time period. The
streamlines represent the velocity fluctuations. 𝛼 = 16 degrees, 𝑅𝑒 = 2 · 105.

IV. Conclusion
This study explored how the integral length scale of FST affected the stall characteristics of an aeroelastic wing

at high turbulence conditions. By combining different experimental techniques, such as DIC, force and moment

measurements, and PIV, the study measured the deformation, wing response, and flow fields for different integral

length scales. The results showed that FST improved the time-averaged performance of the wing by delaying stall

and increasing the peak lift coefficient. It was observed that the flow remained attached with the introduction of FST

compared to that of clean inflow and there was a complete suppression of the recirculation bubble. However, FST also

induced larger fluctuations in the forces and moments on the wing.

In the post-stall regime with a clean inflow, three frequencies (4 Hz, 16 Hz, and 22 Hz) were identified in both

lift and drag measurements. These three frequencies were associated with bending, surging and torsional structural

modes. Upon introducing FST, these fluctuations were amplified across a broader range of angles of attack, both pre and

post-stall, without introducing new frequencies in the aeroelastic wing’s response. However, varying the integral length
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scale of the incoming FST led to the preferential amplification of certain frequencies over others. As the integral length

scale increased from 𝐿𝑥/𝑐 ≈ 0.5 to 𝐿𝑥/𝑐 ≈ 1.0, the 4 Hz peak increased by over 200 %, the 16 Hz peak decreased by 70

% and the 22 Hz peak decreased by 45 %. This indicated that at higher length scales, the bending mode was excited,

whereas at lower length scales, the torsional and surging modes were excited.

These structural excitations in turn influence the dynamics of the flow surrounding the wing. When analysing the

POD of the velocity fields, the energy fraction was lowest for the 𝐿𝑥/𝑐 ≈ 0.5 case and was largest for the 𝐿𝑥/𝑐 ≈ 1.0

case. This indicated that there was a more complex flow field comprised of higher frequency aerodynamic structures

for the 𝐿𝑥/𝑐 ≈ 0.5 case. With the use of LSE, the POD modes were reconstructed, clearly showing different flow

phenomena as a result of structural excitations from variations in integral length scale.

Appendix

A. Proper orthogonal decomposition

POD determines the modal content from a set of snapshot data, where “snapshot” denotes flowfield information

captured at a specific moment in time. The resulting POD modes, orthogonal to one another, capture key features in

a reduced-dimensional space. The goal of POD is to decompose 𝒖(𝑥, 𝑡) into a set of deterministic spatial functions

𝚽𝑛 (𝑥) multiplied by time coefficients 𝑎𝑛 (𝑡), which is given by

𝒖(𝑥, 𝑡) =
∞∑︁
𝑛=1

𝑎𝑛 (𝑡)𝚽𝑛 (𝑥), (6)

where 𝑥 is the spatial coordinate and 𝑛 is the mode.

POD was first applied to fluid dynamics by Lumley [27]. Within this analysis, MATLAB’s svd function is used to

generate the singular values of the snapshot matrix (where a singular value decomposition of a matrix 𝑨 is such that

𝑨 = 𝑼𝑺𝑽𝑇 ) which are used to calculate the time coefficients, eigenvalues and POD mode-shapes. Due to the size of

the snapshot matrix, the svd function is applied such that an economy-size decomposition of the snapshot matrix is

determined.

B. Spectral proper orthogonal decomposition

SPOD is a frequency domain form of POD that is used to extract coherent features in data in both space and time.

The goal of SPOD is to express the Fourier modes of the flow field 𝑢̂(𝑥, 𝜔) as a linear combination of SPOD modes

Φ𝑛 (𝑥, 𝜔) with expansion coefficients 𝑎̂𝑛 (𝜔), which is given by

𝑢̂(𝑥, 𝜔) =
∞∑︁
𝑛=1

𝑎𝑛 (𝜔)Φ𝑛 (𝑥, 𝜔), (7)
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where 𝜔 is the frequency and 𝑛 is the number of flow realizations. The equation shows that the flow field can be

reconstructed from the SPOD modes and the expansion coefficients by taking the inverse Fourier transform. SPOD is

implemented in MATLAB using the method described by Schmidt [28] with a Hamming window of size 𝑁/10, where 𝑁

is the number of snapshots in each flow realization.

C. Multi-time delay multi-probe linear stochastic estimation

LSE uses information from the time-resolved forces and moments alongside the POD of the velocity fields to

reconstruct an estimate for the time coefficients of the POD modes. The method applied in this paper is a slightly

modified version of work by Durgesh and Naughton [26] where the LSE coefficients are evaluated in time instead

of reconstructing the time coefficients. This gives an estimate of the dynamics of the time coefficients and can be

interpreted as a phase-average of the time coefficients with respect to the forces at each individual velocity snapshot.

The goal is to come up with an estimate for the time coefficient 𝑎̂𝑛 at a time 𝑡𝑘 , the probability of which is given by

𝑎̂𝑛 (𝑡𝑘) = 𝐸{𝑎𝑛 (𝑡) |𝐶𝐹 (𝑡), 𝑡𝑘−𝑚 ≤ 𝑡 ≤ 𝑡𝑘+𝑚}, (8)

where 𝐸{} is the expected value of the event, 𝐶𝐹 is the force coefficient and 𝑚 is the time delay.

The mean square error 𝑒𝑛 of the time coefficient of the 𝑛th POD mode is determined from the estimated and the

original time coefficients, shown below

𝑒𝑛 = ⟨[𝑎̂𝑛 (𝑡𝑘) − 𝑎𝑛 (𝑡𝑘)]2⟩, (9)

where ⟨.⟩ represents the time average of the quantities.

Minimising the mean square error generates a system of linear equations for the LSE coefficients, shown below
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, (10)

where 𝐶𝐿 and 𝐶𝐷 represent the coefficient of lift and drag, respectively, and are band pass filtered within 2 Hz and

30 Hz. 𝐴𝐿 and 𝐴𝐷 represent the LSE coefficients for lift and drag, respectively. These coefficients are then summed for

each time shift and projected onto the POD mode-shapes to provide an indication of the time-resolved nature of the
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POD modes.
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