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Incorporating head-tracking techniques into local active noise control headrest sys-1

tems enables the plant model used in the controller to be updated dynamically as2

the user moves their head. This reduces the mismatch between the plant model and3

the physical plant responses from the secondary sources to the users’ ears, which4

increases the achievable noise reduction when head movement occurs. In practice,5

since the plant models for different head positions must be identified during a calibra-6

tion procedure, it is necessary to limit the head-tracking resolution to constrain the7

complexity of this procedure. This leads to errors between the physical and modelled8

plant responses as the user’s head moves, which impacts the control system’s stability9

and performance. However, the relationship between the control system behaviour10

and the tracking accuracy is not well understood. This paper investigates the impact11

of head-tracking resolution, considering translational and rotational movements, on12

the stability and performance of an active headrest. Assuming the error signals at13

the user’s ears are available for adaptive control, it is shown that the system has an14

upper-frequency limit beyond which controller instability occurs, and this frequency15

is influenced by the tracking resolution, the initial head position, and the type of16

head movement.17
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I. INTRODUCTION18

Active noise control techniques have gained significant interest in a variety of applica-19

tions for their ability to reduce unwanted disturbances using secondary sound sources.1,2 A20

variety of different strategies have been proposed to realise active noise control, however,21

considering the spatial extent of the achieved control, they can be broadly categorised into22

global and local strategies. Global control aims to attenuate the unwanted sound through-23

out the entire acoustic space, which is typically an enclosure, whilst local control aims to24

achieve attenuation in a targeted region, which allows control to be achieved up to higher25

frequencies. One practical realisation of local noise control is the active headrest, which26

incorporates secondary loudspeakers into a headrest and achieves local control at the ears27

of a seated listener.3–5 In general, local control is limited by the size of the zones of quiet,28

which are generated around the error sensors. For example, the size of the 10 dB zone of29

quiet, defined as the region within which sound attenuation of at least 10 dB is achieved, is30

of the order of 1/10-th of the acoustic wavelength in a diffuse sound field.6 This means that31

as frequency increases the zone of quiet decreases in size. In practice, because the physical32

error sensors cannot be placed too close to the listener’s ears due to safety and potential user33

discomfort, the finite size of the zone of quiet limits the bandwidth of local active control.34

Although virtual sensing techniques can help to extend the upper-frequency limit of35

control, the performance in headrest applications is still degraded by listener head movement36

because the zone of quiet is fixed in space. To overcome this limitation, head tracking37

technology can be used to detect the current position of the head, and correspondingly38
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update the controller.7–9 In particular, head movements result in a change in the response39

between the secondary loudspeakers and the error microphones and this plant response40

change must be reflected in a change in the plant model used in the controller. This generally41

relies on the utilisation of a set of pre-determined plant models that correspond to the plant42

responses measured with the head located at a finite grid of head positions within the43

vicinity of the headrest during a calibration phase. As a result, the predetermined values44

that correspond to the position closest to the current head coordinate are generally utilised,45

in a nearest neighbour-type approach. This helps to reduce the mismatch between the plant46

model used by the control system and the physical plant response, and therefore allows the47

zone of quiet to be dynamically repositioned to the ear location as the head moves. This has48

been shown in previous work to be able to achieve significant attenuation at the listener’s49

ears at frequencies up to at least 1 kHz.8 However, this previous work did not consider the50

effect of a mismatch between the physical position of the head and the assumed position51

of the head and thus differences between the physical and modelled plant responses. To52

minimise these errors, the plant responses would ideally be measured during the calibration53

phase over an extremely fine grid so that, assuming that the headtracker is able to exactly54

identify the head position, the difference between the nearest available grid position and the55

physical head position would be small. This would in turn mean that the difference between56

the pre-determined plant response and the physical plant response would also be small.57

However, this would require a lengthy calibration process to measure the plant response58

for many head positions and orientations. As a result, it is necessary to reach a trade-off59

between the complexity of the calibration procedure and the resulting accuracy of the plant60
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models available to the controller during operation. In addition, in practice it may also61

be necessary to consider the accuracy with which the headtracker is able to determine the62

position and orientation of the listener’s head, since this may lead to a further mismatch63

between the modelled and physical plant responses; although modern head-tracking systems64

have high levels of accuracy10, which will generally exceed the resolution of a practicable65

calibration grid.66

To help overcome this limitation, and improve the robustness of active headrest systems67

to head movement, various modifications to their design have been proposed. For example,68

in previous studies11,12 a method is proposed to determine a plant model through various69

optimisation methods that help to ensure robustness to slight head movements. Likewise,70

some research effort has focused on enlarging the zone of quiet by repositioning the location71

of the error microphones and introducing additional secondary loudspeakers to minimise the72

acoustic velocity in a direction perpendicular to the surface of the head.13,14 Alternatively,73

the plant model at head positions not included in the calibration phase could be estimated74

via higher-order interpolation between the available plant models.15 While there has been75

previous work conducted to investigate the significance of performance degradation under76

head movements8,16–18, this work primarily presents a comparison between scenarios with77

and without head-tracking. This paper will present an experimental investigation into the78

effect of the calibration grid resolution on control stability and performance for translational79

and rotational head movements, across the region in which the user’s head may be located,80

in a tonal local active noise control headrest. In this work it is assumed that the error signals81

at the ears are known and used for control, which reflects previous work in the area19,20, but82
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also focuses the provided system design insight on the effect of changes in the plant response83

rather than on the performance of virtual sensing techniques.21 Additionally, in order to84

provide a contribution that focuses on the fundamental limitations imposed by head move-85

ments alone, without restricting the findings to a particular final application, the underlying86

room dynamics are not considered here. This approach helps to bridge the research gap for87

future work where the room acoustic response is considered and allows a distinction to be88

made between the limitations due to head movement alone and those due to the acoustical89

response of the room. Consequently, the work presented in this paper is able to demonstrate90

how the control stability and performance of the headtracking-equipped active headrest sys-91

tem can be influenced by the head-tracking resolution, initial head position, and the type92

of head movement. The paper is structured as follows: Section II describes the physical93

arrangement of the assumed active headrest system and the control strategy; Section III94

explores the effect of both translational and rotational head movements on the plant re-95

sponses; Section IV presents an investigation into the effect of head tracking resolution on96

the control stability and performance and Section V draws conclusions.97

II. HEADTRACKER-EQUIPPED MULTICHANNEL FEEDFORWARD ACTIVE98

NOISE CONTROL SYSTEM99

To motivate the following investigation, this section will first describe the physical ar-100

rangement of the headtracker-equipped active headrest system, before describing the feed-101

forward control strategy that will be utilised in the following studies.102
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A. Physical setup of the headtracker-equipped active headrest103

Figure 1 shows the experimental arrangement of the active headrest in an anechoic cham-104

ber. The measurements have been conducted in an anechoic chamber to ensure that changes105

in the plant responses are due to head movement alone, rather than any interactions with the106

acoustic response of the room. This allows the work to focus on the fundamental limitations107

imposed by head movements without restricting the findings to a particular final application.108

The two secondary loudspeakers, denoted as L1 and L2, are used to attenuate the pressures109

at the locations of the error microphones, denoted E1 and E2, which are located at the110

ears of the dummy head. The primary disturbance is generated by a single loudspeaker111

located directly in front of the headrest system at a distance of 3 m. The dummy head is112

positioned and rotated using a robotic positioning system to ensure precise alignment with113

the intended coordinate and repeatability, so that a reliable analysis of the effects of head114

movement can be conducted with respect to the head position and orientation. A series of115

measurements, which utilise an exponential sine sweep to remove any potential non-linear116

behaviour introduced by the loudspeaker’s characteristics22, have been conducted to obtain117

the secondary plant responses and the disturbance signals for each head position within a118

discrete translational grid of (0.4 m × 0.2 m), with a resolution of 2.5 cm, and a discrete119

rotational grid ranging from −27◦ to +27◦, with a resolution of 9◦, as illustrated in Figure 2.120

The translational grid resolution used here is twice that used in previous work8, where the121

use of head-tracking was shown to enable active control to be achieved up to around 1 kHz122

in a headrest system. The increased resolution utilised here allows an exploration into the123
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effect of differences between the physical and the modelled head position; for example, the124

responses measured across the 2.5 cm grid can be used to represent the physical head po-125

sition responses, while assessing the modelling accuracy for the 5 cm grid resolution used126

in previous work. Similar logic has been utilised in the selection of the angular resolution,127

where previous work has used an angular resolution of 15◦.23 Although a finer resolution128

would allow an investigation into the effect of head-tracking to be conducted up to higher129

frequencies, the selected translational and angular resolution gives a total of 153 translation130

grid measurement points, with seven angular measurements at each point, which leads to a131

total of 1071 head position and orientation measurements. Increasing the translational grid132

resolution by a factor of two to 1.25 cm would increase the number of required measurements133

to almost 4000, which would be rather impractical. Translational movement in the sway134

(left-right) and surge (front-back) directions has been investigated here, whilst movement in135

the heave (up-down) direction has been left for future work. Similarly, rotational movement136

in the yaw direction has been explored, whilst both pitch and roll head rotations have been137

left for future work. The rationale for exploring the sway, surge and yaw degrees of freedom138

in this work is to constrain the considered problem and focus on the head movements that139

are likely to be more significant and frequently encountered in an active headrest system;140

that said, exploration of the other degrees of freedom may become more relevant in certain141

applications and so should be explored in future work.142
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(a) (b)

FIG. 1: The arrangement of the secondary loudspeakers, L1 and L2, in the active headrest

placed in the anechoic chamber, together with the error microphones in the ears of the

dummy head, E1 and E2. The front and side views are shown in (a) and (b) respectively.

B. Multichannel feedforward active control strategy143

Active noise control headrests have been realised using both feedforward and feedback144

control strategies.24 In general, feedforward control strategies are utilised in cases where a145

time-advanced and coherent reference signal is available to the controller. This generally146

applies in cases where control of noise generated by rotational machinery is considered,147

which is perhaps the most relevant application for the tonal noise control problem assumed148

in this paper. Therefore, a tonal feedforward control strategy has been utilised where it is149

assumed that a perfect reference signal is available and the system is linear. In practice,150

the assumption that the plant response is linear will be dependent on the specifics of the151

system realisation, particularly including the loudspeaker which may operate in a non-linear152

regime depending on its power handling capability and the amplitude of the disturbance153
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FIG. 2: The geometry for the active headrest system. The head translates in the sway

(left/right) and surge (front/back) translational directions over an area of (0.4 m × 0.2 m),

and rotates within a yaw range of −27◦ to +27◦. The minimum grid spacing for the

translational and rotational grid were defined as 0.025 m and 9◦ respectively.

pressures being controlled. Although a variety of control strategies have been developed154

for the control of non-linear systems25, it is quite typical to assume linear behaviour since155

this can often be ensured by appropriate specification of the control loudspeakers. The156

assumption that a perfect reference signal is available mean that the results presented here157

are only fully representative of a tonal control problem. When the disturbance noise is158

stochastic in nature and generated by multiple uncorrelated sources there is a need to utilise159

multiple reference signals that are both coherent and time-advanced with respect to the160
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error signals. This situation occurs, for example, when attempting to control road noise in161

a vehicle cabin and it is then realistic for the available reference signals to be imperfect and162

this will inherently limit the maximum level of achievable control. That said, the linearity163

and perfect reference signal assumptions have been widely assumed in the active control164

literature2, since exploring system limitations within these assumptions can provide clear165

insight into the physical limitations of the controller.166

Figure 3 shows the multichannel feedforward control block diagram, which assumes that167

the error signals, e at the ears are perfectly known so that they are used directly to adapt168

the control filters, W. Assuming that the disturbance to be controlled is tonal, then the169

cost function to be minimised by the control system shown in Figure 3 can be defined in the170

frequency domain as the sum of the squared error signals given by171

J = E
[
eHe+ βuHu

]
(1)

where e = [e1 e2]
T denotes a complex vector of the two error signals measured at the172

ears, u = [u1 u2]
T denotes the vector of control signals used to drive the two headrest173

loudspeakers, and β denotes the regularisation, or leakage parameter. From Figure 3 it can174

be seen that the vector of error signals can be expressed as175

e = d+Gu (2)

where d = [d1 d2]
T denotes the vector of disturbance signals measured by the error mi-176

crophones at the ears, and G denotes the physical plant responses between the headrest177

loudspeakers and the error microphones. Under ideal conditions, where the disturbance sig-178

nals and the plant responses are perfectly known and are steady-state, the vector of optimum179
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control signals can be calculated by substituting Equation (2) into Equation (1), followed180

by differentiating with respect to the real and imaginary parts of u to give181

uopt = −
[
GHG+ βI

]−1
GHd. (3)

In practice, however, the plant response may only be known with some level of uncertainty,182

due for example to head movements and associated modelling errors, and the disturbance183

may also vary over time, leading to the need for the implementation of an adaptive controller.184

FIG. 3: The multichannel feedforward control system used for the headtracker equipped

active headrest system.

In the case where the plant response is approximated by a model, Ĝ, the vector of control185

signals can instead be adapted over time to minimise the cost function given by (1) using186
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the steepest-descent algorithm which is given in this case as187

u(n+ 1) = (1− αβ)u(n)− αĜHe(n), (4)

where α is the step-size which governs the speed of adaptation and the convergence stabil-188

ity and β is the leakage factor that can be tuned to limit the control effort and improve189

robustness.2 Assuming that the controller remains stable throughout its operation, the con-190

trol signal vector will eventually converge to the steady-state solution, u∞, given by191

u∞ = −
[
ĜHG+ βI

]−1

ĜHd. (5)

In general, this does not converge to the optimal solution given by Equation (3). However, in192

the case of an active headrest where the system is fully determined (i.e. the number of error193

signals is equal to the number of control signals), and when the plant response matrices are194

assumed to be non-singular and where the leakage factor is set to zero, u∞ will be equal to195

the true optimal value provided by Equation (3). In this case, the steady-state cost function196

will be equal to the optimum value of zero.26197

Since the optimum performance is assured provided the steepest-descent algorithm is sta-198

ble, it is important to determine the conditions for stability. Through eigenvalue/eigenvector199

decomposition27 it can be shown that convergence of the steepest-descent algorithm defined200

by Equation (4) is determined by the eigenvalues of the matrix ĜHG. Specifically, the201

convergence condition can be defined in terms of a bound on the step-size given by the202

inequality203

0 < α <
2Re {λi + β}
|λi + β|2

for all i, (6)
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where λi are the eigenvalues of the ĜHG matrix. This leads to the stability condition that204

can be expressed as205

Re
{
eig

[
ĜHG+ βI

]}
> 0 (7)

where Re {·} and eig [·] denote the real and eigenvalue operators, respectively. For the case206

where no leakage is introduced, i.e. β = 0, this stability condition states that all eigenvalues,207

λi, must be positive for the controller to be stable. By introducing a positive leakage factor,208

it is possible to force otherwise negative eigenvalues to be positive and thus improve the209

robustness of the system to uncertainties in the plant response, with an inherent trade-off210

against the steady-state performance.27,28211

III. THE EFFECT OF HEAD MOVEMENT ON THE PLANT RESPONSE212

This section presents an investigation into the effect of the considered translational and213

rotational head movements on the plant responses utilising the headrest system plant re-214

sponses measured as described in Section IIA. Figure 4 shows the set of plant responses215

measured between each loudspeaker and the right ear for all head positions and rotations.216

In each plot, the thick solid line shows the response measured at the nominal head position217

with coordinates (0, 0) m and a rotational angle of 0◦, whilst the dashed lines show the min-218

imum and maximum bounds for all head positions and rotations. In the case of the direct219

path, it can be seen from the responses shown in Figure 4a that the magnitude varies by220

around ±10 dB, but the shape over frequency is relatively consistent and the level change221

can thus be largely related to the change in the distance between the loudspeaker and the222
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ear. From Figure 4c it can be seen that there is also a significant variation in the phase223

response of the direct path, which can be related to the change in the group delay as the224

distance between the loudspeaker and the ear varies; this also explains the increasing bounds225

on the variation in the phase with increasing frequency. It is worth noting that the nominal226

response at grid position (0, 0) m and 0◦ rotation is not located at the centre of the grid,227

as shown in Figure 2, and therefore the corresponding magnitude and phase plots are not228

centred within the range of responses presented in Figure 4. In the case of the cross-path,229

shown by the magnitude plot in Figure 4b and the phase plot in Figure 4d, comparable230

levels of variation in the plant responses with head position and rotation can be observed.231

However, in the cross-path magnitude response it can be seen that at low frequencies, below232

around 500 Hz, the level of variation is lower than in the direct-path case, but then gradually233

increases with frequency before showing very high levels of variation at frequencies above234

around 1 kHz. This transition in behaviour occurs at frequencies where the head dimen-235

sions become comparable to the acoustic wavelength and several dips can be observed in the236

cross-path magnitude response due to the nearfield head shadowing effect.29 The frequency237

where these dips in the magnitude response occur is dependent on the head location and238

will not be present for all head positions, as shown by the solid line corresponding to the239

nominal head position and rotation. The influence of the head on the cross-path also widens240

the bounds in the phase response variation, as shown in Figure 4d, compared to the direct241

path case. From the responses presented in Figure 4 it is clear that significant levels of plant242

response variation occur as the head position and rotation vary within the headrest system243

and this motivates the use of head-tracking to enable the plant response model used in the244
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controller, Ĝ, to be updated to avoid the need for extremely conservative bounds on the245

step-size, α, or the inclusion of high levels or leakage, β.246

(a) |G22|, dB (b) |G21|, dB (c) ∠G22, deg (d) ∠G21, deg

FIG. 4: The plant response between the right and left secondary sources (L2 and L1) and

the right error sensor (E2) for all head positions and rotations. The solid lines represent

the plant response at the head translational position of (0,0) m with a rotational angle of

0◦, and the dashed lines represent the minimum and maximum bounds on the responses for

all head positions and rotations described in the schematic diagram presented in Figure 2.

247

248

Although the results presented in Figure 4 show the general effect of head translations249

and rotations on the plant response, it is useful to explore how rotations alone influence250

the plant responses. To this end, Figure 5 shows how the magnitude of the plant response251

varies with head rotation at two different head positions. From Figure 5a it can be seen that252

for the direct paths (G11 and G22) at the nominal head position head rotation introduces a253

relatively simple and relatively low level shift in the overall response. However, for the cross254

paths (G12 and G21) there is a more complicated variation in the responses over frequency255

as the head shadowing effect varies with angle of rotation. Figure 5b shows similar trends,256

but due to the translation of the head, the responses are no longer symmetrical and it can257
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be seen that the shift in the magnitude of the response for the G22 direct path is much more258

significant than for the G11 direct path. From the results presented in Figure 5 it can be seen259

that head rotations alone introduce lower levels of plant response variation than when also260

considering translational head movement, however, it is important to highlight that based261

on the presented rotational results the effect of rotation does depend on the translational262

head position.263
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FIG. 5: The magnitude of the plant response between the left and right secondary sources

(L1 and L2) and the left and right error sensors (E1 and E2) for all head rotations, at the

single head position of (a): (0,0) m and (b): (0.2,0.1) m.

264

265

To consider the effect of head rotations on the phase response of the plant Figure 6 shows266

the change in phase due to head rotation relative to the phase response for the 0◦ head267

rotation; this provides further insights into the impact of the head-shadowing effect on the268
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phase. At the nominal head position, as shown in Figure 6a, it can be seen that there269

lies an asymmetry in the phase difference between clockwise and anti-clockwise rotations,270

and the mechanism differs between the direct and cross paths. For the direct paths (G11271

and G22), since the head shadowing effect in this case is small, the asymmetry in the phase272

difference between clockwise and anticlockwise rotation is largely due to geometrical acoustic273

effects between the secondary loudspeakers and the error microphones, which manifest due274

to changes in the distance between the loudspeaker and the ear. On the other hand, the275

change in the phase response for the cross-paths (G12 and G21) is caused by nearfield head276

shadowing effects, which are sensitive to the head orientation relative to the secondary277

loudspeakers. This behaviour, however, is also dependent on the head position, as shown278

for the case where the head translational position is (0.2,0.1) m, as presented in Figure 6b.279

For this head position it is found that the right loudspeaker does not show much asymmetry280

between the clockwise and anticlockwise rotation for both left and right error microphones.281

While these detailed changes in the plant responses due to head rotations are physically282

insightful, because a fully-coupled multichannel control system is considered in this work,283

their independent direct impact on control stability cannot be easily isolated. That said,284

the effect of head rotations on the controller stability and performance are investigated in285

the following section.286287
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FIG. 6: The difference in the plant response phase relative to the 0◦ rotational case, in

terms of the angle between the left and right secondary sources (L1 and L2) and the left

and right error sensors (E1 and E2) for all head rotations, at the single head position of

(a): (0,0) m and (b): (0.2,0.1) m.

IV. THE EFFECT OF TRACKING RESOLUTION ON CONTROL STABILITY288

AND CONVERGENCE289

The results presented in the previous section have demonstrated how both translational290

and rotational head movements affect the plant responses in the considered active headrest291

system. These plant response variations motivate the need to track the head position in292

order to maximise control performance. Therefore, this section will present a study into293

how the accuracy of head-tracking, and therefore plant modelling, influences the stability of294

the feedforward adaptive controller and its convergence behaviour.295
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A. Effect of tracking resolution on the control stability296

As shown in Figure 3, the active control system with head-tracking dynamically updates297

the plant model utilised in the controller, Ĝ, based on the current position and rotation of298

the head and a database of plant models. In its most straightforward form, the system will299

select the plant model from the database that is geometrically closest to the physical head300

position and rotation determined by the headtracker. Therefore, depending on the resolution301

of the grid of plant models that forms the database, there will be some error between the302

physical position of the head and the position to which the plant model corresponds. This303

geometrical error will in turn lead to an error between the physical plant response, G,304

and the plant model, Ĝ. Figure 7 illustrates the potential geometrical errors between the305

physical head position/rotation and the modelled head position/rotation, which will lead to306

errors between the physical plant response G and the plant model Ĝ. The pink cross/line307

in each case denotes the modelled head position/rotation, and the coloured arrows denote308

the physical head positions corresponding to the different levels of position/rotation error.309

Conceptually, these different levels of error correspond to the use of different grid resolutions310

in the formation of the plant model database. That is, for translations in the surge and sway311

directions, the green arrows represent a grid resolution of 2.5 cm, the orange arrows represent312

a grid resolution of 5 cm, the purple arrows a grid resolution of 7.5 cm, the yellow arrows313

a grid resolution of 10 cm and the blue arrows a grid resolution of 15 cm; for rotations in314

yaw, the green arrows represent a grid resolution of 9◦, the orange arrows a grid resolution315
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of 18◦, the purple arrows a grid resolution of 27◦ and the yellow arrows a grid resolution of316

36◦.317

(a) (b) (c)

FIG. 7: The potential positioning errors between the physical and modelled head positions

in (a) sway (left/right), (b) surge (front/back) and (c) rotational degrees of freedom. The

head rotation is assumed to be fixed at 0◦ for the translational cases.

318

319

The effect of the plant modelling errors due to the tracking resolution on control stability320

can be assessed via the stability condition given by Equation (7), which states that all321

eigenvalues of the ĜHG matrix are positive. Figure 8 shows the smallest eigenvalues of ĜHG322

for the different tracking errors in sway, surge and yaw directions as described in Figure 7323

for the different grid resolutions. The lines in each of the plots in Figure 8 show the results324

corresponding to the smallest eigenvalue across all possible tracking errors described by the325

grids shown in Figure 7, whilst the shaded regions show the range of the smallest eigenvalues326

for every position on the grid in each case. This means that the lines correspond to the327

position on the grid where the controller would first go unstable, while the shaded regions328

give an indication of the range of positions that would be unstable. As perhaps expected, the329

results in Figure 8 show that the frequency at which an eigenvalue first becomes negative330
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decreases as the grid resolution decreases, which means that increasing the grid spacing331

reduces the maximum frequency where the control system remains stable. Focusing on the332

translational tracking errors in the sway and surge directions, the control instability first333

occurs at a frequency of 600 Hz and 630 Hz respectively when the lowest resolution grid is334

utilised, which has a spacing of 0.15 m. As the grid resolution is increased to give a grid335

spacing of 0.1 m, the frequency at which control instability first occurs increases to 950 Hz336

and 838 Hz in the sway and surge cases respectively. This increasing trend continues as the337

grid resolution is further increased up to the reference case shown by the black dashed line,338

which corresponds to the case where there is no error between the physical and modelled339

plant positions and so Ĝ = G. For the rotational case, even with the lowest tracking340

resolution assumed here, which corresponds to a 36◦ spacing, control remains stable at341

all positions up to around 950 Hz. This can be related to the smaller relative changes in342

the plant responses observed in Section III for rotational as opposed to translational head343

movements. However, the trend in stability limits shown in Figure 8 is consistent between344

the translational and rotational cases, with the frequency at which control instability first345

occurs increasing as the rotational grid resolution is increased up to the reference case.346347

In practice, the active noise control headrest should ideally remain stable for all head348

positions and rotations. It is, however, important to note that the control stability depends349

on the head position, as represented by the shaded regions in Figure 8. To explore the350

spatial dependence of the stability limit due to tracking errors, it is insightful to examine the351

frequencies for which the controller first becomes unstable for each head position. Figure 9352

shows the colour plots indicating the frequency at which the control instability first arises353
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(a) (b) (c)

FIG. 8: The set of eigenvalues due to errors in the (a) sway, (b) surge and (c) yaw

directions. In the translational cases the head rotation is fixed at 0◦. The line plots

represent the smallest eigenvalue amongst all possible tracking errors, and the shaded

region represents the range of smallest eigenvalues for all considered head movements.

for different tracking resolutions, for each initial head position and the head movements354

described in Figure 7. For sway movements, as illustrated in Figure 9a, it can be observed355

that the frequency at which the control system remains stable is the lowest at the head356

coordinate of (±0.2, 0) m, which corresponds to the line plot in Figure 8a. As the frequency357

increases, the number of positions where instability occurs increases, and the positions where358

instability occurs spreads out in the y-direction. For surge movements, as shown in Figure 9b,359

it can be seen that the frequency at which instability occurs is relatively similar for all head360

positions, which explains why the shaded region in Figure 8b is relatively narrow. For yaw361

movements, which are presented in Figure 9c, it can be observed that the frequency at362

which control instability occurs is the lowest at the head position of (±0.2, 0.1) m, and as363

frequency increases, the unstable positions spread out towards x = 0 m. However, there are364
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still positions where the controller remains stable up to 1500 Hz, as shown by the unfilled365

region. While the behaviour for the sway and yaw rotation cases are consistent for finer grid366

resolutions, in the case of surge movements similar trends are not shown for the different367

tracking resolutions.368369

As the colour plot in Figure 9 includes head movements in both directions, a spatial370

discontinuity can be observed, especially for the 0.15 m grid resolution case shown in Fig-371

ure 9a at the x = ±0.05 m line. To provide further insight into this discontinuity, Figure 10372

presents the results for sway movement in the positive and negative x-directions separately.373

Theoretically, the stability condition for head movement between arbitrary positions A and374

B should be the same as moving the head from position B back to position A, since the375

real part of the eigenvalue of ĜHG is equal to the real part of the eigenvalue of GHĜ. This376

theoretical stability condition explains the geometrical relationship between the frequency377

stability limits shown in the colour plots in Figure 10a and Figure 10b. For example, the378

frequency at which the control system becomes unstable at the initial head position coor-379

dinate (−0.1, 0.125) m when the head sways to the right (Figure 10a) is the same as that380

at coordinate position (0.05, 0.125) m when the head sways to the left (Figure 10b). For381

initial head positions in the ranges of −0.2 ≤ x ≤ −0.075 m and 0.075 ≤ x ≤ 0.2 m, it can382

be seen that the results presented in the colour plot in Figure 9a are completely governed383

by the corresponding regions in Figure 10a and Figure 10b for the two regions respectively;384

this is because movement is only possible in one sway direction within these regions for385

the assumed configuration. This movement limitation is also indicated by the black regions386

beyond the x = 0.05 m and x = −0.05 m line for the two plots in Figure 9a. However, for387
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FIG. 9: The colour plots showing the frequency at which instability first occurs for (a):

sway (left/right), (b) surge (front/back) and (c): rotation, mapped to the initial head

positions within the tracking range. The black regions represent initial head positions

where head movement within the specified grid is infeasible, while the unfilled regions

denote that the control system at that initial head position remains stable for frequencies

up to at least 1500 Hz.
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the range of initial head positions −0.05 ≤ x ≤ +0.05 m, sway movement from an arbitrary388

initial position A within this range has two possible final head positions, B and C, which389

represent sway movement in either the positive or negative x-direction. As a result, the390

colour plot in Figure 9 shows the lowest frequency at which instability arises considering391

the two possible final head positions, B and C. For example, considering the initial head392

position (−0.05, 0.125) m, the two possible final head positions are (0.15, 0.125) m in Fig-393

ure 10a and (−0.2, 0.125) m in Figure 10b. In this case, the two plots in Figure 9a show394

that the upper frequency limit for control stability is much lower for head movement to the395

left compared to the case when the head moves to the right. These observations help to396

explain the discontinuities observed in Figure 9, but also highlight that the frequency at397

which the control system first becomes unstable depends on the initial head position as well398

as the direction of head movement.399400

B. Effect of tracking accuracy on the tonal convergence behaviour401

Although the results presented in the previous section have demonstrated how the sta-402

bility of the local ANC system is influenced by the head tracking resolution, this analysis403

does not consider how the tracking resolution influences the time taken for the system to404

converge. The speed of convergence is likely to affect the performance of the control system405

under dynamic conditions, where the head moves over time or where the disturbance signal406

varies and the controller must adapt to this. This is especially true for frequencies where407

the eigenvalues are close to 0, assuming the steepest-descent algorithm from Equation (4) is408

used, since this will result in very slow convergence. The convergence behaviour of the active409
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FIG. 10: The colour plots showing, for the grid spacing of 0.15 m, the frequency at which

instability first occurs for head sway movement to the (a): right and (b): left, mapped to

the initial head positions within the tracking range. The black regions represent the initial

head positions where head movement within the specified grid resolution is infeasible.

headrest has been calculated via offline simulations using the measured system responses;410

previous work has variously demonstrated the consistency between offline simulations and411

real-time implementation on various digital signal processing platforms.2,7,30 Figure 11 il-412

lustrates this behaviour in terms of the average convergence of the error signals for all413

possible head movements, for different tonal frequencies generated by the primary source.414

As expected from the stability analysis presented in Section IVA, for the grid resolution of415

0.15 m for the translational cases the controller diverges for the presented frequencies, since416

the eigenvalues are negative as previously shown in Figure 8a. For the 0.1 m spacing, on the417

other hand, the presented convergence results show a slow convergence speed for movement418

in the sway direction at 900 Hz, which can be linked to the smallest eigenvalue in this case419

approaching zero.2 This is also shown in a similar manner for the case of surge at 900 Hz420
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and 1010 Hz. While using a 0.1 m grid spacing for 1010 Hz causes the control system to421

diverge, the 0.075 m grid spacing allows the control system to converge, although the con-422

vergence speed is much slower when compared to the case at 800 Hz. For the considered423

range of rotational movements and resolutions, similar observations are not observed, with424

the controller only diverging for the largest angular spacing at 1010 Hz. As previously noted425

in relation to the stability considerations, this smaller difference for the rotational case can426

be linked back to the smaller effect that rotation has on the plant response, as observed in427

Figure 5.428429

V. CONCLUSIONS430

Incorporating head-tracking techniques into local active noise control headrest systems431

has previously been shown to enhance control stability and performance when head move-432

ment occurs. While modern head-tracking systems can achieve highly accurate head coordi-433

nate measurements, it is essential in practice to consider the trade-off between the accuracy434

of the head-tracking system and the complexity of the calibration procedure required to435

pre-determine the corresponding plant responses. Since the resolution of the calibration436

procedure needs to be constrained in practice to limit the number of plant responses that437

need to be measured in advance, the control performance and stability of the headrest system438

may be affected. This paper has presented an investigation into how the tracking resolution439

influences the controller limitations in terms of performance and stability.440

The results presented in this paper are derived from offline simulations using experimen-441

tally measured plant responses for a range of head positions and rotations within a defined442
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FIG. 11: The convergence of the error signals averaged over all head movements for

various tracking resolutions (indicated by the different line-types) and different frequencies

(indicated by the plot titles) for (a): sway and surge movements, and (b): yaw rotation.

The step size parameter for each head movement is set to a factor of 0.1 times the

minimum of 2Re {λi} /|λi|2.

tracking grid, representing the active headrest noise control system equipped with head-443

tracking. This approach has allowed a systematic study to be conducted to enable a clear444

insight into the effect of head-tracking accuracy to be provided. The disturbance signals at445
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the ears are assumed to be tonal and known, and they are used directly to realise adap-446

tive control. The effect of varying the resolution of the head-tracking is examined separately447

across three degrees of freedom: yaw rotation, and translational movements in both the sway448

and surge directions. Within this context, it has been shown that increasing the tracking449

resolution generally increases the upper frequency limit at which the control system remains450

stable, and this frequency depends on the initial position of the head as well as the direction451

of movement. Although the control system still converges at frequencies approaching this452

upper frequency limit, due to the small size of the eigenvalues the speed of convergence may453

be reduced.454

The findings presented in this paper can be used to inform the design of an efficient455

head-tracking calibration procedure. For example, when designing a head-tracked active456

noise control system, the resolution of head-tracking can be defined based on the highest457

frequency at which noise control is required. In practice, although the stability limit can458

be improved for a given tracking grid resolution by introducing leakage into the adaptive459

control algorithm, this introduces a trade-off between the control stability and the steady-460

state performance and, therefore, does not enable a coarser tracking grid to be practically461

employed. It may be possible to utilise interpolation strategies to enable a lower resolution462

head-tracking grid to be utilised in practice, as suggested elsewhere15, but further investiga-463

tion is required. To enable practical realisation in specific applications, it is clearly relevant464

to consider the impact of reverberant acoustic environments, and to explore how tracking ac-465

curacy for additional degrees of freedom (heave, pitch and roll) influence the control stability466

and performance.467
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