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A B S T R A C T

The applications of Optical Coherence Tomography (OCT) systems have been extensively explored in clinical 
settings and have attracted growing interest in other fields. Factors such as speed and cost are often prioritized 
over high resolution and power efficiency in industrial applications. Modern OCT systems typically operate at 
speeds between 20k-70k A-scans/s and are priced at least $50k. We report a line-field OCT with a high imaging 
speed of 430k A-scans/s, by operating a 2D camera in 8-bit mode, at a cost of $3.2k. The reported OCT system 
provides an axial resolution of 9 µm in air and achieves a maximum on-axis signal-to-noise ratio and sensitivity of 
68.8 dB and 88.8 dB, respectively. We demonstrate the practical use of the system by measuring, visualizing, and 
segmenting samples of Printed Circuit Boards, pharmaceutical tablets, and pea seeds.

1. Introduction

OCT is a non-invasive, cross-sectional imaging modality based on 
interference between the sample and reference signal for optical ranging 
in the axial direction [1–4]. Scanning-point (SP) based Fourier Domain 
(FD) configurations, including Spectral Domain (SD) [5] and Swept 
Source (SS) [6] OCT, have been well-developed and implemented 
commercially in medical imaging, especially in ophthalmology [3,7]. 
FD-OCT configurations benefit from an intrinsically higher 
signal-to-noise ratio (SNR) and speed than the predecessor 
Time-Domain (TD) OCT systems [8]. The point-by-point (raster) scan
ning pattern is commonly employed in SP-OCT systems. The probe beam 
is generally steered by a two-dimensional (2D) scanning system and 
A-scans are captured sequentially to achieve volumetric imaging. The 
cost of commercially available SP-OCT systems remains high ($50k – 
$250k), limiting the wider application of the technology. Various efforts 
have been made to balance trade-offs such as size, SNR, speed, and cost 
of SP-OCT systems [9–12]. Particularly, the speed of the 

point-scanning-based systems is mainly limited by the sensor (linear 
detector arrays), the light source for in-vivo illumination, and the scan
ning system. Typical commercially available SD-OCT machines operate 
at speeds between 20k-70k A-scan/s, as summarized in [13]. SS-OCT 
systems break the speed bottleneck by using wavelength-tuning laser 
and a balanced detection configuration to acquire OCT data at the cost of 
a higher price [6]. The combination of cost-effectiveness and speed is a 
logical development within current research paradigms.

Line-field Spectral-domain OCT (denoted as LF-OCT for simplicity) is 
an OCT variant with growing interest that illuminates the sample with a 
line-shaped beam and detects parallelly [14]. The sensor in this 
configuration is replaced by 2D area cameras instead of 1D line cameras 
in the scanning-point systems. Consequently, LF-OCT can capture an 
entire B-scan image in a single-shot fashion, necessitating only a 
single-dimensional scanning mechanism for 3D imaging. This configu
ration can achieve a reduced acquisition time compared to the 
point-by-point acquisition and scanning mode [15,16]. Another 
advantage of line illumination is that the optical power is distributed 
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along the line instead of a single point, enabling a higher imaging speed 
and a lower risk of damage. These advantages allow LF-OCT systems to 
overcome the trade-offs and use low-cost components while maintaining 
high performance. The majority of the current investigations of LF-OCT 
systems focus on achieving high performance, including ultra-high axial 
resolution (e.g. <3 µm) [15], lateral resolution [17], and ultra-high 
speed (e.g. A-scan rate at MHz) [18]. Limited research on variants of 
low-cost LF-OCT can be found in [19–21] and they are summarized in 
our previous publication [16].

Another parallel detection paradigm is Time-Domain Full-Field OCT 
(denoted as FF-OCT for simplicity. In contrast to the conventional TD- 
OCT, FF-OCT systems perform plane detection based on full-field illu
mination. While FF-OCT may offer certain advantages in terms of lateral 
resolution and image quality for surface layers, it generally has slower 
3D acquisition times compared to the rapid image capture of SD-OCT. In 
addition, FF-OCT configuration requires either a phase-shifting mecha
nism (Piezo-electric ceramic or wave plates) [22] or high-precision 
motorised stages [23].

The acquisition speed and cost of OCT systems are prioritized in 
broader industrial adoption [24–30]. Conventionally, a bit-depth of 12 
or higher is utilized for the digitizers or sensors in OCT systems to pre
serve the inherent dynamic range when imaging through scattering 
tissue [31]. However, the data transfer rate (as high as 38 GB/s) of high 
bit-depth high-speed systems can be demanding and requires high-spec 
computer hardware to handle. The size of the total data volume can 
exceed 100 GB per patient in a clinical setting [32]. The slow speed for 
storing, processing, and visualizing such large data hinders the acute 
flow in clinics, reducing the practicality of OCT, especially for OCT 
Angiography data that records data at multiple time points [33]. Early 
studies demonstrated a low system SNR of 46 dB [34] and 37 dB [35] 
using 8-bit digitizers. Later studies provided noise analysis and proved 
the feasibility of using 8-bit Analogue-to-Digital Conversion (ADC) with 
little sensitivity reduction (~1 dB) compared to 12 bits and above [32,
36]. Although lower bit-depth inhibits the OCT inherent dynamic range, 
a deep learning-based method has been proposed to reconstruct high 
SNR signals [37].

In this paper, we report the development of a novel variant of a low- 
cost LF-OCT system that uses a 2D camera retailed at $450 (price 
retrieved on May 2024) to reach a B-scan rate of 690 Hz or an A-scan rate 
of 430k Hz at 8 bits. The total cost of the system is around $3200. 
Compared to using the 12-bit mode of the USB3 Vision camera, the 8-bit 
mode increases the acquisition speed by about 60 %, data size reduction 
by 50 % and 0.7 dB sensitivity loss under the same experimental con
dition. The system can achieve an image depth range of 2.7 mm with an 
axial resolution of 9.0 µm in air. We demonstrate the simplicity of the 

system design, performance quantification, and the justification of using 
8-bit ADC. We also present the imaging, 3D visualization, and quanti
fication of three industrial Non-Destructive Evaluation (NDE) applica
tions using the developed system.

2. System setup

2.1. Optical configuration

Fig. 1. shows the optical schematic of the developed LF-OCT system. 
The light source of the system is a superluminescent diode (SLD) 
(EXS210040–01, Exalos) with a center wavelength of 838 nm and a full 
width at half maximum (FWHM) bandwidth of 49 nm. The SLD is 
controlled by a constant current driver. A two-times beam expander is 
used to increase the beam diameter, resulting in increased line pairs that 
are illuminated on the diffractive grating. A cylindrical lens (CYL) is 
used to generate the line illumination. As illustrated in Fig. 1(b), in the 
vertical optical view, the cylindrical lens focuses the illumination of the 
sample into a line. The length of the line is determined by the collimated 
beam diameter, which is 11 mm at 1/e2 of the maximum intensity in this 
design. The constant e denotes Euler’s number. A 50:50 non-polarizing 
beam splitter is employed to form the free-space Michelson 
interferometer.

In the imaging path, the light scattered from the illuminated area of 
the sample is collected by using an achromatic lens L1 and then imaged 
through a camera lens L2 onto the 2D Complementary Metal-Oxide 
Semiconductor camera plane. Together with a Volume Phase Holo
graphic transmission grating, the 2D spectrometer of the system is 
formed. The diffraction angle of the grating is optimized to maximize the 
diffraction efficiency. The 2D camera has 816 × 624 pixels and the size 
of each pixel is 9 × 9 µm2. The 2D camera allows 8-bit ADC with a 
corresponding read-out rate of 690 fps. The read-out rate is bottlenecked 
by the USB 3.1 data transmission interface. The sample is imaged onto 
the camera plane by the imaging optics with a magnification of 0.5. The 
lateral scanning is achieved by using a high-speed motorized stage. The 
overall dimension for the system is about 20 × 15 × 20 cm3.

The spectrograph calibration is achieved by placing a slit vertically at 
the center of the focal plane of the sample arm. A mercury-argon light 
source (USB-Hg-NeAr, Princeton Instrument) is placed behind the slit to 
provide a known wavelength. The calibration light source is placed 
behind a slit that is placed at the central position of the beam path at the 
focal plane of the sample arm. Four points with known wavelengths 
were recorded and a second-order polynomial fitting was applied for 
calibration. To demonstrate the system performance, a MATLAB-based 
driver program is developed in-house to control the B-scan live 

Fig. 1. (a) The design of the developed LF-OCT system. COL: aspheric collimation lens; CYL: cylindrical lens; BS: beamsplitter; L1–2: achromatic doublet lenses. (b) 
The horizontal and vertical perspective of the design. The BSs on both sides of the sample are identical.
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display, synchronization, 3D image acquisition, and data visualization. 
A flowchart and description of the software are detailed in the Supple
mentary Material.

2.2. Design considerations

To optimize system performance for industrial needs, speed, cost, 
and imaging depth were prioritized over factors such as resolution and 
power efficiency. The camera sensor has a pixel pitch of 0.065 nm in the 
spectral domain, allowing a theoretical axial measurement range of 2.7 
mm. The sensor captures a spectral bandwidth of 53.4 nm, which rep
resents approximately 63 % of the spectral range (1/e2) of the light 
source. This configuration reserves the central portion of the spectrum 
and 87 % of the light power. The spectrum is shown in Fig. 3. a). As the 
foot of the spectrum is cut off, the measured axial resolution of the 
system is 9.0 µm, rather than the reported 8.3 µm in our previous work 
[16]. Assuming 8-bit ADC and near camera saturation, the signal is 
represented with 8-bit resolution at the spectral peak. At the point where 
the intensity falls to 1/e2 of its peak value, the resolution degrades to 
only 5 bits. The designed spectral bandwidth coverage of the system is 
around the FWHM value of the SLD. The intensity of the spectrum will be 
halved at both edges of the spectrum and all spectral points are 
measured by a relatively high bit resolution of 7 or more. We traded off 
the axial resolution and power efficiency with a higher bit resolution for 
the foot of the spectrum, which is particularly beneficial for detecting 
OCT interference.

Moreover, the collected spectrum is effectively truncated by the 
finite width of the detector, leading to increased sidelobes in A/B-scan 
signals after the Fast Fourier Transform. As discussed in [29], a Tukey 
window is applied for spectrum shaping. It has a negligible effect on 
axial resolution but significantly reduces the sidelobes. In principle, 
SLDs with a narrower bandwidth can be used to improve the light power 
efficiency and avoid sidelobes. However, this will lead to a reduced 
spectral dynamic range of the system, particularly at both ends of the 
spectrum where the signal is lower.

2.3. Simulation

The imaging path of the developed system has been simulated and 

evaluated using ZeMax, as shown in Fig. 2. a). Note that the model of the 
camera lens L2 is not included in the ZeMax lens catalogue, a paraxially 
approximated perfect lens with the same focal length is modelled for 
best-case scenario simulation instead. Fig. 2(b). shows the Root-Mean- 
Square (RMS) spot radius on the camera sensor plane at different 
wavelengths and lateral locations. The simulation is optimized for the 
most balanced on- and off-axis performance. At the center wavelength 
λ0 = 840 nm, the on-axis, 2.75 mm off-axis, and 5.50 mm off-axis RMS 
spot radii are 5.7 µm, 5.9 µm, and 13.2 µm, respectively. However, for 
non-central wavelength λ = 865 nm, while the on-axis spot radius is 8.0 
µm, the spot radius at the edge of the line FOV degrades to 16.3 µm. The 
increased spot diameter at the camera sensor is expected to lead to lower 
sensitivity at the edges of the line illumination.

3. System characterization

3.1. System performance

The system performance is characterized by experimental measure
ments. Fig. 3(a) shows the spectrum of the SLD measured by a com
mercial spectrometer (USB2000+, OceanOptics). Fig. 3(b) shows the 
spectrum and interference pattern at Optical Path Difference (OPD) =
0.25 mm using the developed LF-OCT system.

Theoretically, the axial resolution is the FWHM of the envelope of the 
depth point spread function of the light source. The theoretical axial 
resolution in the developed system is 8.5 µm in air due to the camera 
sensor width. Experimentally, the axial resolution is measured by taking 
an A-scan signal obtained close to the zero OPD and applying a Gaussian 
fit on the finite data points. The measured axial resolution is 9.0 µm, 
which is in high agreement with the theoretical value. The discrepancy 
of 0.5 µm is likely caused by intrinsic optical aberrations, as shown in 
Fig. 3(c). Zero-padding together with linear interpolation with a factor 
of 2 was used to resample the interference data to avoid interpolation 
error at the frequency oscillation period approaches as small as two 
pixels in the spectrometer [38,39].

The sensitivity roll-off of the system is characterized by acquiring the 
A-scan signals for the on-axis point at varying axial positions of a mirror 
sample, as shown in Fig. 3(d). The two dashed lines indicate the theo
retical roll-off curves at spectral resolution equivalent to 1 (0.065 nm) 

Fig. 2. (a) ZeMax simulated imaging path of the developed LF-OCT system. (b) Simulated spot diagrams at three field positions corresponding to three wavelengths. 
The RMS diameters of the spots are marked individually.
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and 1.5 (0.975 nm) pixels. The inhomogeneous line illumination on the 
sample affects the SNR in the lateral positions. The A-scan signals at 
different lateral positions are measured from the mirror sample to 
characterize the position-dependent SNR, as shown in Fig. 3(e). At the 
axial position of 0.3 mm, the SNR deficit between the edge and the 
center of the line is around 5 dB. The deficit is increased to 11.5 dB at the 
axial position of 1.9 mm. This degradation is due to the off-axis per
formance of the imaging optics and has been reported in [17,40]. The 
experimentally measured total axial range was 2.7 mm which agrees 
well with the theoretical value. The axial resolution at all depths was 
measured and its roll-off is shown in Fig. 3(f). The roll-off is caused by 
the nonuniform spectral resolution of the system [17].

As shown in Fig. 4(a), the lateral resolution of the developed system 

is determined by imaging a resolution test target (USAF 1951 chromium 
positive, Thorlabs) and identifying the smallest resolvable element. The 
step resolution of the motorized stage was set to 20 µm for acquisition. 
Fig. 4(b) shows the enlarged view of the central part of the target, while 
(c) and (d) are the intensity profiles across the line pairs that demon
strate the minimally resolvable pattern. As a result, the lateral resolution 
along the line direction is group 4 element 6, or 35.1 µm; along the scan 
direction is group 4 element 5, or 39.4 µm. Note that the system is 
limited by the step resolution in the scan direction rather than optical 
resolution. The choice of 20 µm is a balance of matching the lateral 
resolution in both directions and system speed.

Fig. 3. (a) The spectrum of the SLD measured by a commercial spectrometer. (b) The spectrum and interference pattern measured by the developed LF-OCT system. 
(c) A Gaussian fit of the zero-padded A-scan that shows an axial resolution of 9.0 µm in air. d) Measured A-scan signals at varying axial positions of a mirror sample. 
Two dashed lines indicate the respective roll-off curves at two spectral resolutions. (e) Measured signals across the B-scan image at different axial positions of a mirror 
sample. The black dashed lines show the intensity difference between the center and the edge of the line. (f) the axial resolutions measured at all depths.

Fig. 4. (a) The en-face OCT image of a USAF resolution test target. (b) the zoom-in view at the center of the target, measured with a step resolution of 20 µm. (c) and 
(e) are the intensity profiles across the line pairs.
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3.2. Signal-to-noise ratio (SNR)

Several groups have analyzed the SNR in OCT and have shown the 
sensitivity advantage of Fourier domain techniques over time-domain 
OCT [41]. We follow the analysis of [32] and recognize three noise 
sources that dominate SD-OCT: thermal/electrical, relative intensity 
noise (RIN), and shot noise. The thermal/electrical noise is introduced 
by the detector and, in general, is not signal-dependent. The low-cost but 
thermally unregulated SLD used in the developed system suffers from 
temperature drifts, causing RIN [16,42]. Shot noise arises from the 
statistical nature of photons. Different from this [32], we numerically 
modelled the random occurrence of photon absorption events in a 
photodetector following the Poisson process. The RIN and thermal/
electronics noise are not considered in this model because they are 
comparatively small [41]. Another source of quasi-noise in the devel
oped system is quantization error, which is induced through distortions 
caused by the finite bit-depth of the camera ADC circuit. Upon digiti
zation, the analogue signal is converted to a digital signal with a finite 
bit depth. The detector used in the system has a pixel electron well depth 
of 94,000 e- on 12-bit mode. The impact shot noise and quantization 
noise on SNR can be modelled at 6-, 8-, 10-, and 12-bit depths. The 
modelled theoretical SNR values were compared against experimental 
values measured following a typical setup [43] as shown in Fig. 5(a).

The setup comprised two silver mirrors placed normal to the OCT 
beam, at the focal planes of the reference and sample arms. Both arms 
were attenuated by the same Neutral Density (ND) filter with an Optical 
Density (OD) = 1.0 inserted between the mirrors and the focusing lens. 
The camera reached near saturation with the exposure time set to 500 µs 
as the default measurement configuration. The SNR, or dynamic range of 
the OCT system can be measured by finding the A-scan peak signal of the 
mirror and the standard deviation of the noise floor, as shown in Fig. 5
(b) and (c). The noise floor is measured by repeating the measurement 
without the mirror at the sample arm. As the intensity is proportional to 
the photocurrent collected by the sensor, the SNR in the logarithm scale 
can be calculated as: 

SNR(dB) = 10log
(

isignal
2

σnoise floor
2

)

As shown in Fig. 5(d), the solid blue line represents the theoretical 
shot-noise limited SNR at different bit depths, while the dashed red line 
indicates SNR with quantization. The shot-noise limited SNR is bit-depth 

independent, hence little variation is seen from the plot. Experimentally, 
The SNR values of the 8-, 10-, and 12-bit depths were measured with a 
mirror sample placed 0.25 mm away from zero OPD. The measurement 
is repeated 5 times with the median values and standard deviation (std) 
calculated. The 6-bit depth values are converted by rescaling the 
measured 8-bit results. The median values corresponding to 6-, 8-, 10, 
and 12-bit modes are 64.74 dB, 66.81 dB, 67.18 dB, and 67.29 dB, 
respectively. The std values are 0.18, 0.19, 0.23, and 0.24, respectively. 
The discrepancy between the experimental and theoretical values could 
stem from the unmodelled electronic noise and RIN [16]. Notably, with 
the same camera exposure time and external light power, we observed a 
nearly 4 times well depth decrease when switching from 10- or 12-bit 
ADC modes to 8-bit. This is a known phenomenon confirmed by the 
camera manufacturer. The exposure time was set to accommodate the 
lower effective well depth at 8-bit mode. This is reflected in the nu
merical model assuming 25 % of well depth usage.

The result indicates the impact of bit-depth on the SNR values of a 
shot-noise-limited OCT system. The loss at 8 bits and 6 bits are ~0.7 dB 
and 5.0 dB, respectively. The experiment SNR values start to converge to 
the theoretical values as the bit rate decreases showing the system is bit- 
depth limited instead of shot-noise limited. Notably, by increasing the 
exposure time and fully utilizing the well depth, the measured SNR is 
72.8 dB, which is 4 dB higher than the 8-bit mode. Nevertheless, as the 
system was configured to operate at 25 % of the well depth, this SNR 
difference does not directly reflect the impact of quantization error.

Moreover, Fig. 6(a) shows the single-frame B-scan images of a scotch 
tape sample, acquired by both 8- and 12-bit modes of the camera in the 
developed LF-OCT system with integration time set to 100 µs. The ac
quired B-scan images consist of 624 A-scans, equivalent to 11.2 mm 
laterally. Fig. 6(b) shows the averaged plot of the central 10 A-scans of 
the two B-scan images after subtraction of background images. The 2D 
images demonstrate a visually indifferentiable SNR difference, while the 
1D results show a <1 dB difference in SNR values obtained from the two 
modes. The calculated Pearson correlation coefficient of these two sig
nals is 0.948, exhibiting a high degree of agreement.

3.3. Sensitivity

The sensitivity of the system was calculated by following the mea
surement procedures described in [43]. Since the reference arm is 
attenuated with an ND filter, the sensitivity of the OCT system can be 

Fig. 5. (a) The schematic for OCT sensitivity measurement setup. (b) The A-scan signal from a mirror sample. (c) The A-scan signal with no presence of a sample. (d) 
The measured SNR at different bit depths compared against the theoretical shot-noise-limited SNR and numerically modelled SNR with analogue-to- 
digital conversion.
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calculated following: 

Sensitivity(dB) = 10log
(

isignal
2

σnoise floor2

)

+ 10log
(
T2)

Where T denotes the transmission of the filter, T = 10− OD. The power of 
2 is due to the light double-passing through the filter. The sensitivity of 
the developed system is 88.8 ± 0.2 dB with the OD = 1.0 filter applied. 
The power of the probe beam is about 2.8 mW.

3.4. Data processing

We aim to quantitatively measure the layers of the samples by 
extracting them from the background using segmentation, which is an 
important technique in image analysis aiming to capture the edges of the 
objects. The segmentation method we propose is a modification of the 
method reported in [16,44]. The method encompasses three main steps 
in processing: (1) edge-preserving image smoothing with a non-local 
means filter; (2) gradient-based peak finding; (3) search region defini
tion and peaks finding.

3.4.1. Pre-processing
As the B-scan images of the developed LF-OCT system are captured in 

a single-shot fashion, the cross-correlation alignment and histogram 
equalization of signal intensity of adjacent A-scans as reported in [45] 
are not needed. Instead, these preprocessing steps are performed on 
neighboring B-scans of the data acquired by our developed system. Each 
B-scan image was denoised using an edge-preserving non-local means 
filter [46] and followed by an optional median filter with a 3 × 3 kernel 
to highlight the interfaces.

3.4.2. Gradient-based peak finding
As only the vertical interfaces were to be segmented, we employed 

the conventional directional gradient algorithm with a Sobel operator. 
The peaks of each A-scan signal correspond to the interfaces in the B- 
scan images. The gradient peaks can be found by applying a simple peak 
detector.

3.4.3. Search region
The search region is defined by setting a number of parameters: (1) 

the starting A-scan location with meaningful signal in the B-scan and 
searches towards both ends; (2) tolerance for isolated noise pixels or 
signal gaps. and replacing the outliers with the same axial location as the 
previous point; (3) peak number, prominence and distance, which are 
sample-specific.

4. Applications

We present three applications of the developed high-speed LF-OCT 
system to non-destructively evaluate polymer-based coatings used in 
electronics, pharmaceutics and plants.

4.1. Printed circuit boards (PCBs)

Conformal coating is a transparent layer that protects PCBs from 
harsh environments [47]. The thickness and integrity of the coating are 
of high importance in its effectiveness. The conventional inspection 
method is the metallographic section, which requires cutting the PCB 
and examining the cross-sectional view under a microscope [48]. The 
possibility of examining the coating thickness non-destructively with 
OCT has been reported in [16,30,49,50]. We present the visualization 
and measurement of the coating and the surface-mounted components 
of a PCB sample with the highest speed and lowest cost with the 
developed OCT system. The sample imaged an off-the-shelf PCB pro
vided by Sci-jet (Model: SJ-IO-RB24 Monitor). Fig. 7(a) shows the 
photograph of the imaged area of 10 × 10 mm2, consisting of four re
sistors, the base, and copper traces.

The same area is scanned and visualized in Fig. 7(b), resulting in a 
total volume size of 10 × 10 × 2.7 mm3. The total data points are 600 
(lateral) × 500 (scan) × 816 (axial, zero-paddded), equivalent to 500 B- 
scans. With the 690 Hz B-scan rate of our system, acquiring the entire 
data volume takes only <1 second with the developed system, leading to 
a volumetric scanning speed of 10 × 10 × 2.7 mm3/s. Fig. 7(c) illustrates 
the interpretation of B-scan images of the PCB sample. The orange line 
and green lines show the segmented results of the coating layer and base 
layer of the PCB. The A-scan profiles of the yellow dashed lines are 
shown in the figure underneath, clearly showing the signal peaks of 
coating, the base, and auto-correlation artefacts. The measured thick
ness from B-scans is 106.3 ± 16.0 µm and is consistent with the results in 
[16].

The en-face images at four axial locations of the sample are shown in 
Fig. 7(d). The first air-coating interface is located at the Depth = 0.3 mm 
location; the surfaces of the resistors are located at the Depth = 0.35 
mm; the second air-coating interface is the PCB base coating, which is 
situated at Depth = 0.63 mm; the surface of the PCB base and copper 
traces are located at Depth = 0.8 mm.

4.2. Pharmaceutical tablet film coating

The process of coating tablets with one or more layers of polymer is 
ubiquitous in pharmaceutical manufacturing to enhance visual 

Fig. 6. (a) The B-scans of a scotch tape measured using 8- and 12-bit depth. (b) the 10 averaged A-scans at the center of the B-scans and its zoom-in view 
for comparison.
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attractiveness, taste masking, and more importantly, for engineering 
drug release profiles. Amongst many techniques such as terahertz pulsed 
imaging, near-infrared, and Raman spectroscopy, OCT is an emerging 
non-destructive modality that can resolve coating layers as thin as 20 µm 
for both off-line and in-line operations [28,51–54]. To enable greater 
OCT adoption, here we apply our developed system on a pharmaceutical 
tablet coated using a bespoke laboratory coating unit developed in [53]. 
In particular, Fig. 8(a) shows the front and back of the tablet where a 
total area of 8 × 8 mm2 was scanned on both surfaces. The corre
sponding 3D visualization of the front surface is shown in Fig. 8(b). 
B-scans of the red dashed lines in Fig. 8(a) are shown in (c) and (d), 
where air-coating and coating-core interfaces are segmented and high
lighted by the red and yellow solid lines. Note that the B-scan images 
presented here are smoothed and filtered following the aforementioned 
data processing steps. Using the previously reported refractive index n =
1.61 [53], the thickness profile is presented in Fig. 8(e) while the dis
tribution histogram is shown in f). The average thickness is 235.3 ± 9.3 
µm and is in close agreement with [53]. Without a loss of accuracy, this 
thickness value is also consistent with the value produced when the 
camera operated in 12-bit mode.

4.3. Pea seed

Monitoring the inner structure of pea seeds during different germi
nation stages enables the assessment of their maturity, developmental 
status, and nutrient reserves, thereby determining the quality and 
growth potential [55]. Previously, SP-OCT systems have been used to 
characterize the internal structure of seeds [27,29,56,57]. We present, 
to the best of our knowledge, the first measurement of pea seeds with the 
LF-OCT system using our configuration. The developed system con
tributes to further reducing detection costs and expanding application 
scenarios.

To corroborate the OCT images of the seeds, complementary 
microscopic images were captured from sections of the seeds. Initially, 
the cross-sectional images of the seed samples were acquired using OCT, 
followed by sectioning the measured seed samples for microscopic ex
amination, as shown in Fig. 9(a). For experimentation, three different 
perspectives of pea seed (Carouby de Maussanne) were selected to 
ascertain the optimal locations for observing, as shown in Fig. 9(c). 
Initially, OCT cross-section images were captured at specific regions (2.7 
mm in depth and 3 mm in lateral) including the plumule, hilum, and 

Fig. 7. Measurement of Printed Circuit Board sample using the low-cost LF-OCT system. (a) The photograph of the sample. (b) The volume visualization of the 3D 
OCT measurement. (c) the B-scan image of the sample, with the coating and base layers indicated by the orange and green solid lines. The corresponding A-scan 
signals of the yellow dashed lines are shown below. (d) the en-face OCT images of the four featured locations of the sample.
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seed coat. Subsequently, the samples were sectioned at the exact loca
tions imaged by OCT: the first sample at the plumule, the second at the 
hilum, and the third at the seed coat. Fig. 9(d) shows the reconstructed 
3D OCT data visualisation of pea seeds at the size of 8 × 8 × 2.7 mm3, 
captured in about 0.7 s.

The results demonstrate that the developed LF-OCT system is capable 
of accurately imaging and quantitatively measuring the surface and 
inner structure of PCBs, tablets, and seeds. The acquisition speed is 
about 17 times faster than the 40k A-scans/s SP-OCT counterpart. The 
system has the potential to be expanded in industrial NDE for post- 

inspection and in-line monitoring for quality assurance.

5. Discussion and conclusions

In conclusion, we report the development and evaluation of a low- 
cost, high-speed LF-OCT system suitable for several industrial applica
tions. The system can be constructed with off-the-shelf components for a 
total of $3.2k that reaches a speed of 690 B-scans/s or 430k A-scans/s. 
The cost is significantly lower than, to the best of our knowledge, any 
reported OCT systems using scientific-grade cameras [9,16].

Fig. 8. Measurements of a coated tablet sample using the low-cost LF-OCT system. (a) shows the photographs of the front and the back of the tablet. (b) The 
visualisation of the 3D OCT measurement of the front with the embossing. (c) and (d) are the pre-processed B-scan images corresponding to the vertical and hor
izontal red dashed lines in (a). The red and yellow solid lines indicate the segmented layers of the sample. (e) The thickness map of the sample in 3D axis. (f) The 
coating thickness distribution of the tablet.

Fig. 9. Measurement of a Carouby de Maussanne seed sample using the low-cost LF-OCT system. (a) the comparison of OCT B-scan images between the sectioned 
microscopic images at the same locations of the pea seed. T: Testa; P: Pouch; containing; L: cotyledon; H: Hilum; E: Endocarp. (b) The exterior structure illustration of 
the seed. (c) The visualization of the 3D OCT measurement.
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The practical performance of the system is evaluated and compared 
against the theoretical expectations. The design presents several trade- 
offs that can be refined. First, the slit aperture for crosstalk reduction 
is not included for system simplicity and compactness. Second, correc
tive optical components, such as the ones mentioned in [10,24], are not 
used for the same reason. The performance improvement and system 
complexity trade-off are subject to further investigation. Third, 
computational methods including deconvolution [58], Interferometric 
synthetic aperture microscopy [59], and digital refocusing [60] can be 
employed post-processing for lateral resolution optimization. Lastly, the 
off-axis performance of line illumination can be improved by using a 
Powell Lens. However, the alignment of the Powell lens [61] necessi
tates the need for high-precision mechanics that increase system cost 
and complexity. The overall dimension of our LF-OCT device is 20 × 15 
× 20 cm3 and connectable via a single USB 3.1 cable. The compact form 
factor overcomes the restrictions of implementing free space OCT sys
tems and can be particularly advantageous for in-line quality inspection 
on production lines.

We highlighted three practical scenarios of the developed system in 
electronics, pharmaceuticals, and agricultural industries. The visuali
zation and segmentation methods we proposed can accurately represent 
and measure the sub-surface structures of the samples. The 8-bit depth 
and reduced lateral resolution present challenges in-vivo imaging of 
biological samples. The in-vivo imaging capabilities of the system will 
be investigated with permission from our University Ethics Committee 
in the future.
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