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The material of vanadium dioxide (VO2) possesses a metal-insulator transition at approximately 

68 ℃, and drastic changes in its optical and electrical properties accompany this phase 

transition. In recent years, benefiting from rapid advances in nanofabrication and 

characterisation technologies, VO2-based nanophotonic devices have attracted a lot of research 

attention. In terms of phase and power modulation of near-infrared lights, VO2-enabled devices 

present a wide range of applications such as optical imaging sensors for portable platforms and 

energy-control solar units. Currently there are two main challenges in applications of phase-

change materials: the precise prediction of changes in their physical characteristics to improve 

the reliability of device designs, and how to apply the characteristic data extracted from both 

experiments and analytical methods to versatile designs. This thesis reports my research on 

these two specific challenges about the optical modulation based on VO2 phase transition 

through introducing two pieces of separate but highly correlated work. 

In my first work, I propose vertical growth models for analysing the VO2 phase transition, 

which assumes that during the thermally driven phase transition of VO2, the transformation of 

components in the mixture from the insulating phase to the metallic phase exhibits directional 

preference. The vertical growth models are established analytically, which assumes different 

regulations in changes of physical parameters from effective medium models by introducing 

more interfaces in the nanostructure. By comparing the temperature-dependent reflection 

change derived from theoretical models, the vertical growth model shows better matching to 

the experimental benchmark than commonly used effective medium models. It provides a 

potential tool to predict the behaviour of switchable devices enabled by phase transition 

materials. 
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In my second work, I design a tunable metalens that works at 1550 nm. By utilising the 

temperature dependence of VO2, the binary focus tuning is implemented on the metalens in 

numerical simulation. It has also been found to possess continuously tuneable characteristics. 

In addition to providing a metalens design, I propose an algorithm for rapidly selecting elements 

and determining the metalens structure based on lens parameters, and on the basis, generalize 

a workflow of tunable metalens design. 
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1. Introduction 

The formation of the idea of my entire PhD work is strongly related to the concept of 

metamaterials that I encountered during my master’s project and the initial understanding of its 

research field. Since the beginning of 21st century, the field of metamaterials has been gaining 

more attention as they can present functions or physical properties that conventional devices 

are unable to implement through artificially designed composite structures [1]. One of the core 

features of metamaterials is the specific subwavelength structure, such as the gratings 

composed of nanowires or nanopillars, ring resonators, two-dimensional photonic crystals [2], 

and silicon waveguides. A variety of subwavelength structures are designed to produce 

frequency-dependent response to electromagnetic waves, thereby achieving myriad unique 

features including perfect absorption, focusing and de-focusing, negative refractive index, and 

localized surface plasmon resonance. As a result, metamaterials also provide the functional 

basis for various applications that have developed rapidly in the last decade, such as the 

metalenses, nanoarrays of lidar, solar reflectors, subwavelength optical antennas, 

optomechanical cavities, and strain sensors. Among the various fields where metamaterials are 

motivating the development of applications, optical modulation has received great attention due 

to its huge market value and breadth of application scenarios. At present, the main challenges 

in the application of metamaterials in optical device design are in two aspects. The first and 

most critical challenge is to improve the tunability of devices by using materials with adjustable 

properties, which determines the flexibility of optical modulation. The second challenge is 

brought by the increase in design complexity of devices. For example, some of the metalenses 

proposed recently integrate multiple features such as focus tuning, variable aperture, and 

reconfigurable array. Compared with the early forms of metalenses, how to bring out the design 

efficiently and accurately has contributed to more discussion. My entire PhD work is revolved 

around these two main challenges, and I have been committed to proposing a possible solution 

from my own perspective. Next, I will explain how the backgrounds introduced above motivate 

me to engage in my research on the materials and device design. 

Many functional materials consist of multiple different constituent materials or phases, and 

effective medium models (EMMs) have evolved into a classical tool for analysing their 

electromagnetic properties [3, 4]. An exquisite textbook example of such materials is vanadium 

dioxide (VO2) [5, 6]. It has attracted a lot of research interest, not only for its intriguing strongly 

correlated electronic behaviours [7, 8] but also for its broad range of potential applications, 

which include temperature regulation [9], photodetection [10], photo-thermal actuation [11] 

and neuromorphic computing [12]. VO2 possesses a solid-state, first-order phase transition at 

approximately 68 °C, with the exact temperature affected by factors such as the method and the 
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conditions of fabrication. At temperatures sufficiently below (e.g., 25 °C) or above (e.g., 100 °C) 

the phase transition temperature, VO2 has a pure monoclinic insulating phase or a pure rutile 

metallic phase, respectively. At intermediate temperatures, the two phases co-exist and their 

volume fractions are temperature-dependent [13]. Because of the large electromagnetic 

property contrast between these two phases, these intermediate VO2 states show intriguing 

temperature dependencies in their electromagnetic properties, which are usually both non-linear 

and hysteretic [14]. Among multiple EMMs available for analysing these intermediate states 

[15-19], the Bruggeman model [20-23] is frequently used, while the Looyenga model (also 

referred to as the Landau-Lifshitz-Looyenga model [24]) benefits from a straightforward 

formula [25]. 

The Bruggeman model and the Looyenga model were first proposed more than half a centenary 

ago (in 1935 and 1965, respectively, to be more specific) when the current nanotechnology 

advancements could not be foreseen. Specific to VO2, many of its emerging functionalities (e.g., 

electromagnetic wavefront shaping [5] and neuromorphic computing [12]) require the VO2 to 

have at least one dimension at the nanoscale. This raises the doubt of whether the classical 

EMMs remain valid for these nano-devices. 

This problem can trace its origin to a fundamental assumption taken by all the EMMs: they all 

assume that the constituent materials/phases are well mixed in space, making the whole mixture 

react to electromagnetic waves like a homogenous medium (hence the name of effective 

medium) [3, 4]. This assumption can easily become invalid in a VO2 film that has a thickness 

at the nanoscale. As a general rule in thermodynamics, heterogeneous nucleation, which occurs 

at interfaces or sites of defects, is favoured over homogeneous nucleation, which occurs away 

from interfaces, due to its lower energy barrier. For thin films that have a large surface area to 

volume ratio, this preference for heterogeneous nucleation becomes dominant. This behaviour 

is indeed observed recently on epitaxial VO2 films by using TEM (transmission electron 

microscopy), which clearly excludes the existence of a uniformly mixed, effectively 

homogenous medium at any moment during the phase transition [26]. This experimental 

observation directly contradicts the fundamental assumption of EMMs. I consequently raise 

this question: is there any alternative to EMMs for VO2 nanophotonics research? My PhD work 

is aiming to answer this question. 

Next is the second challenge, which is how to apply tunable materials with complex regulations 

in the changes in their physical properties to design innovative optical devices. Here I still put 

my focus on VO2, which processes the feature of low-temperature phase transition. This feature 

makes it advantageous in possible development of industrial applications, as it will significantly 
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reduce the cost of peripherals used to achieve its tunability. The phase transition of VO2 has 

several fundamental characteristics: (i) The insulator-metal phase transition occurs at a 

relatively low temperature (depending on the fabrication conditions, usually around 68 ℃), and 

has obvious thermal hysteresis characteristics [13, 27]. (ii) The phase transition is reversible, 

and the speed is very fast, reaching the femtosecond level [28]. (iii) When the phase of VO2 

changes, its refractive index and permittivity change continuously. Some studies have proven 

that other optical or electrical properties of VO2 also exhibit changes during the phase transition, 

which will not be discussed in this chapter. 

Based on the phase transition characteristics of VO2, VO2 is widely used in the design of various 

light modulation devices in the nanophotonic field [29]. Among them, dynamic colour filters 

[30, 31], light modulation of waves from visible to near-infrared bands [32, 33], intensity 

modulation of multi-wavelength light using the contrast of refractive index in its two phases 

(pure insulating and metallic phases) [34, 35], and switching functions based on full reflection 

or absorption characteristics [36-38] have received widespread attention. My PhD work which 

will be detailed in this thesis emphasizes the phase modulation function, the most typical 

application case of which is metalens. 

Metalens is a category of optical devices made of artificial nanostructures rather than traditional 

curved glass or plastic lenses [39, 40] that will be introduced in detail in further chapters. These 

subwavelength nanostructures are designed to control the phase, amplitude, and polarisation of 

light of specific wavelengths, allowing for the manipulation of light in ways that are 

traditionally achieved with conventional lenses, which is the theoretical basis of metalens [41, 

42]. The concept of metalenses has gained significant attention in the field of optics and 

photonics due to their potential for overcoming some limitations of conventional lenses, such 

as size, weight, and the need for multiple elements. 

Among the optimisation directions of metalens, the focus tuning attracts my attention. The main 

methods known for designing tuneable metalens include these. (i) To use electro-optic materials, 

such as liquid crystals or electroactive polymers, to change the refractive index of specific 

regions of the metalens or directly apply an external electric field to modulate the material's 

properties, allowing for dynamic control over the focal length [43, 44]. (ii) To use materials 

with a high thermo-optic coefficient that changes refractive index in response to temperature 

variations, then incorporate a heating element, such as a microheater, to locally heat specific 

regions of the metalens, altering its optical characteristics [45]. (iii) To employ piezoelectric or 

shape-memory materials to induce controlled mechanical deformation in the metalens structure. 

With external forces or electrical signals applied, the shape of the lens is changed, thereby 
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adjusting its focal length [46, 47]. (iv) To integrate acoustic waves to modulate the refractive 

index of the metalens [48, 49]. 

Then one another question to answer by my thesis appears here: by leveraging the fundamental 

properties of metalenses and the insights gained from my previous work on VO2 phase 

transition, how to design a VO2-based tuneable metalens then its focal length can be switched 

by using the high contrast between the refractive indices of VO2 at its insulating and metallic 

phases? My PhD work aims to explore how VO2-based metalens will perform and whether 

there is an effective method to design this kind of metalenses (or other optical devices) with 

tunability.  
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2. Backgrounds and literature review 

2.1. Vanadium dioxide (VO2) and its applications 

2.1.1. Insulator-metal phase transition of VO2 

Vanadium (element symbol V) is a metal element of the VB group. Vanadium can form a variety 

of oxides and present various valences in them. Vanadium metal is a malleable, hard and non-

magnetic material which has a high melting point and very stable chemical properties [50]. But 

for vanadium oxides (such as vanadium dioxide, and vanadium pentoxide), the physical and 

chemical properties are significantly different. Vanadium oxides are commonly regarded as 

good phase transition materials. For example, the phase transition temperature of vanadium 

dioxide is about 68 ℃, and that of vanadium pentoxide is 257 ℃, the required conditions of 

which are not harsh [51]. Taking vanadium dioxide as an example, the abrupt changes in optical 

properties during the phase transition (such as the transmission and reflection of infrared lights) 

and the change in conductive properties promise excellent thin film sensors. Specific to the 

vanadium dioxide (VO2) that this work mainly involves, it presents a very significant two-state 

difference in electrical and optical properties. For example, at room temperature, VO2 is not 

qualified as a conductive material (density of states at insulating state approaches 0 above the 

valence band) [28]. However, when it enters the metallic state through external stimuli such as 

thermal excitation, both electrical and optical properties change to a large extent. The electrical 

resistance of VO2 experiences a sharp fall during the phase transition towards the metallic state 

from the magnitude of 105 to 102, while light absorption at a specific waveband may increase  

[52]. For example, the absorbance of lights at 1.1~1.3 THz measured on VO2-based films 

approaches 0 at room temperature but increases to 1 when heating it up to around 350 K, which 

exhibits the significant contrast between its frequency response features depending on 

temperature [52]. 

The phase transition of VO2 is described by the changes in its physical properties. With the 

maturity of fabrication technology and measurement methods [53, 54], the measurement of the 

physical properties of VO2 such as the thickness of a specific VO2 film sample and the 

transmission through it when illuminating the sample with lights of certain wavelengths become 

possible, which provides the basis for research on its phase transition. For example, by 

depositing VO2 on the insulator substrate and integrating it with complex optical devices, 

physical parameters including the transmission, reflection, and absorption of certain kinds of 

light (such as light in the visible and near-infrared region) can be measured. Mainly with the 

ellipsometry, significant coefficients such as dielectric constants and complex refractive indices 
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can be obtained. The original data directly measured on the ellipsometer is the change in 

polarization as light reflects or transmits from the materials to be measured, then the amplitude 
ratio of polarization Ψ and phase difference Δ are extracted [55]. To obtain complex refractive 

indices, which are the most important parameters for further analysis from optical perspectives, 

Lossy Lorentz oscillator model [56] and Drude model [57]are used to process the data (Lorentz 

model is used for insulating state and Drude model is used for metallic state). Below, I will 

introduce the phase transition in detail. 

The phase transition of VO2, also known as the insulator-metal transition (IMT), refers to the 

physical transition from an insulator or semiconductor to a metallic conductor. Physically the 

phase transition can be summarized as a structural change in VO2 crystals. The VO2 crystals 

transform from monoclinic phase (vanadium atoms dimerize along crystallographic c-axis and 

lead to a distorted lattice as shown in Fig. 1) to tetragonal rutile phase (vanadium dimers break, 

which makes the lattice symmetric), which also brings changes in its density from 4.571 g/cm3 

to 4.653 g/cm3 [58, 59]. Combining Fig. 1 with the concept of energy bands (refer to ranges of 

energy levels that electrons can occupy in a solid materials), many of the behavioural 

predications made in this thesis about VO2 phase transition have the basic physical foundations. 

The relative positions of energy bands shown in Fig. 1(c) illustrate the essential difference 

between metals, insulators, and semiconductors, which also provides the method to change the 

phase of a certain material [60]. For example, the microstructural differences in Si can be 

achieved by changing its production process. Amorphous Si and crystalline Si have significant 

differences in both optical and electrical properties. Crystalline silicon can be divided into 

different types based on the geometric structure of its lattice (e.g. monocrystalline Si and 

polycrystalline Si. It is also possible to dope atoms like phosphorus and boron to make n-type 

or p-type mono-S) [61, 62]. In contrast to most dielectric materials, the phase transition of VO2 

is easily excitable and reversible, which provides large flexibility in the design of tuneable 

devices. In this chapter and the whole thesis, the transition from the insulator phase to the metal 

phase, and its inverse process, are both referred to as phase transition to highlight its 

characteristics [27]. 

Fig. 1 shows the change in lattice and energy band during the VO2 phase transition with the aid 

of schematic diagrams [27]. Variations in external conditions, such as pressure and temperature, 

can significantly alter the lattice constant and structure, consequently shifting the positions of 

the energy bands. The positions of the energy bands directly determine how difficult the 

electrons move between different energy levels, which means the change in them shows up as 

huge differences in electrical properties. This internal reaction generates an energy overlap 

between the full band and empty band of the insulator or semiconductor, which eliminates the 
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forbidden band and transits to a conductor [63]. Conversely, when the overlapping energy bands 

are separated, a forbidden band appears, and the conductor becomes an insulator or 

semiconductor, which has different physical features [18, 27]. The main domain of changing 

windows can be determined by different fabrication processes and conditions of growth (e.g. 

the ratio of vanadium and oxygen in VxOy varies in the VO2 films produced at different pressure 

and temperature), which will be discussed in this thesis. It is particularly noteworthy that the 

variation in VO2 crystals occurs as a transition from a monoclinic distorted rutile structure to a 

tetragonal rutile structure, rather than undergoing a transition between amorphous and 

crystalline states. The lattice change shown in Fig. 1 can be excited by different methods. 

Among the various methods known to change the physical characteristics of VO2, temperature 

control is considered an effective method to control the VO2 phase transition [64, 65]. 

 

Fig. 1 Schematic diagram of insulator-metal transition of VO2. (a) and (b) 

illustrate the structural crystal change from monoclinic insulator to tetragonal metal 

in the three-dimensional view and the cross-sectional view respectively. (c) shows 

the change in energy band during the insulator-to-metal transition. The elimination 

of energy gap can be observed by comparing the positions of energy bands before 

and after the transition. The figures (a)~ (c) are copied from [27]. 
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2.1.2. VO2 photonics 

 

Fig. 2 Measurement of optical properties of VO2 thin films through phase 

transition. (a) shows the layered structure of VO2 films deposited on a single-side 

polished sapphire substrate. The thickness of film varies from 35.4 nm to 36.2 nm. 

Different optical parameters are measured and plotted in (b) refractive index n, (c) 

extinction coefficient k, (d) real part of permittivity ε1, (e) imaginary part of 

permittivity ε2. The figures (a)~ (e) are copied from [66]. 

The field of nanophotonics studies how light interacts with structures on the nanometre scale, 

where unique phenomena like plasmonic and subwavelength confinement arise [67]. It enables 

the manipulation of light in ways not applicable with larger-scale systems such as 

subwavelength modulation and metalens imaging. Applications include high-efficiency LEDs, 

advanced optical communications, nanoscale sensors, and enhanced solar energy harvesting are 

developed with the progress of nanophotonics [68]. Leveraging fabrication techniques that 

enable higher resolution of device designs and the modelling tools, nanophotonics is pivotal for 

innovations in optoelectronics, imaging, and energy technologies [69]. Many materials have 

been widely used in the design of nanophotonics such as Si (the most frequently used material 

due to its high refractive index and compatibility), GaN (used in LEDs and lasers for its efficient 

light emission properties), graphene (a typical 2D material enabling ultrafast and tunable optical 

devices) and other dielectric materials (TiO2, Si3N4, etc.). 
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VO2 has attracted attention in the field of nanophotonics, mainly due to the fact that the optical 

properties of its thin films are relatively easy to predict [70, 71]. By using different deposition 

processes, post-processing conditions (for VO2, it is annealing while crystallization is necessary 

for Si), combinations of substrate materials and doping with other materials, a variety of tunable 

structures have been designed to study the optical properties of VO2, thereby providing a 

theoretical basis for the subsequent development of more complex devices [54]. Spectroscopic 

ellipsometry is widely used to measure optical parameters such as refractive index and 

dielectric constants in the visible, near-infrared and mid-infrared bands [55, 72, 73]. On this 

basis, some structures with special frequency response characteristics were designed, including 

infrared absorbers and reconfigurable multi-wavelength blockers. In this section, I list a few 

representative nanophotonic devices to explain how VO2 and its phase transition properties are 

applied. 

The first focus of research on VO2 nanophotonics is the temperature-dependent change in 

refractive index. Fig. 2 shows a work that analyses a series of optical properties of VO2 thin 

films by using spectroscopic ellipsometry [66]. A simple VO2-based structure is proposed to 

measure the physical parameters. In this model, a thin VO2 film with a thickness between 35.4 

nm and 36.2 nm is deposited on a single-side polished sapphire substrate by ion beam sputtering. 

This VO2-Al2O3 double-layer structure exhibits significant temperature-sensitive changes in 

optical properties including the refractive index, extinction coefficient and complex permittivity. 

In Fig. 2(b) and (c), the blue curves represent the frequency response of refractive index n and 

k at room temperature while the red curves correspond to that of high temperature. Several 

intermediate states are measured to show how the refractive index changes during the heating 

process. The optical response over the wavelength from 193 nm to 1690 nm is measured, which 

includes the ultraviolet, visible and near-infrared bands. It can be seen that the VO2 phase 

transition contributes to a large contrast among the refractive index n and k at different 

temperatures in the visible to near-infrared band, while the temperature dependence is not as 

significant in the ultraviolet band [74, 75]. 

Combining with the results provided by [64, 70, 71, 76], which also lists research on the 

frequency response of VO2-based devices at different wavelength bands. An important 

observation can be drawn that during the last two decades, frequency of the light interacts with 

the device and work temperature are two most important variables in the design and 

characterisation of VO2 films. In judiciously designed nanodevices, VO2 can induce large 

sensitivity to both temperature and frequency changes [27]. Therefore, when discussing the 

physical properties of VO2, these two parameters can be used as variables to establish a 2D 

element library. 
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Besides the tunable refractive index, another essential feature of VO2 during its phase transition 

is the hysteresis phenomenon, which can be summarized as the trajectories of a certain physical 

indicator changing with temperature during heating and cooling process don’t overlap. Fig. 3 

below demonstrates a design that utilises the thermal hysteresis properties of VO2 phase 

transition to achieve specific phase control, thereby providing a functional basis for fabricating 

imprinted reconfigurable photonic devices [77]. Fig. 3(a) shows an embedded structure. With 

the support of continuous ion beam implantation technology, VO2 nanocrystals with an average 

diameter of about 90 nm are buried in a fused SiO2 substrate that is about 0.5 mm thick. The 

ratio of oxygen in the VOx (for pure VO2, the value of x is theoretical equal to 2. When x is not 

equal to 2, there might be impurities like V2O5 in the mixture) is finally determined by rapid 

annealing at 1000 ℃ for 10 minutes. After these process procedures, these VO2 nanocrystals 

can have the typical phase transition characteristics. The heating of this structure is 

implemented by optical illumination. A continuous-wave 532 nm pump laser is used to locally 

induce the phase transition, and the illumination time is precisely controlled by a mechanical 

shutter. A 1550 nm laser source is used to probe the phase and intensity during the phase 

transition, which provides the data to plot the hysteresis curves.  

From Fig. 3(b) and Fig. 3(c), VO2 nanocrystals exhibit a very wide hysteresis window (the 

temperature difference between the heating and cooling trajectories when the measured 

physical quantity reaches the same corresponding value) during the cooling process [78, 79]. It 

has a significantly large dielectric contrast between the metallic and the insulating state. In 

addition, the VO2 nanocrystals fabricated in this work show a certain extent of robustness, 
which supports the structure to work for highly repetitive (＞100) cycles through the phase 

transition without any structural damage. This work mentions another method for inducing VO2 

phase transition besides temperature, namely the pump irradiance, which uses the pump laser 

generate to illuminate the VO2 sample. A variety of methods are used for the excitation of the 

phase transition, but ultimately, they are used to effectively control the properties of VO2 to 

achieve different optical designs and applications. As a result, this thesis will focus on the form 

of temperature control. 
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Fig. 3 Thermal hysteresis of VO2 nanocrystals exhibited by transmission changes. 

(a) TEM image of ion beam synthesized VO2 nanocrystals buried in a fused glass 

matrix. The cross-section is shown with a scale bar of 50 nm. A continuous-wave 

(CW) 532 nm pump laser is used to excite the phase transition, and a 1550 nm laser 

probe is used to collect momentary data including the intensity and phase of 

transmitted light. (b) shows the transmission recorded during the heating and cooling 

process. (c) shows three hystersis graphs that are produced by capturing data 

measured at three different temperatures as shown in (b). The figures (a)~ (c) are 

copied from [77] 

In addition to temperature-sensitive optical properties and thermal hysteresis, another reason 

why VO2 has attracted attention in the field of nanophotonics is the large contrast in its 

frequency response characteristics exhibited in different phases. This feature is widely applied 

in amplitude modulation in the visible and infrared bands, and the most typical application is 

full absorbers/ zero reflectors. Fig. 4 shows a VO2-based absorber that can be tuned between 

low and perfect absorption of incident light at specific wavelengths [80]. As shown in Fig. 4(a), 

a VO2 layer of 180 nm is deposited on a c-plane sapphire substrate, which is a very common 

design as shown in Fig. 2. The thickness is determined according to the requirements of the 

lossy medium to form an asymmetric Fabry-Perot (FP) cavity (a device designed to produce 
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interference patterns by reflections between two parallel mirrors. The dimensions should be 

determined according to the wavelength of the light to control), aiming to completely confine 

the incident light within the medium [81]. To characterise the performance of this absorber, 

Fourier transform infrared (FTIR) spectrometer and mid-IR microscope are used to measure 

the absorption at normal incidence in a broad wavelength band from 2 μm to 15 μm. The phase 

transition of VO2 is enabled by the temperature control plane placed at the bottom of the 

sapphire substrate. At the same time, this plane also has the function of blocking transmission, 

so the absorption status can be judged directly by observing the reflectivity. Since FTIR has a 

wide wavelength measurement range, continuously changing broad-spectrum measurement 

results can be obtained by combining different light sources [82]. 

 

Fig. 4 Characterisation of a tuneable absorber based on VO2 phase transition. 

(a) Schematic diagram of the experiment setup to characterise the absorber. The 

absorber is a film device consisting of two layers. A VO2 film of 180 nm is coated on 

the sapphire substrate to implement the tuning of absorption. (b) Experimental 

reflectivity spectra at temperature from 297 K to 360 K. At 343 K, a reflectivity valley 

appears at close to the wavelength of 11.6 μm. (c) Data of reflectivity against 

temperature extracted at 11.6 μm from the full-wavelength spectra. (d) Calculated 

reflectivity spectra at temperature from 295 K to 360 K. Bare Sapphire film is also 

measured for comparison. The figures (a)~ (d) are copied from [80].  

Fig. 4(b) and Fig. 4(d) show the reflectivity spectra obtained by FTIR measurement and 
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calculation based on extracted physical parameters respectively. The FTIR works based on the 

fact that molecules vibrate at their characteristic frequencies under the infrared radiation. For a 

FTIR, a beam splitter is used to produce two light paths, and the reflected beams recombine to 

create an interference pattern, which is unique for a certain structure and a certain material. 

Then with post-processing assisted by physical models, different physical parameters are 

derived from the raw data. At each specific wavelength, there is a corresponding pair of 

hysteresis reflectivity graphs measured at the heating and cooling process as shown in Fig. 4(c). 

In the experimental group, a reflectivity of ~0.25% (corresponds to 99.75% absorption) is 

measured at 343 K when the wavelength of incident light is 11.6 μm. For the theoretical 

calculation group, the minimum reflectivity is ~0.07%, which is observed at 342 K, and the 

wavelength is 11.75 μm. The difference between the results of experimental measurement and 

analytical calculation is very small, which supports the conclusion that a tuneable perfect 

absorber based on VO2 is achieved in this work. 

Different from the work shown in Fig. 2 and Fig. 3, this work starts with theoretical calculations 

to find a specific double-layer structure that can achieve perfect absorption at certain 

wavelengths and supports the feasibility of this design through mutual verification of theoretical 

and experimental measurement. It provides a very versatile solution for the subsequent design 

of binary tunable VO2 devices. 

To summarize the very basic theoretical backgrounds about the VO2 photonics, its frequency-

response shows a strong dependence on the temperature (and the most important parameter to 

explore on is the tunable refractive index, which is the basis for the design of optical devices), 

and the change has obvious hysteresis features. Besides, it has the potential to design full-

absorptive devices, which means the energy contrast between different states is very large. 

2.2. Effective medium models (EMM) 

 

Fig. 5 The effective medium approximation for continuous multiple composites. 

The mixture of four different materials is approximated as a homogenous medium. 
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The shape and dimensions of the impurities are taken into account in some EMM.  

Effective medium theories (EMTs or EMT in short), also known as effective medium 

approximations (EMA), are originally proposed to describe the macroscopic characteristics of 

composite materials [83]. After being verified and developed in application scenarios, effective 

medium theories are widely used to predict and interpret the electromagnetic properties of 

composite materials that consist of two or more different constituent materials [84]. Although 

differ in detailed analytical approaches, these theories share a common and fundamental 

assumption: the two constituent materials are well mixed, making the whole mixture perform 

effectively as a homogenous, new kind of medium, which explains why it is named an effective 

medium [85, 86]. In an analytical sense, the definition of effective medium refers to the process 

of establishing a distribution model, assuming that a composite medium is in a doping state of 

a certain amount of inclusions randomly distributed in the intrinsic material [87]. One of the 

essential condition that a mixture can be regarded as the effective medium is, it doesn’t matter 

how inclusions are distributed in this mixture. The electromagnetic properties of this effective 

medium can be affected by factors including the intrinsic properties of the constituent materials, 

their volume ratio, and the microscopic structure. The idea of EMT is in fact very general. For 

example, Lorentz proposed that the very foundation of macroscopic Maxwell electrodynamics 

itself can be regarded as a kind of EMT description based on the average theory [85]. Partly 

due to their importance and wide range of use, many different EMTs have been developed over 

the past half a century. Some EMTs have become popular in specific niche fields of research 

[87-89]. Specific to my PhD project, which concentrates on the material of VO2, several EMTs 

are noticeable, which include the Maxwell-Garnett equation [90], the Bruggeman model [91], 

and Looyenga’s mixing rule [92]. 

At the beginning of EMT research, the Maxwell-Garnett formula was widely used. As a brief 

explanation, the theory treats inclusions as spheres or ellipsoids (this is actually in line with the 

description of the internal structure of atoms or molecules from a microscopic point of view) 

[4]. Subsequently, by focusing on polarizability, the theory derives an effective dielectric 

constant based on electrostatics analysis. The fundamental expression of Maxwell-Garnett used 

to predict the effective permittivity of a composite formed by two constituents can be written 

as: 

 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜀𝜀2
𝜀𝜀1(1 + 2𝑓𝑓) + 𝜀𝜀2(2− 2𝑓𝑓)
𝜀𝜀1(1− 𝑓𝑓) + 𝜀𝜀2(2 + 𝑓𝑓)

 (3) 

where f is the volume fraction (or filling factor) of the constituent 𝜀𝜀1. This theory nevertheless 

has a fundamental flaw. Following its analysis, particles (the inclusions) that distribute 
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randomly in the host material (the matrix) will always retain their role as the inclusions in the 

equation, even if the inclusions have increased significantly in their volume and have formed a 

matrix by themselves [3]. This problem of the Maxwell-Garnett formula was later addressed by 

Bruggeman, who discovered an approximation to treat the two composites symmetrically [85]. 

The starting point of Bruggeman’s theory is to simplify the material in the mixing state into a 

binary system, that is, in a homogeneous system composed of an effective medium, spherical 

inclusions with an independent dielectric constant different from the intrinsic medium are 

embedded, which is shown in Fig. 10 [3, 93]. Describing Bruggeman’s hypothesis from a 

general point of view, it mainly averages two or more components with different dielectric 

constants in the mixture according to a certain volume fraction-related law, so that the mixture 

can present the physical traits as a single material. 

The specific procedures to derive the Maxwell-Garnett equations are from [4]. This thesis will 

put emphasis on the developed form of Bruggeman’s model. To outline the guiding line of 

Bruggeman’s theory, the most essential contribution to the development of EMT is the 

hypothesis that average flux deviations passing through the inclusions in the whole system 

should be equal to zero. This assumption is proposed based on optimal circumstances where no 

single-particle polarizations exist in an effective medium to interrupt the calculations [94, 95]. 

To a certain extent, this assumption avoids scenarios where the Maxwell-Garnett equation is 

not applicable. Though Bruggeman’s model has developed a series of different forms of 

functions, this work uses the most widely known form that describes the effective medium, 

which can be expressed as: 

 𝑓𝑓1 �
𝜀𝜀1 − 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒
𝜀𝜀1 + 2𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒

� + 𝑓𝑓2 �
𝜀𝜀2 − 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒
𝜀𝜀2 + 2𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒

� = 0 (4) 

Where f1 and f2 are the volume ratio of the two components in the composite material like the 

volume fraction factor f in the Maxwell-Garnett equation, ε1 and ε2 represent the dielectric 

constants of the two components respectively. In addition, what makes Bruggeman’s model 

distinct from classic theories such as the Maxwell-Garnett formula is, that Eq. (5) gives rise to 

a critical threshold, which can be generalized to include a larger number of components without 

theoretical difficulty: 

 
�𝑓𝑓𝑖𝑖 �

𝜀𝜀i − 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒
𝜀𝜀𝑖𝑖 + 2𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒

�
𝑖𝑖

= 0 
(5) 

In addition, there are also other forms of Bruggeman’s model, some of which define more than 
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one free variable besides the volume fraction parameter f. Difference between these BMM is 

mainly proposed based on different microscopic assumption of particles. So the factors 

introduced are mostly relative to the geometric parameters. For example, when the inclusion 

particles are modelled as ellipsoids, the depolarization factor along the long side of the 

ellipsoids q can be taken into consideration, and a different form of Bruggeman’s model can be 

expressed as: 

 𝑓𝑓1 �
𝜀𝜀1 − 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒

𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑞𝑞(𝜀𝜀1 − 2𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒)�
+ 𝑓𝑓2 �

𝜀𝜀2 − 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒
𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑞𝑞(𝜀𝜀2 − 2𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒)�

= 0 (6) 

As will be seen in results of reflectance extracted from theoretical models in section 4.1.3, in 

addition to the Bruggeman model, the Looyenga model is the other EMT that is used to compare 

with the VGM that I propose. The mixing formula was proposed by H. Looyenga in 1965, 

originally only for calculating the dielectric constants of heterogeneous mixtures [92]. Several 

different forms of the original formula have subsequently been developed. In the context of 

VO2, where the effective medium is a mixture of the insulating and the metallic phases, a 

general form of Looyenga’s mixing formula can be expressed as [96]: 

 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆 = (1 − 𝑓𝑓) ∙ 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖𝑆𝑆 + 𝑓𝑓 ∙ 𝜀𝜀𝑚𝑚𝑚𝑚𝑚𝑚
𝑆𝑆  (7) 

where εins, εmet and εeff respectively represent the permittivity of the insulating phase, metallic 

phase and the effective medium. S is a geometric parameter. For a block material, S takes the 

value of 1, while it takes the value of 1/3 for thin films [97]. The original version proposed by 

Looyenga [92] uses 1/3 for S parameter, which is the main basis that I use the same value in my 

work. Considering the consistency between different kinds of EMM as the compared target (the 

introduction of q factor makes it different in algebraic degrees of freedom for Looyenga’s model 

and Bruggeman’s model, which contributes to calculation errors), the Bruggeman’s model used 

for analytical calculation in the methodology and results chapter only refers to the version that 

Eq. (4) describes [85]. 

This change in value is associated with the fact that the inclusion may not be completely 

surrounded by the host matrix in thin films. To verify the universality of this model in the study 

of VO2, I select a definition function of f(T) for numerical analysis to explain how temperature 

is relative to the filling factor (share of the impurities), which can be expressed as [96, 98]: 

 
𝑓𝑓(𝑇𝑇) =

1

1 + exp [𝑊𝑊𝑘𝑘𝐵𝐵
(1
𝑇𝑇 −

1
𝑇𝑇ℎ𝑎𝑎𝑎𝑎𝑎𝑎

)]
 

(8) 
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where W is a coefficient that describes the width of the temperature domain of the phase 

transition and Thalf is the temperature at which half of the volume of the VO2 film is in the 

metallic phase. The equation is modified from Eq. (5). Due to the existence of thermal 
hysteresis in VO2, the value of 𝑇𝑇ℎ𝑎𝑎𝑎𝑎𝑎𝑎 is different for the heating and cooling process [99]. In 

order to verify the reliability of this formula in analytical calculations involving EMM, I cited 

the VO2 films and the correlative parameters in a literature for reproduction [96]. In this work, 

1550 nm light source is used due to its versatility in near-infrared communications. The 

parameters required are measured from a sample of VO2 thin films of 70±9 nm grown on the 

native oxide dielectric on a Si substrate, which is an example only used in this section [96]. The 

synthesis method is magnetron sputtering. Magnetron sputtering is a specific type of PVD that 

is widely used for coating and deposition of thin films. Materials are ejected from a target 

(cathode) by bombarding it with high-energy ions, typically from a plasma generated in a 

vacuum chamber. A magnetic field near the target confines the plasma, increasing ion density 

and sputtering efficiency. The ejected atoms travel through the vacuum and condense on a 

substrate, forming a uniform thin film. This method allows precise control over film 

composition, thickness, and morphology, making it ideal for applications in semiconductor 

devices [100, 101]. The necessary parameters for calculations and verifications according to 

Eq. (8) are listed in the table below. Parameters of other films constructed by different 

fabrication methods are also listed. Film 1 to 3 are all deposited by magnetron sputtering with 

different thicknesses and substrate materials, while film 4 is obtained by sol-gel method. 

Table. 1 List of parameters of different films (n and k values are for wavelength of 1550 

nm) [96] 

 Film1 Film2 Film3 Film4 

W (heating) (eV) 3.37 3.57 4.85 9.60 

W (cooling) (eV) 2.75 3.79 4.15 7.14 

Thalf (heating) (K) 351.5 351.1 348.1 345.1 

Thalf (cooling) (K) 340.1 339.0 345.2 338.7 

n (insulating) 2.88 3.01 3.23 2.98 

k (insulating) 0.36 0.61 0.51 0.20 

n (metallic) 1.58 1.35 1.34 1.84 

k (metallic) 2.63 2.66 2.67 2.85 
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Fig. 6 Extraction of temperature-dependent parameters based on literatures. (a) 

Temperature-dependent volume fraction function 𝑓𝑓(𝑇𝑇) from 273 K to 373 K. (b) and 

(c) Real and imaginary part of permittivity of VO2 from 273 K to 373 K. Hysteresis 

characteristics can be observed in all three graphs.  

From Eq. (7) and Eq. (8) and the parameters in the table, the model of volume fraction f(T) 

against temperature (298 K ~ 373 K, which is 25 °C ~ 100 °C) and the model of permittivity of 

1550 nm light source against temperature (273 K ~ 373 K, which is 0°C ~ 100°C) are built to 

do further analysis. Note that the heating and cooling processes are separately considered to 

observe the influence of hysteresis. The graphs output is shown in Fig. 6. The temperature-

dependent change in the filling factor f(T) shows high consistence to the change in permittivity, 

which includes the starting point, ending point and the width of temperature window of phase 

transition. The curves of 𝑓𝑓(𝑇𝑇) and permittivity during the heating and cooling process show 

very typical hysteresis characteristics and ideal trend for polymerization at both ends of the 

transition [98, 102].  

The most important output of reproducing results of the work from [96] is to build the numerical 

relationship between the filling factor f and temperature T. The volume fraction or filling factor 

f is a parameter that is challenging to directly measure under current technical conditions [103]. 

However, it is easy to set f as the main variable when theoretical models are used to predict the 

change in physical properties like refractive index during the phase transition. Temperature, on 

the other hand, is a parameter that is relatively easy to monitor in the experiment. However, 
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introducing a thermal parameter into an optical model will greatly increase the complexity of 

the numerical simulation or analytical calculations. As a result, it is necessary to establish a 

correlation between temperature and filling factor so that the values of f and T can accurately 

correspond to each other at the formula level. This explains why Eq. (8) is particularly important 

when analysing effective medium theories and other theoretical models. 

2.3. Overview of fundamental optical systems 

2.3.1. The focusing and zooming implemented by geometric optics 

In this section, I briefly introduce some representative designs in the field of geometric optics 

to explain how focusing and zooming are implemented in conventional optical systems. 

Geometric optics [104, 105] is a branch of optics that simplifies the behaviour of light to rays, 

which makes it easier to explain the implementation of focus and zoom. 

Before the 20th century, the concept of focusing was limited to the basic theory centred on the 

linear propagation of light. The core components used in geometric optics are converging and 

diverging lenses [105]. Converging lenses (convex) bring parallel rays towards each other, 

converging at the focal point. Diverging lenses (concave) cause parallel rays to appear divergent 

as if they originated from the virtual focal point. In a converging lens, parallel rays of light 

converge at a specific point called the focal point. The distance from the lens to the focal point 

is the focal length. In a diverging lens, the extension of backward-traced rays appears to 

converge at a virtual focal point. By summarizing the experience of using these lenses, the thin 

lens equation [106, 107] was proposed to describe the focusing phenomenon and relate the 

object distance u, image distance v, and focal length fl, which can be expressed as: 

 1
𝑓𝑓𝑓𝑓

=
1
𝑢𝑢

+
1
𝑣𝑣

 (9) 

Besides focusing, another essential function of lenses is zooming. Zooming in an optical system 

involves changing the effective focal length. Zoom lenses achieve this by having multiple lens 

elements that can be repositioned to alter the overall focal length. By adjusting the lens elements, 

the optical system can provide variable magnification without physically changing lenses [108, 

109]. In the design of traditional optical systems, the size of the whole system is usually not a 

primary concern, so zooming is commonly realised by the movement of mechanical 

components. The same happens in the field of microscopy [110], where zooming can be 

achieved by changing the distance between multiple lenses. To reduce the number of free 

variables, many classic lens designs mainly use spherical lenses, with only a small number of 
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aspherical lenses for the correction of aberrations to improve the resolution [111]. It's important 

to note that while geometric optics provides a simplified model for understanding focusing and 

zooming, actual optical systems may involve additional considerations such as aberrations, 

diffraction, and the wave nature of light. 

 

Fig. 7 Several examples of single-piece lenses. (a-c) Schematics revealing the 

optical paths of several lenses. (d) A photo of several lens examples. The figures (a)~ 

(d) are copied from [112].  

By analysing the propagation characteristics of light waves, many types of optical devices have 

been designed. They appear in various forms, such as glass lenses, metallic mirrors and glass 

prisms [112]. Complicated optical and optoelectronic devices such as optical fibre systems, 

phase-controlled array radar, digital single-lens reflex cameras (DSLR), microscopes, 

telescopes and adaptive-optics systems with feedback are all developed based on these 

fundamental optical elements [113, 114]. These products can be considered an extension of the 

basic principles of geometric optics and also represent the development and exploration of 

focusing and zooming properties from the perspective of traditional optical systems. 
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Fig. 8 A selection of famous camera lenses design. (a) Wild Aviogon, axisymmetric 

refractive system appears in 1950s. (b) Zeiss Orthometer, axisymmetric refractive 

system appears in 1960s. (c, d) Tessar and Double Gauss (Biotar) implement high 

image quality with less lens pieces, which are still commonly used nowadays. (e) 

Cooke (Taylor) triplet is an excellent objective design first appeared in 1893, which 

can effectively eliminate distortions and aberrations at the corner of lens. (f, g) 

Petzval and Magnar are two early design prototypes released in 19th century. The 

figures (a)~ (g) are copied from [112].  

By analysing these systems in detail, it can be found that most of them involve wavefront 

control in two or three dimensions [115]. That is monitoring and reshaping the wavefront in a 

plane or space. Starting from Snell’s law [116], for a lens that is an aspherical optic made of 

one single medium, the shape of the lens directly determines the direction of the optical path 

inside this medium, thereby affecting the wavefront distribution of the transmitted light. A 

multiple-piece optical system also needs to consider the optical path among multiple lenses 

[117, 118]. Fig. 7 gives some examples of aspherical single-piece lenses [112]. Because most 

of the traditional lenses adopt silica that has good transmission characteristics as the building 

material, the energy dissipation and attenuation of visible lights passing through the singe-piece 

lens is negligible. 
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A composite optical system can be viewed as an assembly of many of these thin lenses, where 

individual lenses follow Eq. (9) independently. The designed output can be obtained by 

applying this equation multiple times to describe the whole system. A typical example of this 

lens design approach is digital single-lens reflex cameras (DSLR) lenses and mirrorless camera 

lenses. In these complicated mechanical devices, spherical lenses, aspherical lenses and other 

special lenses (e.g., extra-low dispersion (ED) glass lenses) are arranged by certain patterns. 

Fig. 8 shows some examples of composite lens designs. Positions of some of the lenses are 

fixed such as the front and rear lenses, while some others are movable and can be driven either 

by manual operation or by motors with a very fine stroke [112]. In recent years, there have been 

two main directions for the design of conventional optics. (a) Optimising the propagation path 

of plane waves with the help of technological progress in manufacturing, thereby minimizing 

the aberration caused by lenses. This approach targets diffraction-limited resolution [119, 120]. 

(b) Sacrificing the size of the image field and image quality for obtaining a small device form 

factor [121, 122]. This second direction is suitable for compact camera lenses where the lens 

diameters have been reduced to the millimetre level. 

2.3.2. From refractive optics to diffractive optics 

Except for some simple designs such as single-piece reflectors, which are based on the 

reflection principle, the vast majority of conventional optical devices should be classified as 

refractive optics (especially complex imaging systems, which involves tens or hundreds of 

pieces of lenses to implement the refraction). Refractive optics primarily relies on the 

phenomenon of refraction, where light changes direction as it passes through different media. 

This is typically achieved using lenses made of transparent materials like glass or high-

transmission plastic. By combining converging and diverging lenses, the path of light can be 

manipulated. Among the methods to control the light path, The bending of light is governed by 

Snell's Law [116], which relates the angles of incidence and refraction to the refractive indices 

of the media. The basic formula can be expressed as: 

 𝑛𝑛1𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃1 = 𝑛𝑛2𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃2 (10) 

where 𝑛𝑛1 and 𝑛𝑛2 represent the incident index and refractive index respectively, and 𝜃𝜃1 and 

𝜃𝜃2 correspond to the incident angle and refracted angle. Through this basic formula, many 

complex optical systems can be decomposed into refraction problems occurring on many 

refractive interfaces, and complex analytical operations can be performed on these systems 

through iterative calculations. 
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Fig. 9 Schematic comparison between refractive optics and diffractive optics. (a) 

Under ideal circumstances (the light source is strictly monochromatic light), the lights 

passing through the lens converge to the focal point due to bending. (b) For diffractive 

lenses, light passing through the gratings or other 2D structures contribute to the 

diffraction waves. The diffractive pattern is formed by superposition and attenuation 

of these waves. The focus can be judged by analysing the intensity distribution.  

In the development of refractive optics, the Fresnel lens is a representative single-piece lens 

design [123]. Instead of having a solid, thick lens, a Fresnel lens is composed of a series of 

concentric rings or grooves on a flat surface. These rings or grooves effectively divide the lens 

into multiple thin, stepped sections. The design is based on the principle that light waves can 

be redirected without the need for a solid lens. Each concentric ring or groove on the lens 

surface acts as a tiny prism, bending and focusing the incoming light, which is equivalent to 

wrapping the light distribution on a single lens with a huge curvature. The main advantage of 

the Fresnel lens compared to traditional lenses is obvious. To implement a similar focal length, 

the Fresnel lens significantly reduces the thickness and weight. At the same time, the Fresnel 

lens provides an example of the application of phase gradient that is widely used in modern 

lens design [124]. 

Based on the fundamental Fresnel lens, as the device size decreases and the lens order (the 

number of steps inside each groove) increases, the imaging quality of the refractive lens has 

significantly declined due to the influence of diffraction. On the other hand, as the wave 

characteristics of light have been explored for decades, diffraction characteristics are no longer 

simply considered a flaw, but also a feature to utilize in the design of lenses [125]. Unlike 

refractive optics, which rely on the bending of light through transparent materials, diffractive 

optics use the interference patterns that are observed when light passes through a structured 
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surface to achieve imaging [126, 127]. For imaging, an image can be regarded as an array of 

information expressed by different transmission intensity and phase values. When the 

information is input and goes through the optical system and then received at the output terminal, 

the imaging function is implemented by coding/decoding or other messaging process. Fig. 9 

illustrates the main functional difference between diffractive and refractive lenses [128]. In 

refractive optics, a light source can still be described by innumerable straight-line light paths, 

and they will maintain their straight-line propagation characteristics when passing through the 

lens or optical system (but the propagation direction and intensity will change). In diffractive 

optics, the lights transmitting the lens will be regarded as point light sources, which exhibit 

obvious characteristics of waves. In practical use, due to the coupling of light sources of 

multiple wavelengths and the influence of external factors such as media, chromatic aberration 

cannot be completely avoided. Therefore, neither refractive optics nor diffractive optics can 

produce true point focusing. 

 

Fig. 10 Two application examples of diffractive optics. (a) Concatenated milli scale 

lenses. The imaging function is implemented by two flat lenses. The structural 

dimensions and numerical aperture (NA) can be optimised with the aid of improved 

fabrication processes. (b) A diffractive optical system that integrates multiple 

functions of traditional optics. This lens implements the correction of chromatic 

aberrations over broadband and can still maintain a high NA level (~0.81). The 

diffractive lenses shown in (a) and (b) use similar structures but different substrate 

materials. Silica is used for visible and infrared bands while Si is used for other 

wavelengths. The figure (a) is copied from [129]. The figure (b) is copied from [128]. 
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Combining the two cases of diffractive optics shown in Fig. 10, several significant design 

features compared to refractive optics can be found through comparison: (i) Refractive optics 

tends to suffer from chromatic aberration due to its wavelength-dependent nature, while 

diffractive optics can be designed to handle different wavelengths more uniformly. As a result, 

diffractive optics attract strong attention in the design of multiwavelength optical devices [128]. 

(ii) Diffractive optics provide relatively higher flexibility in terms of design (e.g., structure 

dimension) and can achieve complex optical functions in a single element or a few elements 

[125]. However, it may also introduce additional challenges, such as sensitivity to incident 

angles and manufacturing complexities. 

Entering the 21st century, enhanced by the rapid development of micro and nano-fabrication 

techniques, the design potential of diffractive optics has been further exploited. Mainly benefit 

from the development of the following techniques, the limit of design of optical devices has 

been broadened to the subwavelength range, thus truly taking advantage of the features of 

diffractive optics: (i) Top-Down approaches represented by photolithography [130]. 

Lithography is a key procedure in the patterning process, which allows designing devices with 

smaller scales. Techniques such as deep ultraviolet (DUV) lithography, extreme ultraviolet 

(EUV) lithography and multiple patterning have allowed for the fabrication of smaller and more 

intricate features on semiconductor chips, enabling the continued miniaturization of electronic 

or optical devices. (ii) Bottom-up approaches, such as self-assembly and molecular 

nanotechnology, have gained prominence, which leverage natural forces to arrange nanoscale 

building blocks into desired structures, offering the potential for high-throughput and cost-

effective fabrication methods [131, 132]. (iii) 2D materials [133]. The rise of graphene has 

opened up new possibilities for nanofabrication. Techniques such as atomic layer deposition 

have been developed to deposit ultra-thin and conformal films, which exhibit different features 

from the block materials or thick-film materials. 2D materials are widely used to design 

metasurfaces, which becomes a key to improving the performance of diffractive optics. 

With the support of these technologies and the complete theoretical background of diffraction 

optics, the concept of metalens was proposed and quickly put into research and application. The 

next section will detail the basic characteristics of metalens and list several types of metalens 

designed based on different imaging mechanisms. 

2.4. Metasurfaces and metalenses 

2.4.1. The applications of metasurfaces based on VO2 phase transition 

Metasurfaces represent a paradigm shift in the design of optical devices, offering control over 
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the properties of light with ultrathin planar structures [134]. These structures, typically 

composed of subwavelength units or nanostructures arranged in a two-dimensional array, allow 

for precise manipulation of the amplitude, phase, and polarisation of incident light. The 

functionality of metasurfaces arises from the tailored response of individual elements to the 

incident electromagnetic wave. By engineering the size, shape, and orientation of these meta-

atoms (in applications of metasurfaces, meta-atom is used to refer to the minimum repeating 

unit. Some literatures also use unit cell, which is used in lattice analysis to describe the periodic 

structure), functions including beam shaping, polarization conversion, and wavefront control 

can be achieved [135-137]. Metasurfaces offer a versatile platform for designing optical 

elements, such as lenses, holograms (a type of imaging system. Through arranging meta-atoms 

by a certain order, the information carried by incident lights is transferred and reshaped as 

specific patterns), and waveplates (a kind of device used to alter the polarisation state of the 

passing light. It provides a phase shift between the orthogonal components of the light), in a 

compact and planar form factor. In this section, I list two metasurface designs that provide 

references for their various applications. Through introducing these designs, how the tunability 

of VO2 is applied to the metasurfaces will be detailed. And two of the most important features 

of the VO2 that makes it popular in metasurface designs are the low phase transition temperature 

(easy-tuning) and ultrafast response to the temperature change. 

Fig. 11 illustrates Mie-resonance tuneable metasurfaces that are based on the VO2 phase 

transition [138]. Generally speaking, the metasurfaces are units arranged on a plane following 

specific rules. Many dielectric metasurfaces leverage the frequency response characteristics of 

materials, thereby exhibiting optical features highly dependent on wavelength. The metasurface 

shown in Fig. 11 have three layers: PMMA substrate (a transparent organic material that doesn’t 

affect the transmission of lights), VO2 film and Si pillars. It possess some characteristics: (i) 

The reversible and hysteresis tuning of the VO2 phase results in transmission modulation by 

two orders of magnitude. (ii) The near-complete absorption has spectral tuning. The 

reconfigurable metasurfaces can be rebuilt to work across a broad band of wavelengths. This 

work provides an example of how to find a universal solution to light intensity modulation, 

which is to implement binary control over various wavelengths by tuning the dimensional 

parameters, structure, or material composition of the metasurface units. The involvement of 

VO2 allows this modulation to be achieved at relatively low temperatures, and its reversible and 

hysteresis properties provide a high degree of flexibility in practical applications. For example, 

when an imaging system is applied to portable devices like mobile phones that usually work at 

a limited temperature range, we will expect the temperature window of the tuning to be as 

narrow as possible. 
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Fig. 11 Tunable Mie resonance-based tunable dielectric metasurfaces. (a) shows 

the unit structure. A 25 nm thick layer of VO2 thin film is deposited on a glass 

substrate. Si blocks with a height of 240 nm and a radius of 255 nm are surrounded 

by PMMA. The periodicty of the Si blocks is 700 nm. (b) demonstrates the 

transmission reduces significantly when the metasurface is heated up to 80℃, which 

works as a blocking device. (c) and (d) show the microscopic views of the meta-atom 

produced in experiments. The PMMA coating is not present when taking these 

pictures. The figures (a)~ (d) are copied from [138]. 

In Fig. 12, another programmable metasurface using VO2-based structures, mainly applied in 

terahertz communication, is presented [139]. Similar to the design revealed in Fig. 5, by 

leveraging the reversible phase transition VO2, this metasurface employs a more complicated 

unit structure to amplify the contrast of this device before and after the phase transition. By 

coupling VO2 with other metal materials, the composite unit exhibits significantly different 

resonance frequencies in its low-temperature and high-temperature working states, 

corresponding to 0 and 1 in optical coding. Although this work only demonstrates 1-bit and 2-

bit coding metasurfaces that operate at switchable frequencies (for 1-bit, the work band is from 

1 THz to 1.4 THz. For 2-bit, the band is extended to 1~1.5 THz), since multi-frequency or 

broadband coding is based on the same design rules, the solution can be generalised to other 

frequencies or functional materials. This work also exhibits another advantageous feature of 

VO2 in the design of nanophotonic devices, which is the ultrafast switching response at the 

femtosecond level. This feature makes the design of switchable devices based on VO2 phase 



40 
 

transition potentially applicable to optical computing [28, 140]. 

 

Fig. 12 Terahertz-band coding enabled by VO2-based switchable metasurfaces. 

(a) The schematic diagram of metasurface units. The side length a is 110 μm, and 

height h1 is 20 μm. (b) and (c) are schematic diagrams of the coding sequences. Basic 

sequences 01010101/01010101 and 01010101/10101010 are respectively 

implemented. (d) and (e) are the reflex diagrams to exhibit the actual input and output 

traces of these certain sequences. The figures (a)~ (e) are copied from [139]. 

In addition to the two works listed above, metasurfaces have also received widespread attention 

in a spectrum of other disciplines, such as high-resolution imaging, signal sensing, 

telecommunications, quantum optics and artificial intelligence [6]. This report will put the focus 

on the applications of characteristics of metasurfaces in the design of optics, especially 

metalenses. It will provide a theoretical perspective for my work about the metalens design. 

2.4.2. Introduction to metalenses and their categorisation 

A metalens is a diffractive optical device designed based on two-dimensional structures at the 

subwavelength scale, the essential imaging mechanism of which is the modulation of the phase. 

It can be considered as a new form of diffractive optics after metasurface technology matures. 

Compared with traditional optical systems, metalens have the following important features [39, 

40, 48]: (i) Nanostructure array. The nanoscale arrays composed of dielectric materials like Si 

provide high flexibility of design. (ii) Subwavelength resolution. Metalenses work at the 

nanoscale, allowing for the manipulation of light beyond the diffraction limit of conventional 

optics. (iii) Aberration correction even when operating at high numerical aperture. (iv) Tunable 

properties, allowing for dynamic adjustments in the focus, wavelength sensitivity, or other 

optical characteristics. 
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Unlike traditional glass lenses, which control the light path by changing their 3D geometric 

shape, metalenses are planar arrays of nanostructures that control the light by phase modulation. 

In theory, the lens thickness can be reduced to the order of wavelength (i.e., hundreds of 

nanometres) without changing the output wavefront. However, it is impractical in the 

manufacture of conventional lenses. Small device thicknesses that are at the order of 

subwavelength are instead achieved in metalenses, which use a fundamentally different 

approach to shape the output wavefront. The concept of wavefront reshaping refers to the 

manipulation of the spatial characteristics of light waves, typically with the goal of transforming 

their phase, amplitude, or both of them to achieve a desired output distribution or focus. The 

reshaped wavefront can be used to improve image resolution, focus light on specific locations, 

or create tailored beam profiles. The precise control of wavefronts is essential for overcoming 

diffraction limits and enhancing the performance of complex optical setups. 

What brings widespread attention to metalenses in the research field is the flexibility of their 

tunable properties and the material selection. For singlet metalenses, a variety of methods are 

proven to be effective in focus tuning, such as deforming the metalens by mechanical [128], 

electrical [44] or thermal excitation [45]. Besides, plasmonically enhanced metalenses are 

proved to be effective, which leverage the interaction between light and surface plasmon 

polaritons (SPPs) to enhance their optical properties. These metalenses are typically made of 

metallic nanostructures that can manipulate light at subwavelength scales. In more functionally 

complex optical systems like double-layer metalenses or coherently controlled metalenses, the 

tuning is implemented by operating these plural elements or sources. Another way to achieve 

tunable properties of metalens is to change their functional materials. In this category of 

metalenses, the system exhibits different optical properties by using materials with tunable 

properties, and the variation inside these materials is implemented by changing the temperature 

or their resonance characteristics. The materials that have been explored include amorphous Si, 

Titanium dioxide (TiO2) [141], chalcogenide glass [142], polymer nanocomposites [143], 

liquid crystal [43], GaN [144], GeSbTe (GST) [145], GeSbSeTe (GSST) [146], graphene [147] 

and InSb [45]. Specific to a certain material, its crystal structure can be significantly changed 

(such as changing between amorphous and crystalline states or changing between different 

crystalline states) by applying external forces such as heating or mechanical deformation. To 

achieve functions like focus switching or intensity adjustment, different approaches are 

attempted and discussed in the research from 2016. 

A significant amount of work has been conducted on metalens research, from the perspectives 

of working principles, design flows and performance. In this section, I list three representative 

works as the background information. They are basically designed based on different working 
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mechanisms, and through introducing these literatures, I will explain how I apply the VO2 phase 

transition to the metalens design and which type of them fits the characteristics of VO2 better. 

 

Fig. 13 Propagation phase metalens based on nanofin pair units. (a) Schematic of 

an achromatic metalens. The height of the nanopillars is 4 μm, and the period of meta-

atoms is 1.8 μm. A high aspect ratio is ensured to generate propagation phase. The 

focal length is unchanged as the incident wavelength is switched, resulting in a single 

spot at the designed focal point for a broadband achromatic metalens (BAML) with 

optimized phase compensation. (b) Phase profile for a BAML at a bandwidth of 

∆𝜆𝜆 =  𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚. The figures (a)~ (b) are copied from [148]. 

Fig. 13 demonstrates a novel design to implement arbitrary control of metalens dispersion over 

a large continuous wavelength domain in the mid-infrared band [148]. This work illustrates a 

propogation phase metalens. The structural basis of this design is the element composed of a 

pair of nanofins with different sizes. The structure and aspect ratio of the nanofin design are 

mainly based on the propagation phase transmission, but the whole device applies the light of 

different polarisation types. However, the propagation phase should not change the polarisation 

state of the light, which makes the design unique. Though this work combines PB phase 

metalens to the design to implement the precise control of wavefront (while the propagation 

phase is mainly used to eliminate the chromatic aberration), it explains how propagation phase 

is applied in the metalenses. This metalens works at a wavelength band from 3.7 μm to 4.5 μm, 

and the focusing intensity at 4.5 μm is 20.7%. 

From the structural point of view, the most significant feature of these nanofin-base elements 

is the high aspect ratio of the nanostructures. The phase distribution of light passing through 

these nanofins is similar to conventional optics. Inside these nanofins, light propagation has 

characteristics similar to propagation in waveguides. The approximately linear propagation of 

light through the unit elements allows the wavefront to be precisely controlled to form patterns 
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on the lens surface. The main advantage of metalenses designed based on the propagation phase 

is that they are less dependent on the resonance characteristics of single elements, so they can 

be applied to a wider band (the structure shown in Fig. 14 can operate in almost the entire 

visible light band). In addition, despite applying a phase modulation principle similar to 

conventional geometric optics, propagation phase metalenses still exhibit excellent 

performance in diffraction limit achromatic thanks to its flexibility in the design. 

 

Fig. 14 Schematic and properties of Mie-resonance metalens. (a) Schematic of the 

metalens. The design is based on Huygens' metasurface on the ultrathin perforated 

dielectric membrane. A SEM image embedded shows the unit structure of this 

metalens. (b) The field distribution of MD (red arrow) and ED (blue arrow) on the 

surface of this metalens. The area marked by red dashed square is the meta-atom. (c) 

The transmission profile against the diameter of holes. The red and blue triangle 

represents the corresponding MD and ED decomposition. ω0 and λ0 represent the 

theoretical frequency and wavelength to implement. (d) Total multipole contributions 

of ED, MD resonances, and sum of high order multipole (HOM). The figures (a)~ (d) 

are copied from [149].  

Different from the propagation phase metalens, Fig. 14 shows a metalens design based on Mie 

scattering metasurfaces [149]. In a Mie-resonance type metalens, the lights interact with the 

dielectric nanostructure, then strong scattering and absorption occur at certain wavelengths (that 

is the work wavelength for these metalenses). The resonance features can be adjusted via the 
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structure dimensions, refractive index and the light path (shape of the device). Mie-resonance 

metalenses usually have a very high Q-factor that means the ability to concentrate the light and 

reduce the energy loss. The unit structure of this metalens is the holes of a specific size on a 

silicon substrate, using a high refractive index dielectric material substrate and low refractive 

index embedded elements (actually air in the holes) to achieve the function of subwavelength 

resonators. Compared with this new membrane design, traditional Mie-resonance metalenses 

grow high-refractive-index geometric structures (e.g., Si pillars or blocks) on low-refractive-

index substrates (such as silica) to implement the resonance functions [150]. These two 

solutions to metalens design are based on similar principles, i.e., the Mie scattering as described 

above. 

The Mie scattering occurs when waves interact with spherical particles, the size of which is 

comparable to the wavelength of the incident waves [151]. In subwavelength nanostructures 

(which metasurfaces and metalenses are formed as), strong Mie scattering is observed when the 

period of these repeated units approaches the wavelength of the incident light, which shows 

certain resonance characteristics such as transmission or reflection peak/valley at some specific 

wavelengths. Utilising this frequency-sensitive characteristic, it is possible to design light 

modulation devices dedicated to certain wavelengths to modulate the amplitude and phase of 

the incident light. Metalenses are one such application aimed at the precise control of 

wavefronts, as shown in the example in Fig. 14. 

Compared with propagation phase metalenses, one major advantage of this type of metalens is 

the design flexibility. The resonant properties of individual elements can be amplified or hidden 

throughout the array (for example, defective elements have a limited impact on overall device 

performance when the number is reduced), allowing the design of more complex lens structures 

[149, 152, 153]. At the same time, Mie-resonance metalenses are often used to regulate a single-

wavelength or narrower band of light, as the response of units of the same structure to different 

wavelengths shows significant differences. Considering that VO2 samples show very large 

differences in their optical properties (especially refractive indices that I put my focus on), the 

ability to reduce the effect of single units on the entire metalens array will be a significant 

advantage for my design. 
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Fig. 15 Switchable Pancharatnam-Berry metalens working at the terahertz 

regime. (a) Phase distribution profile of the metalens. (b) Schematic of the structure. 

(c) and (e) show the normalized power distribution in xz-plane of LCP incident. (d) 

and (f) show the normalized power distribution in xz-plane of RCP incidence. 

Different conductivities are used in these maps. 𝜎𝜎 = 2 × 105 𝑆𝑆/𝑚𝑚 for (c) and (e). 

𝜎𝜎 = 2 × 102 𝑆𝑆/𝑚𝑚 for (d) and (f). The figures (a)~ (f) are copied from [154]. 

Fig. 15 shows an example of Pancharatnam-Berry (PB) phase metalens [154], which is another 

category of metalens design. Different from the two previously described metalenses, to 

achieve free control of the wavefront, the way the phase difference is generated among the 

elements in a PB metalens is not derived from the difference in their physical dimensions. The 

phase response of each unit is determined by the orientation. By rotating the angle of each 

element in the metalens array, left-handed circularly polarized (LCP) waves and right-handed 

circularly polarized (RCP) waves are combined to obtain a full 2π phase coverage, thus 

providing a prerequisite for precise wavefront control. My work will focus on the response to 

linearly polarised light, so the PB phase metalenses will not be discussed in detail. 
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2.4.3. The general design method of metalenses 

 

Fig. 16 Coherently controlled beam-steering implemented on a phase-gradient 

metasurface. (a) Cross-section view of the meta-atom and the schematic of how 

beam-steering is performed along the xz-plane. (b) Electric field distribution in xz-

plane from 1 μm to 5 μm above the middle plane. Different coherent illumination 

conditions applied. (c) The angular distribution of output intensity which correspond 

to different phase gradient profiles shown in (b). The figures (a)~ (c) are copied from 

[155]. 

Before introducing the methodology of my own work, here I will outline the general process of 

metalens design and briefly explain the specific significance of each step, which is an essential 

reference for the research on metalenses. 

In the concept of wavefront reshaping using metasurfaces or metalenses, phase gradient is a 

fundamental design target. For a unit that contributes to a certain phase difference, the step 

length of the phase difference produced by elements inside the meta-atom determines the 

resolution of the reshaped wavefront. In theory, if the phase difference between adjacent 

elements is too large, a step-like phase delay in the electric field distribution can be observed, 

which is similar to the sawtooth lens structure in the design of geometric optics [39, 128]. To 

this end, designing smooth phase gradients is necessary for high-precision wavefront reshaping. 

To present the implementation of phase gradient intuitively, Fig. 16 illustrates a metasurface 

design based on coherent light modulation [155]. There are 10 elements along the x direction. 

By changing their geometric dimensions, different phase output can be observed on these 

elements. Since the phase difference between adjacent elements is designed to be linear, it can 

be clearly seen from Fig. 16(b) that an approximately linear phase gradient is output. 

The basic structure of this design is that Si pillars of different sizes are grown on a glass 
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substrate. Coherent lights are used to change the illumination conditions, which make these 

silicon pillars work at electrical field and magnetic field antinodes (corresponding to the 

positions where the resonances are observed), thereby outputting different phase differences. 

As the nanopillar array shows similar geometric features to the deflection gratings, the 

deflection angle is relative to the wavelength of incident lights. There is the following 

relationship between the deflection angle 𝜃𝜃, wavelength 𝜆𝜆0, phase difference and unit spacing: 

 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

𝜆𝜆0
2𝜋𝜋

𝑑𝑑𝜑𝜑
𝑑𝑑𝑑𝑑

 
(11) 

where 𝑑𝑑𝜑𝜑 represents the phase difference between any two elements and 𝑑𝑑𝑑𝑑 is the distance 

between them. According to Eq. (1), given any specific deflection angle, the phase gradient 

profile can be calculated, then corresponding Si pillars can be selected to form the element 

library (a database that includes dimensional parameters of all units that are obtained by 

parametric sweep). For a metalens that is usually a circular 2D array, the arrangement of 

elements follows different formulas (such as Eq. (12) given below), and the complexity of the 

phase profile is relatively higher, involving two directions on the plane. With phase gradient as 

the basis for the arrangement of units in metalens, below I will outline a common metalens 

design process. 

Fig. 17 shows the meta-atom design of coherently controlled tunable metalens [156]. Its design 

can basically be regarded as an extension of the work shown in Fig. 16. The focusing function 

of this metalens is achieved by the modulation of the wavefront by Si pillars arranged in a 

specific order on the glass substrate. The phase contrast of the Si pillars working in the E-

antinode mode and B-antinode mode is the foundation of the focus-switching function. The 

basic element of this metalens is a Si nanopillar. The height of all Si pillars is set to 500 nm. 

The semi-axis length Rx and Ry are variables. By sweeping these two parameters, the element 

library that meta-atoms are chosen from can be established, as shown in Fig. 17(b) and Fig. 

17(c). The elements in the library will be used to satisfy the phase distribution to implement 

target metalens parameters. By comparing Fig. 16 and Fig. 17, the phase profile to implement 

in the metalens design involves two directions (xy-plane), which is more complicated than 2D 

linear metasurfaces. For the phase profile of metalenses, Since the arrangement of the units on 

the metalens involves two dimensions (x-position and y-position), a formula to describe the 

projection of a spherical wavefront on a planar surface for calculating the phase difference 

required to be output by each element can be obtained by the Pythagorean theorem and Eq. (11), 

which is expressed as: 
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 𝜑𝜑(𝑑𝑑, 𝜆𝜆,𝑓𝑓𝑓𝑓) =
2𝜋𝜋
𝜆𝜆

(�𝑑𝑑2 + 𝑓𝑓𝑓𝑓2 − 𝑓𝑓𝑓𝑓) (12) 

Here, d is the distance between each element and the centre of metalens, 𝜆𝜆 is the wavelength 

of the incident light, and fl is the focal length designed for the metalens. By determining the 

target focal length and design size (diameter) of the metalens, for each element on the lens array, 

the theoretical output phase can be calculated using the distance relative to the centre point, 

thereby constructing the ideal phase profile for comparison. By matching the elements in the 

library with the theoretical phase profile, an approximate output wavefront to achieve focusing 

can be obtained.  

 

Fig. 17 Unit nanostructure and the phase library produced through parametric 

sweep on it. (a) Schematic of the meta-atom. A Si pillar with a height of 500 nm is 

grown on the glass substrate. The side length Rx and Ry vary from 100 nm to 400 nm 

with a step of 5 nm during the paramteric sweep. The period of the element is 900 

nm. Colourmaps in (b) and (c) show the phase library produced under E-antinode and 

B-antinode illumination conditions respectively. Two axies correspond to the 

variables Rx and Ry. The phase value is wrapped into a range from -π to π. The figures 

(a)~ (c) are copied from [156]. 

With Eq. (12), calculating the ideal phase distribution map based on the functional parameters 

of the metalens only requires simple analytical calculations. The real challenge for metalens 

design is how to establish a library providing a sufficient number of elements with high phase 

accuracy. The very basic approach to building an element library is to do parametric sweep on 

the dimensions of meta-atoms, which can be implemented by numerical simulation or analytical 

calculation. By determining constants like the period of meta-atoms and height of them, the rest 

variables such as the horizontal dimensions can be swept within a range, then the phase and 

amplitude output can be measured and collected as an element in the library. With all units 

selected and arranged in the metalens array, the performance of the entire metalens can be 

predicted. 
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For a metalens with a single focus (i.e., only has one working state), achieving the target phase 

distribution only requires arranging elements of specific dimensions, which strongly depends 

on the size of the element library. For a tuneable metalens, for example, the binary tuneable 

metalens, the design should follow more guidelines, which can be summarized as these two 

points. (i) A full 2π phase coverage. For a spherical wavefront, the scope of the phase profile 

curve is not constant. When the phase changes rapidly (shown by a very large slope of the phase 

profile), too few elements for matching contribute to larger errors. Generally, libraries that 

cover at least 2π phase have higher tolerance for design faults. (ii) Relatively high contrast. 

From an application perspective, it is difficult to prove that a significantly limited tuning range 

is credible, and systematic errors may cause experimental results to be completely opposite to 

those predicted by simulations. For the element library, a large contrast between different 

working states provides higher flexibility of design. 

Specific to each certain metalens design, due to the differences in functional materials, 

illumination settings, and methods of achieving focus switching, the rules that should be 

followed when building an element library based on theoretical phase profile will also be 

different. The approach I use to establish the element library will be detailed in the methodology 

chapter. 
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3. Methodology 

3.1. Fabrication techniques of VO2 films 

 

Fig. 18 Schematic diagram of an ion sputtering system. In the vacuum chamber, 

ion source (Ar) generates a high-energy ion beam. The ions are accelerated towards 

target material (V). When they collide with the target material, the V atoms are ejected 

or sputtered from the surface and form a thin film on the substrate by travelling 

through the vacuum condenses. The figure is copied from [157]. 

Early research related to the fabrication of VO2 thin films dates to around two decades ago 

when ion beam sputtering was used to deposit metal vanadium thin films on Si or SiO2 

substrates [158, 159]. High-energy ions collide with the atoms in the target (such as the 

vanadium target shown in Fig. 18), making them ejected or sputtered off the surface, then travel 

onto the substrate to produce the vanadium film. Oxidation is then carried out after the 

deposition to convert the vanadium thin film to a VO2 thin film [157]. Fig. 18 is a schematic of 

an ion beam sputtering system. The vanadium target is placed near the bottom of the system, 

while the substrate is mounted on a rotation holder at the top of the chamber. A tube at the side 

of the chamber feeds Argon gas into the chamber. The primary and secondary ion sources are 

placed on opposite sides of the chamber. The main advantage of this deposition method lies in 

the relatively fast growth rate of films, enabling the fabrication of larger geometric shapes such 

as blocks and pillars. However, ion beam sputtering has some notable drawbacks. It is easy to 

cause metal contamination in the chambers of the experimental system [160]. Besides, in 

designs that involve coating process that grows vanadium or VO2 on the side walls, growth with 

higher isotropy is required. Sputtering is not such a flexible method to grow films along 

different directions. 
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Ion beam sputtering is only one of many methods to fabricate VO2 thin films. Currently, VO2 

thin films can be fabricated using a range of different methods including magnetron sputtering, 

pulsed laser deposition (both physical vapour deposition methods) [161, 162], chemical vapour 

deposition [163], sol-gel [164] and epitaxy. 

In comparison to these methods, recent developments in ALD (Atomic Layer Deposition) have 

made it a powerful method that is especially attractive for research on nanoelectronics and 

nanophotonics [93, 165, 166]. The fundamental principles of ALD can be summarised by 

breaking down the entire growth process into numerous independent cycles. In each cycle, the 

precursor materials used to synthesize the target product are injected into the chamber in a 

specific sequence, achieving the growth with a minimum precision of one single molecular 

layer [167, 168]. For a product that requires two precursors, a purging step is necessary between 

any two impulses to inject precursors, which is the basis of control of atomic layers and 

conformal deposition. The details will be introduced below. 

 

Fig. 19 Schematic representation of ALD using self-limiting surface chemistry 

and an AB binary reaction sequence. In each cycle, precursor A is firstly pulsed 

into the chamber and attached to the substrate. Before the injection of precursor B, 

the chamber should be purged to remove the rest precursor A. After pulsing precursor 

B, same purging process is required. Then repeat this cycle to deposit the compound 

of A and B one layer per cycle. The figure is copied from [169]. 

Fig. 19 reveals the basic procedures in a cycle of ALD. ALD is a sequential and cyclic process 

(these are also two most important features of ALD) involving a series of self-limiting surface 

reactions, and the core mechanism is similar to the replacement reaction in chemistry. The 

minimum periodic time interval of ALD is a cycle. One deposition process consists of hundreds 
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or thousands of repeating cycles. In a cycle, there are several steps that we could describe to 

explain what happens during the ALD process.  

Combining with Fig. 19, the steps include: (a) Substrate preparation: The substrate is cleaned 

to remove contaminants and provide a suitable surface for chemical reactions. This ensures 

optimal adhesion and uniformity of the deposited film. (b) Precursor pulse (reactant A 

introduced): A gaseous precursor is introduced into the reaction chamber, where it adsorbs onto 

the substrate surface. The reaction is self-limiting, meaning only a single monolayer or sub-

monolayer of the precursor molecules binds to the available reactive sites on the surface. Any 

excess precursor remains in the vapour phase. (c) The first purge: Inert gas, such as nitrogen or 

argon, is flowed through the chamber to remove any unreacted precursor and by-products from 

the last step. This ensures the subsequent reaction occurs only with the adsorbed layer, avoiding 

gas-phase reactions. (d) Co-reactant pulse (reactant B introduced): A second reactant, often 

referred to as the co-reactant (e.g., water vapour, oxygen, or hydrogen plasma), is introduced 

into the chamber. This reactant reacts with the adsorbed precursor layer to form the desired thin 

film. (e) Second purge: Similar to first purge, inert gas is introduced to remove any by-products 

and residual co-reactant gases, ensuring that the surface is ready for the next cycle. 

Sequential and self-limiting surface reactions are the main characteristics and advantages that 

ALD brings. For inorganic substances with simple structures such as metal oxides, the essence 

of binary reaction can be regarded as the combination and replacement of different components 

in the precursor mixture which occur on the deposition surface [170]. Binary reaction sequences 

are viewed as the basis of the principles of ALD, where reactions of two surfaces occur and 

deposit binary compound films between them. Limited by the finite number of surface sites, 

each round of the reactions can only deposit a certain number of species. Then if all rounds of 

reactions follow the self-limiting rule, the reaction A and B can proceed sequentially to deposit 

an optimal thin film with precise atomic level control [171]. 

Fig. 19 introduces a very general flow of a ALD cycle. Specific to VO2, the reactant A can be 

chosen from a variety of precursors that contain vanadium. In the Table. 2 below, several 

commonly used precursors for the growth of vanadium oxide (VxOy, the value x and y are 

determined by the process design) are listed according to the valence state of vanadium in the 

precursors. Vanadyl acetylacetonate (VO(acac)2) and vanadyl tetramethyl heptadionate 

(VO(tmhd)2) are two typical organic precursors for vanadium growth. However, their usability 

in the ALD process is limited by many conditions. For example, VO(acac)2 turns into vapour 

phase at around 170 ℃ and thermally decomposes at around 180 ℃, which makes the control 

of experimental temperature very difficult. For VO(tmhd)2, the low reactivity of it makes its 
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reaction incomplete, thus increasing the possibility of excessive oxidation by ozone to produce 

V2O5. Different from them, Vanadium oxy-tri-isopropoxide (VTOP) is widely used as the 

precursor to produce V2O5. Since the vanadium ions exist in the pentavalent form, we usually 

do not use it as the first choice for ALD process of VO2. 

Table. 2 Comparison between commonly used precursors for the ALD process of 

vanadium oxide [166] 

Precursor Vapour pressure Reactivity Thermolysis 

threshold H2O O3 O2-Plasma 

V3+ V(iPr-Me AMD)3 6.6Pa @70℃ × √ - - 

 

 

V4+ V(N Me2)4(TDMAV) 133Pa @64℃ √ √ √ 120 ℃ 

 V(N Et Me)4(TEMAV) 13Pa @25℃ √ √ √ ＞175 ℃ 

  24Pa @70℃     

  57Pa @82℃     

 VO(acac)2 0.21Pa @96℃ × √ - 180 ℃ 

 VO(tmhd)2 0.24Pa @96℃ × × √ 160 ℃ 

V5+ VO(OiPr)3(VTOP) 6Pa @25℃ √ √ √ 100 ℃ 

  39Pa @45℃     

  268Pa @82℃     

Among all other precursors, it is particularly noteworthy that tetrakis ethylmethyl amino 

vanadium (TEMAV) and tetrakis dimethylaminovanadium (TDMAV) are widely used in the 

ALD for growth of VO2 (annealing process is required to determine the ratio of vanadium and 

oxygen in the oxide). TEMAV and TDMAV precursors are implemented with H2O, O3 and O2-

plasma. When using H2O or O3 as the reactant, vanadium with +4 oxidation state is deposited 

while O2-plasma contributes to +5 oxidation state. The decomposition of TEMAV can be 

observed at around 175 ℃, and the self-limiting reaction of TEMAV is commonly observed at 

150 ℃, which means there is a temperature window of 25 ℃ that allows a wider temperature 

control tolerance. Similar to TEMAV, TDMAV also provides large flexibility in the settings of 

conditions for ALD. The reaction of TDMAV precursor usually occurs between 150 ℃ to 

200 ℃, then thermal decomposition is observed. Compared with TEMAV, TDMAV has a higher 

decomposition temperature, which makes it easy to use H2O as the oxidation reactant at low 
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temperature. However, it also brings some drawbacks, such as the longer purging time, which 

affects the efficiency of growth process. Besides the difference in these precursors, other details 

including the temperature and reaction time I set for my ALD process will be introduced in the 

results section 4.1.1. There won’t be more parametric information given in this section. 

Due to its low-temperature, layer-by-layer and self-terminating deposition mechanism, ALD 

provides a high level of control over film thickness and uniformity, compatibility with a wide 

range of substrates, and the capability of conformal film deposition [76, 172, 173]. This 

mechanism provides easy control over the progression and the termination of deposition. The 

reaction can be stopped by simply changing the supply of reactants. Practically, similar to the 

traditional chemical vapour deposition (CVD) method, the deposition rate can vary across a 

large substrate due to several factors (e.g., a variation in precursor gas fluxes [174]). At the 

same time, it’s possible to precisely control the precursor quantity that a cycle pulse could bring 

by changing the pressure, temperature or other parameters. Another obvious advantage of ALD 

process in the growth of vanadium oxide is the isotropy of growth brought by its high self-

limiting feature. For certain structures that have a high aspect ratio, the growth on sidewalls or 

in the gaps is a problem, especially for those efficient deposition techniques such as sputtering. 

Though the growth rate of ALD is also affected by the relative dimensions of different parts of 

a structure, it contributes to a much better uniformity in terms of spatial distribution. In 

summary, ALD remains an optimal method for the deposition of VO2 thin films (especially 

those ultrathin films such as a 40 nm sample). Due to these features, during my PhD project, 

ALD is used to deposit VO2 thin films. 

3.2. Transfer matrix methods for analytical calculations 

When it comes to predicting the performance of optical devices, analytical calculations and 

numerical simulations are commonly used methods. When extracting optical parameters using 

theoretical models (such as the Bruggeman’s model and Looyenga’s model), the most common 

approach is to input optical parameters such as refractive index and dielectric constant and 

output the physical quantities we need for analysis and comparison through a series of formulas, 

such as transmission or absorption through a multilayer film structure. Among them, transfer 

matrix method is an effective tool to calculate the output of complicated systems composed of 

multiple films. 

Specific to my work on the vertical growth models used to predict the phase transition 

behaviours of VO2 films, there are certain parameters involved when using the transfer matrix 

method. The input variable of the transfer matrix is the refractive index (instead of the dielectric 



55 
 

constant) of materials in each layer at a specific wavelength, and the output is the reflection of 

the entire system (it can also be transmission, but it depends on the setup design, which 

determines how difficult the measurement process is). 

The transfer matrix method is used in my work to implement the modelling of VO2 phase 

transition at the analytical level through MATLAB, which enables me to establish a numerical 

model of different theoretical models to describe the phase transition of VO2 and compare them. 

As introduced above, the transfer matrix method [175, 176] is a mathematical tool that is 

commonly used to calculate the optical properties of coherent thin-film multi-layer structures. 

Its main principle lies in the repeated use and iteration of the Fresnel equation [177] to solve 

the problem of repeated transmission and reflection of multiple component vectors of light in 

complex optical structures. After years of experimental demonstration and development, this 

method has high reliability in a two-dimensional multi-layer structure [176, 178]. The difficulty 

of applying the transfer matrix method mainly points to the realization and derivation at the 

software level. 

According to Maxwell’s equations, continuity conditions exist during the process when electric 

fields cross the boundaries between different media [179]. With the initial condition given, by 

calculating the product of matrices of all layers and deriving the reflection and transmission 

coefficients from it, the output field can be derived. For the medium at layer I, the transfer 

matrix can be defined by: 

 
𝑀𝑀𝑖𝑖 = � cos (𝑝𝑝𝑖𝑖) −

𝑖𝑖
𝑐𝑐𝑖𝑖

sin (𝑝𝑝𝑖𝑖)

−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑝𝑝𝑖𝑖) cos (𝑝𝑝𝑖𝑖)
� 

(13) 

where pi is the wave vector of the medium, and ci is the wave impedance that is relative to the 

refractive index. The transfer matrix is strongly dependent to the incident angle and the 

correlative trigonometric variables. As each layer in the system has a transfer matrix as 

described in Eq. (1), the equivalent transfer matrix can be expressed as: 

 𝑀𝑀 = �𝑀𝑀𝑖𝑖
𝑖𝑖=1

 (14) 

The reflection coefficient of the whole system can be directly derived from the transfer matrix.  

To verify the results calculated by MATLAB based on the transfer matrix are correct, I have 

performed the same calculation design using the finite element simulation tool COMSOL. 

According to this design of the unique vertical growth models (will be introduced as a part of 
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my results), approximately 5-6 points on a reflection curve are selected for verification. The 

main rationale for this method is that the simulation of periodic structures assumes each layer 

is infinitely large and uniform along the horizontal plane, so transfer matrix analysis can be 

directly compared with simulation results. The results calculated by the transfer matrix and 

COMSOL match well. 

The settings of geometric structure and physical boundaries in COMSOL and the verification 

results are detailed in Appendix A. In summary, with same physical parameters given (the 

thickness of each film layer and the refractive index of each material), COMSOL generates 

almost same reflection output as the MATLAB calculation via the transfer matrix functions, 

which proves that the MATLAB script can be used to estimate the reflection output of the 

multilayer films. 

3.3. Characterisation enabled by spectroscopic ellipsometry 

 

Fig. 20 Ellipsometry fitting results of n and k of VO2 at (a) room temperature (25°C) 

and (b) high temperature (110°C). In both states, n and k show monotonic change as 

the wavelength varies from 1.4 μm to 2 μm. 

My work on phase transition models involves the comparison between different analytical 

models, and this comparison requires knowing the refractive index of VO2 at a high accuracy. 

This is achieved by conducting ellipsometry measurements on VO2 thin films. The thin films 

used here were fabricated by Dr Kai Sun, and the ellipsometry measurements were conducted 

by our collaborators at the University of Nottingham [180, 181] (the original data measured 

from 1.4 μm to 2 μm can't be measured again as the VO2 samples usually die after several 

months or one year without special storage techniques. However, the VO2 samples can be 

reproduced with same fabrication process when there is a difference in the properties.). I 

analysed the raw data provided by our collaborators and extracted the refractive indices. The 
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refractive indices are shown in Fig. 20 above. From 1.4 μm to 2 μm, the real part and imaginary 

part of the complex refractive index are measured at room temperature (~25 °C) and high 

temperature (~110 °C). At room temperature, both n (phase velocity) and k (extinction 

coefficient) decrease as the wavelength increases, while it is totally opposite at high temperature. 

Here I would like to introduce the ellipsometry in detail. Ellipsometry is a non-destructive 

optical technique used to characterize thin films and their optical properties. It is based on the 

measurement of changes in the polarisation state of light reflected from a sample surface, then 

the changes are recorded as certain optical parameters for further analysis. Ellipsometry is 

particularly valuable for determining parameters such as film thickness, refractive index, and 

extinction coefficient of thin films [55, 66, 72, 113]. In this work, ellipsometry is mainly used 

to measure the refractive indices of VO2 across the broadband, and the thicknesses of each layer 

of the film structures. 

In ellipsometry, polarised light at a certain wavelength illuminates a sample at a specific angle 

of incidence. The reflected light undergoes changes in polarisation, and these changes are 

measured by an ellipsometer. The ellipsometer provides information about the ratio of the 

amplitude of the reflected p-polarized light to the s-polarised light, known as the ellipsometry 

parameters (Ψ and Δ). These two parameters are also regarded as the raw data of ellipsometry 

as many other physical parameters can be extracted from them via certain models and formulas. 

By analysing these ellipsometry parameters, I can extract information about the optical 

properties and thickness of thin films on the sample surface. 

Spectroscopic ellipsometry has some advantages such as the non-contact and non-destructive 

characteristics. In addition, it is less sensitive to fluctuations in the power of the light source 

and ambient light. Nevertheless, it also has some flaws. The first is that it requires a high level 

of flatness for the sample surface. The second is that it requires modelling to extract the 

refractive index. 

As the extraction of the refractive index from the raw experimental data requires modelling, it 

is crucial that correct physical models are used here. For the insulating phase of VO2, the Tauc-

Lorentz model [182] and Gaussian model [183] are applied to extract n and k values. For the 

metallic phase, the Drude model [184] is used instead of the Tauc-Lorentz model. Tauc-Lorentz 

model combines the Tauc model that is used to calculate the adsorption coefficient near the 

bandgap of amorphous semiconductors, and the Lorentz oscillator model that describes the 

dispersive refractive index of the materials. As the VO2 doesn’t show the features of 

semiconductors anymore at its metallic phase, Tauc-Lorentz model doesn’t apply to the high-

temperature situation. Drude model is designed to describe the electrical and thermal 
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conductivity of metals by considering the behaviour of free electrons, which is applicable to 

the calculation of refractive index of VO2 at metallic phase. 

The wavelength varies from 1.4 μm to 2 μm. Within this range, the refractive index can be 

considered as continuously changing. The extraction results are shown in Fig. 20. To align 

different theoretical models, these n and k values are also used in the simulation of EMT and 

vertical growth models. According to the design of this work, the interval of 1.4 μm ~ 2 μm is 

sufficient for data comparison and analysis, so the following sections will use the values of n 

and k within this range. 

3.4. Parametric sweep on multiple dimensional variables 

This section is mainly relative to my work on the metalens design. A key to the metalens design 

is finding a basic element structure that can provide the full 2π phase coverage through 

geometric tuning. Just as explained in the background, a full 2π phase coverage allows more 

precise control of the wavefront output by the metalens, and it also means more tolerance when 

some of the units in the array do not match the phase profile well. According to Eq. (11) revealed 

in section 2.4.3, the phase difference is dependent on the incident angle and traveling distance 

inside a medium. For a complex three-dimensional structure (e.g. cylindrical elements 

including the air in the gaps), it’s extremely difficult to analytically estimate the specific light 

path inside the structure. As an alternative, numerical simulation tools like COMSOL 

Multiphysics and Lumerical are used to complete the calculation. In the numerical simulation, 

the calculation process is similar to the ‘black box’ design. By setting all relative parameters as 

input, the output will be given after calculating. In the design of units of metalenses, the 

dimensional parameters directly determine the phase output (this can also be extended from Eq. 

(11).). To determine the structure of each unit in the metalens array, a tool to improve the 

efficiency is required. 

Before performing a parametric sweep, it is essential to determine the model of a single meta-

atom to be used for simulation. My design of the unit is inspired by the Si pillar structure shown 

in Fig. 17, which is proposed by [156]. The materials used to build the unit is determined to be 

Si-VO2-Si. VO2 works as the functional material to enable the tunability of the metalens, while 

Si contributes to the full 2π phase coverage benefiting from its high n characteristics (to some 

extents higher n value means stronger refractivity, which leaves more obvious effect on the 

phase) [155, 156]. The next step is to determine the period of the repeating unit, and then the 

height, width and depth (xyz dimensions) of the nanopillars. 
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Parametric sweep is an effective method to filter parameters or parameter sets that satisfy 

specific regulations. In experiments or simulations of controlled variables, monitoring multiple 

variables simultaneously can greatly increase the amount of computation. For example, a sweep 

on two dimensional parameters of the nanopillars with 50 numbers for each parameter will 

generate a matrix that has 2500 sets of results. Here I design a simplified workflow of the 

parametric sweep: (1) Starting with pure Si pillars. Initial parameters are set as referred from 

[156]. The period is set to 900 nm, and the height of Si is 500 nm. To improve the efficiency, 

two side lengths of the pillar are set to be same, which will not affect the phase coverage but 

only the accuracy. (2) By adjusting the height, the lowest height to contribute to 2π phase 

coverage is found to be 280 nm. Then VO2 layer is added beneath the Si with same side lengths. 

(3) Do the parametric sweep on the side length again and adjust the height of VO2 layer, which 

produces a good contrast between the insulating and metallic phases but do not affect the phase 

coverage. (4) Adjust the period (as well as the gap) to do optimisation on the phase coverage. 

(5) With the height of each layer, the period and the range of side length determined, the length 

of two sides are set as the variables for the final parametric sweep to build the element library. 

 
Fig. 21 Schematic of the basic unit of the metalens. The planar dimensions of the 

meta-atom is 1 μm by 1 μm. It contains a nanopillar that has a Si segment on top of 

a VO2 segment. The thickness of the Si segment and the VO2 segment is 280 nm and 

180 nm, respectively. The planar dimensions a and b of the pillar serve as tunable 

parameters. They vary from 100 nm to 800 nm in the parametic sweep. The whole 

metalens is a reflective metalens. In the simulation, a plane wave with a wavelength 

of 1550 nm illuminates the meta-atom from the top. 

Fig. 21 above shows the structure determined by the parametric sweep process after step (4). 

This unit structure is designed for reflective metalenses. The basic functional unit is a double-
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layer structure composed of Si and VO2, which are grown on a Si substrate. The period of the 

element is 1 μm (for diffractive optics, the period should be smaller than the working 

wavelengths, but large enough to allow larger tunability). The side lengths of Si and VO2 layers 

stay the same, which vary from 100 nm to 800 nm when being swept to establish the element 

library. The thickness of VO2 and Si are 180 nm and 280 nm respectively, which reduces the 

effect of the propagation phase when analysing this design. Here I want to highlight that the 

metalens I design works based on Mie-resonance, which allows larger tolerance for defective 

elements. With such a flexible mechanism, it is easier to satisfy the phase coverage required by 

the metalens design. Besides, considering that I focus on the single wavelength 1550 nm for 

near-infrared communications, a Mie-resonance metalens will work well [149, 152, 153]. 

It is worth noting that the metalens is designed to function in the reflection mode (i.e., it 

generates a focus in the reflection). This is different from many metalenses, which work in the 

transmission mode (i.e., they generate a focus in the transmission). Transmissive metalenses 

arguably have a wider application scope than their reflective counterparts. Nevertheless, a 

reflective design is chosen here, because it is easier to obtain the full 2π phase coverage. This 

observation is derived from the equation of phase propagation: 

 𝜑𝜑 = 𝑚𝑚
2𝜋𝜋 ∙ 𝑛𝑛
𝜆𝜆

∙ 𝐻𝐻 (15) 

where n is the refractive index of the medium, λ is the vacuum wavelength of the incident light, 

and H is the thickness of the structure. The factor m is the number of trips that light passes 

through the structure. It takes the value of 1 for a transmissive device and the value of 2 for a 

reflective device. It is obvious that, for fixed values of n and H, if the planar dimensions are 

allowed to vary in a limited range, it is easier for 𝜑𝜑 to achieve the full 2π phase coverage for 

m=2 (i.e., in reflection) than for m=1 (i.e., in transmission). 

Parametric sweep is completed by finite-difference time-domain (FDTD) calculation enabled 

by Lumerical. By entering the sweeping range of side length a and b from 100 nm to 800 nm 

with a step of 5 nm, element library can be generated as the form of colourmap or dataset. The 

data of side lengths are stored corresponding to the output phase and amplitude, which means 

they are ready for being selected to build the metalens array. The specific parameters and other 

involved details will be revealed in results section 4.2.1. 
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4. Results and discussion 

4.1. Vertical growth models 

4.1.1. Vertical growth models 

 
Fig. 22 Different analytical interpretations of VO2 phase transition, illustrated 

here using an example configuration that contains a VO2 thin film on top of a SiO2 

substrate. (a) In the vertical growth model (VGM), heating-induced transition is 

viewed as a layer-by-layer conversion of the low-temperature, insulating phase (blue) 

into the high-temperature, metallic phase (orange). This conversion initializes at the 

surface(s), resulting in threes variants: Type S, Type A, and Type AS. The red arrows 

indicate the propagation directions of metal-insulator phase boundaries. (b) In the 

effective medium models (EMMs), the VO2 film is always treated as a homogeneous 

medium, and a unique effective permittivity is used to describe the whole film at each 

intermediate state (green). 

Traditional EMTs have certain limitations when describing micro-scale structures. For example, 

as mentioned in section 2.2, Maxwell-Garnett equations assume that particles (the inclusions) 

that distribute randomly in the host material (the matrix) will always retain their role as the 

inclusions in the equation, even when the inclusions form a new matrix. They cannot reflect the 

favoured changes of composite materials in specific directions, which make it less effective to 

use most EMMs on inhomogeneous media. Here I start from a different perspective. The basic 

assumption of vertical growth models is shown in Fig. 22(a) that any intermediate phase 

between pure insulating and metallic phase can be defined as a mixture including VO2 at two 

pure phases in certain proportions. The insulator to metal transition is regarded as the growth 

behaviour of the metallic VO2. This is fundamentally different from the EMTs, which can 

numerically define countless intermediate states. Next, I will explain why the assumption of 

vertical growth models may contribute to more accurate predication of the behaviour of phase 
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transitions in the real world. 

For a VO2 thin film (40~100 nm) grown on the substrate or any other materials, obviously, the 

thickness of VO2 is extremely small compared with the other two dimensions, as the width or 

length of this device can be scales of millimetres or even centimetres. Therefore, it is 

considerable that there is a difference between the reaction rates in all directions if we apply 

external excitations like heating the sample from the bottom or the top. The directional 

preference of the phase transition is sometimes negligible when we study bulk materials or 

there is no external energy input. However, considering that the commonly used triggering 

methods for VO2 phase transition are electrical or thermal excitation, the directional 

inhomogeneity cannot be ignored. In fact, it is difficult to effectively predict the specific growth 

direction (or there is more than one direction for all equivalent vectors used to describe the 

growth) inside the material and reflect it in the simulation of the periodic structure by current 

research methods [185]. As a result, in this work, I propose several simple forms of vertical 

growth models to describe the phase transition behaviour of VO2 and compare them with EMMs. 

Fig. 22 reveals the vertical growth models (VGM) and the main difference between VGM and 

EMM. It schematically highlights the distinctions between the VGM and the EMM, by using 

an example nano-device that contains a VO2 thin film on top of a SiO2 substrate. The VGM 

assumes that the phase transition always initializes at the top and/or the bottom surfaces of the 

VO2 thin film, progresses atomic layer by atomic layer towards the film interior, and maintains 

a flat boundary between the two phases throughout the phase transition [Fig. 9(a)]. Three 

representative variants are plotted in Fig. 22(a), which are Type S (the phase transition 

progresses only from the interface with the substrate), Type A (only from the interface with air), 

and Type AS (from both interfaces and progresses at equal speed towards the film centre). This 

kind of vertical growth is in sharp contrast to the EMM [Fig. 22(b)], which requires all the 

intermediate states to be a macroscopically uniform mixture of the two phases. As VGM has 

one or two more interfaces than EMM, what happens at these interfaces will make them 

numerically different from each other, though they are both simplified theoretical models. 
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4.1.2. Multi-layered VO2-based films 

 

Fig. 23 SEM image and optical reflection measured on one of the two VO2 thin 

films. (a) SEM image of a cross section of the sample, where the three optically 

functional layers of the multi-layered stack are labelled. The layer thickness is 40 nm 

(VO2), 1225 nm (SiO2), and 100 nm (Al). The scale bar is 200 nm. (b) Reflection of 

the film measured at near-normal incidence with the wavelength at 1550 nm. The 

temperature of the sample changes between 25 and 110 °C at a step of 2.5 °C, except 

at the low temperature end. The four distinct reflection values (Rins, Rmet, Rmax and 

Rmin) used in further analysis are highlighted. 

As the experimental benchmark used to compare and analyse different theoretical models, two 

high-quality VO2 thin films have been fabricated and measured. These two films are very 

similar but target different wavelengths, and one of the samples is shown in Fig. 23. The sample 

is a multi-layered stack grown on top of a Si substrate that is revealed in Fig. 23(a). From the 

top to bottom, the layers are VO2 (40 nm in thickness), SiO2 (1225nm), Al (100 nm), and SiO2 

(200 nm). This sequence follows that of the optical solar reflectors developed by us recently 

[186], but it bears no planar nano- or micro-structures. Therefore, this structure has a great 

advantage when used to analyse optical quantities such as reflection or absorption during phase 

transitions as flat films reduce the complexity of the system, which ensures the analytical 

calculations will not involve complicated 3D structures. Only the top three layers (i.e., VO2, 

SiO2 and Al) are optically functional in this experiment, as incident light cannot penetrate the 

100-nm thick Al layer (in simple verification via a normal incidence model built in COMSOL, 

from 1.4 μm to 2 μm there is no transmission detected below a 50 nm Al layer, which means 

there is no loss for the system composed of the air and materials above the metal layer). The 

thicknesses of the VO2 and SiO2 layers are optimised to provide a large optical modulation 

during phase transition. Al2O3 can be the alternative of SiO2 used here as both have very limited 

effect on the transmission of lights from visible to infrared bands. However, thermal-deposited 
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SiO2 has advantages in terms of the good heat-transfer feature, and it is more economic to use 

SiO2 rather than a thick Al2O3 layer under our fabrication conditions. The thickness is not 

specifically determined for my work, as it is only required to be large enough to avoid the 

reaction between VO2 layer and metal reflection layer during the fabrication process. 

It is worth highlighting that the VO2 films were deposited by using the ALD (atomic layer 

deposition) method [187]. Many different methods are available to fabricate VO2 thin films, 

including sol-gel [188, 189], magnetron sputtering [190-192], pulsed laser deposition [193, 

194], chemical vapour deposition [195], epitaxy [196, 197], and ALD [198, 199]. We have 

chosen the ALD method for this work because it provides a high level of control over thickness, 

stoichiometry, and uniformity in thin film deposition. Our samples consequently can serve as a 

good experimental benchmark for examining analytical models. The specific experimental 

process is listed below (here the sample show in Fig. 23 is discussed only). 

A Bühler Helios sputtering system is used to sputter an Al layer (100 nm) and a SiO2 layer 

(1225 nm) on a SiO2-coated (200 nm) Si substrate. A VO2 layer (40 nm) is then deposited on 

the top using ALD. The ALD is carried out in a Savannah S200 system, using TEMAV (98%) 

from Strem Chemicals and deionized water (oxidant). The VO2 film is deposited at 200 °C, and 

the growth cycle number set to grow a 40 nm layer is 1100. The VO2 film is then subsequently 

annealed in an AJA sputter in O2 atmosphere (pressure at 40 mTorr, time for 1 hour, and 

temperature at 450 °C) to generate crystalline VO2 (M1). The experimental conditions is also 

detailed in [200]. 

Fig. 23(b) shows the sample’s reflection measured at near-normal incidence in a Fourier 

transform infrared microscope (FTIR) [82]. The microscope provides a broad spectrum, but to 

simplify the discussion, Fig. 23(b) only shows the wavelength of 1550 nm, a wavelength that 

is critical for telecommunications, which is the focus of this work. The full set of data is plotted 

in Fig. 24 below. In the measurement, the sample’s temperature was first increased from 25 to 

110 °C, and then ramped back to 25 °C, at a step of 2.5 °C except at the low-temperature end. 

A clear non-monotonic temperature dependence is observed in both the heating and the cooling 

processes of the thermal cycle. The reflection of the insulating phase (Rins, taken at 25 °C) is 

0.56, higher than that of the metallic phase (Rmet, taken at 100 °C), which is 0.29. While the 

maximal reflection (Rmax) occurs at 25 °C and equals Rins, the minimal reflection (Rmin) occurs 

at an intermediate temperature, which is 75.0 °C and 62.5 °C in the heating and the cooling 

processes, respectively. The value of Rmin is between 0.14 and 0.15, a small value that 

approaches the critical coupling condition [80] where perfect absorption occurs (critical 

coupling in optics refers to the condition where the coupling rate of light into a resonator, such 
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as a microcavity or waveguide, is optimised to achieve maximum energy transfer. It occurs 

when the external coupling loss matches the intrinsic loss of the system, leading to complete 

absorption of the incident light without reflection or transmission). These four distinct 

parameters of Rins, Rmet, Rmax and Rmin are used to compute figures of merit such as the degree 

of non-monotonic nependence (DoND), which are used to compare the models against the 

experiment. This will be discussed in section 4.1.5. 

 

Fig. 24 Broadband reflection spectra of three types of vertical growth models 
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and Looyenga’s model. (a) Looyenga’s model. Since the available resolution of 

Looyenga’s model in simulation is infinite, the step length of filling factor f is 

different from vertical growth models. (b) – (d) correspond to vertical growth model 

type S, type A and type AS. Very few differences can be observed from the broadband 

spectra. 

Due to the lack of decisive technical support to verify the differences between the three 

hypotheses of vertical growth models (type A, type S and type AS), this work uses the reflection 

spectra of broadband simulation to expand the exploration of these models, and the results are 

shown in Fig. 24. As Bruggeman model and Looyenga’s model are two of the most commonly 

used tools to describe the characteristics of mixtures, here Looyenga’s model is selected for 

comparison. A comparison between Bruggeman model and Looyenga’s model will be given in 

section 4.1.4 to verify these two models show high consistence in each other when using the 

VO2-based films discussed in my work as the benchmark. 

4.1.3. Temperature-dependent reflection measured at certain wavelengths 

To explore how different theoretical models are used to describe the VO2 phase transition, the 

three main physical parameters involved in the experimental results and calculations of this 

work are reflection R, temperature T and volume fraction factor or filling factor f. The 

experimental results from Fig. 23(b) can directly reflect that the reflection is dependent on the 

temperature. However, both VGM and EMM are proposed based on the assumption that the 

characteristics of VO2 during the phase transition is dependent on the volume fraction factor f, 

which also means the reflection is dependent on f. Because the experimental data from the 

laboratory is measured at different temperatures, while the variable used for calculations is 

volume ratio, it is fundamental to prove that there is a direct correlation between the two 

variables, and the changes in the reflection characteristics caused by their monotonic changes 

are consistent before I can compare the calculated results and experimental results. 

A useful method for establishing the relationship between two variables is to use an 

intermediate variable directly related to both of them to filter pairs of target variables that can 

produce the same or similar intermediate variable values, to establish a model that can describe 

the relationship between these two variables through mathematical fitting and other methods. 

In this work, the main difficulties that can be predicted are: (i) If there is a certain difference 

between the experimental data measured in the two pure phases and the values of two ends of 

the simulation model, it will greatly affect the accuracy of the fitting, which reduces the 

credibility of the entire method; (ii) Compared with the EMT models that allow adjustment of 

the interval of volume fraction factor, the vertical growth models are limited by the resource 
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requirements of finite-element calculation and cannot achieve dense sampling so that the fitting 

error may increase. (iii) The concept of volume fraction or filling factor is introduced by EMM 

to analyse homogeneous media. As I pointed out when introducing VGM, the basic assumption 

of EMM (the inclusions and the matrix are mixed to homogeneous media) does not match the 

actual situation, so volume fraction f and temperature T can only correspond numerically, but 

not physically. Next, I will explain how I establish the numerical relationship between f and T 

for further analysis. 

 
Fig. 25 Example of a relationship curve to convert temperature T and volume 

fraction factor f to each other (1550 nm). The y-axis variable f is selected from 

simulation data that the corresponding reflection is equal to experimental results 

measured at certain temperature. The values of temperature are set manually, and 

calculations are executed by MATLAB. (The fitting parameters calculated: W = 

7 × 10−19, Thalf = 347 K.) 

The thermal hysteresis data (measured during the heating and cooling process respectively) of 

reflection versus temperature for the fabricated VO2 sample illuminated by a light source whose 

wavelength varies from 1.4 μm to 2μm is measured to extract the R-T (reflection-temperature) 

data pairs. For any certain wavelength (still begins at 1550 nm), establish a vertical growth 

model and an effective medium model and extract R-f (reflection-filling factor f) data pairs by 

simulation. By Eq. (8), filling factor f can be expressed as a continuous function related to T, 

which means for any value of T within the domain where Eq. (8) is applicable, a corresponding 

f can be found. The reflection efficiency is selected as the correlating variable. For the reflection 

value of every sampling point in the experiment (step length is 2.5 ℃), a pair of temperature 



68 
 

and filling factors can be found that contribute to the same reflection. These data pairs are used 

to describe the relationship between temperature and filling factor by non-linear fitting. With 

plenty of data pairs, other coefficients in the equation can be determined. For those points where 

the corresponding value cannot be precisely located in the vertical growth model or EMT model 

due to accuracy limitations, select the one with minimum error in reflection instead. It is 

because the step length of experimental measurement is 2.5 ℃, which affects the accuracy of 

reflection graphs of the experiment group, particularly the area where the reflection changes 

sharply. On the contrary, the curve produced by analytical calculation consists of an infinite 

number of data points theoretically. The main effect of this difference is the loss of experimental 

data points as shown in Fig. 25, when the temperature increases from 70 ℃ to 80 ℃. 

Fig. 25 shows a curve plotted by pairs of f and T. By filtering out the f and T whose reflections 

under the effective accuracy are closest to the experimental values, MATLAB can fit these two 

variables with mathematical modules (according to Eq. (8)). Since the formula depicts the 

dependence of f on T, the data pairs of f and T that contribute to the same reflection values are 

directly plotted as red scatters in Fig. 25, and the relationship fitting curve is plotted in the same 

graph. From the f curve it is more obvious that how fast the phase transition is. Actually, limited 

by the temperature step length, there is more error at the deep than expected, which is also what 

to improve in the future. However, as the values at the two ends (pure insulating and metallic 

phases) always overlap, and there are also a few effective points that overlap well near the deep, 

the fitting results can still be though to be reliable. 

4.1.4. Reflection analytically derived from theoretical models 

I first test the Bruggeman model and the Looyenga model, two frequently adopted EMMs, by 

trying to reproduce the experimental results (temperature-dependent change in reflection) 

shown in Fig. 23(b). Both models regard VO2 undergoing the phase transition as a binary 

mixture, and they assign a unique effective permittivity εeff to each of these intermediate states 

[92, 201] Although they differ in the exact form of the formula, both models use these three 

parameters to calculate εeff: εins (the permittivity of the pure insulating phase), εmet (that of the 

pure metallic phase), and f (the volume fraction of the metallic phase, a real number that ranges 

from 0 to 1). The Looyenga EMM has a rather straightforward formula [15, 16, 25], which is 

the Eq. (7) given in section 2.2.1. Meanwhile, the Bruggeman EMM is more complicated and 

bears several variants. Here we choose the fundamental, symmetric formula [3, 4] following 

the original deviation, which is Eq. (4). At the beginning, the section will only discuss the single 

wavelength 1550 nm. 
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Fig. 26 Effective permittivity and reflection calculated based on the Looyenga 

(the solid black lines) and the Bruggeman EMMs (the dashed green lines). The 

wavelength is 1550 nm. (a) Treated as an effective medium, VO2 possesses an 

effective permittivity εeff that changes continuously during the phase transition. Each 

state of this effective medium has a unique volume fraction f, which ranges from 0 

(corresponding to the pure insulating phase) to 1 (the pure metallic phase). (b) 

Analytically calculated optical reflection of the multi-layered stack. Reflection at the 

pure insulting phase (Rins), the pure metallic phase (Rmet), as well as the maximal value 

(Rmax) and the minimal value (Rmin) in the whole phase transition are highlighted. (c) 

The analytically calculated reflection can be compared with the experimental 

reflection measured in the heating process, which are the red dots, first shown in Fig. 

23(b), by translating f into temperature T. 

These two formulas are used to produce the effective permittivity εeff of all the intermediate 

states [Fig. 16(a)]. In the calculation, εint and εmet take the values of 2.82 + 0.14 i and 1.72 + 

2.39 i, respectively, which are obtained in our ellipsometry measurement at the wavelength of 

1550 nm [200]. As Fig. 26(a) shows, these two models produce almost identical values of εeff 

throughout the phase transition. Both the real and the imaginary parts of εeff show an almost 

linear and featureless dependence on f (note that the temperature dependence is nevertheless 

nonlinear, as f does not change with temperature linearly). Although both sets of plots of the 

real and imaginary parts of permittivity can be observed to exhibit a certain degree of curvature, 

they have been confirmed to change monotonically throughout the phase transition process (as 

volume fraction f varies from 0 to 1). 

The reflection of the multi-layered stack shown in Fig. 23 is then calculated based on these 

values of εeff and shown in Fig. 26(b). The standard transfer matrix analysis is used, where the 

thicknesses of the VO2 and the SiO2 layers take the experimental value, while that of the Al 

layer is assumed to be infinite. The refractive indices of SiO2 and Al are set as 1.4431 and 

1.5750 + 15.6556 i, respectively [202, 203]. Because of the high similarity in εeff, the two 
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reflection curves produced by the Looyenga and the Bruggeman models are also very similar 

[Fig. 26(b)]. The reflection shows a profound non-monotonic dependence on f: it decreases 

from 0.59 (annotated as Rins and Rmax in the figure) at f = 0 to nearly zero (Rmin) at f = 0.4, before 

increasing to 0.27 (Rmet) at f = 1. 

To directly compare with the experimental results in Fig. 23(b), the R-f curves (reflection versus 

volume fraction) in Fig. 26(b) are then converted to R-T curves (reflection versus temperature) 

and shown in Fig. 26(c). The details of this conversion has been explained in section 4.1.3. By 

viewing the co-existence of the two VO2 phases as a first-order chemical equilibrium [18, 22, 

204], this conversion is achieved by using Eq. (8). Fig. 26(c) shows the R-T curves calculated 

with Thalf = 347 K and w = 7 × 10-19 J ≈ 4.37 eV, and the two curves are compared against the 

experimental results of the heating process in Fig. 23(b). The two analytical R-T curves well 

reproduce the experimental data in most of the temperature range, but deviation at around Rmin 

is also easily noticeable. The analytical Rmin is very close to zero (0.007 and 0.016 in the two 

models), as opposed to an experimental Rmin of 0.15. It is worth noting that, the conversion from 

the R-f curves in Fig. 16(b) to the R-T curves in Fig. 26(c) does not influence the value of Rmin; 

the deviation in Rmin can be traced back to Fig. 26(a), the starting point of effective medium 

modelling. 

 

Fig. 27 Reflection derived from the VGM at the wavelength of 1550 nm. (a) The 

dependence of reflection on the volume fraction f for all the three variants, with Rins, 

Rmet, Rmax and the approximate location of Rmin highlighted. (b) The corresponding R-

T curve of Type S, compared against the curve produced by the Bruggeman model 

and the experimental results. The curves of Type A and AS are omitted here due to 

their similarity to the Type S curve, and the Looyenga curve is omitted as well for a 

similar reason. 

As illustrated in Fig. 27, the new VGM views the VO2 phase transition differently from the 

classical EMMs. Nevertheless, the concept of volume fraction f remains useful: it is now simply 
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the thickness ratio of the metallic layer(s) and the whole film (40 nm here). The R-f curves of 

the three variants (i.e., Types S, A, and AS) are calculated [Fig. 27(a)], by using the same 

transfer matrix analysis and the same values of εins and εmet that are used for Fig. 26. These three 

R-f curves are very similar, and all show a clear non-monotonic dependence on f. Due to this 

high similarity and to improve visualization, only Type S is shown in Fig. 26b as the 

representative of vertical growth models. It doesn’t mean that Type S shows better consistence 

than other two models, but just to facilitate the comparison between different theoretical models. 

The transformation from the R-f curve in Fig. 27(a) to the R-T curve in Fig. 27(b) uses the same 

values of w and Thalf as in Fig. 26. 

Fig. 27(b) also shows the R-T curve produced by the Bruggeman model which is shown 

previously in Fig. 26(c) and the experimental results that are shown previously in Fig. 23(b). 

The analytical values of Rins and Rmet are invariant between the VGM and the BMM, simply 

because they correspond to the two pure phases that are model-independent. The biggest 

difference between the two theoretical models is in Rmin: the VGM generates a value that is 

much closer to the experimental data. To be more precise, the VGM gives better prediction near 

the deep (Rmin). As VGM and BMM have the same starting and ending point (in fact, any 

theoretical model has the same starting and ending point as only pure insulating or metallic VO2 

exists at these two points), the value of the deep determines the shape of entire reflection curve. 

As far as the results are concerned, the advantages of vertical growth models are obvious, 

especially in the region where the phase transition is most rapid, the vertical growth models 

match the experimental results represented by the red scatters well, while BMM produces a 

certain gap. This is basically caused by their difference in the minimum value. Since the shape 

of a single-valley-shaped non-monotonic curve is mainly determined by the two ends and the 

lowest value, the lowest value closer to the experimental result means that the graph is much 

more consistent with experiments to a higher degree. 

When comparing the data obtained on the experimental sample and the results of the two kinds 

of theoretical models, the comparison of absolute values mainly depends on the R-T curve, 

while the R-f curve is used for the comparison of shape. The reason is that the R-T curve is 

basically determined by three points (Rins, Rmet and Rmin), and the influence of non-monotonicity 

on the curve shape is relatively limited, while the R-f image is highly likely to change shapely 

with the change of non-monotonicity. 

4.1.5. Benchmarking using Degree of Non-monotonic Dependence (DoND) 

As shown in Fig. 23(b) and the two figures in section 4.1.4, the temperature response of VO2 
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at the wavelength 1550 nm exhibits a characteristic that the reflection does not change 

monotonically with increasing temperature. When describing a physical process involving 

potential non-monotonic changes, a physical variable that can reflect the trend of change is very 

beneficial to the research. Some studies on VO2 are based on its potential for perfect absorption 

(such as the solar absorber proposed in [186] and THz absorber in [205]). If I assume that the 

reflectivity of VO2 varies monotonically with temperature over most wavelengths, perfect 

absorption is difficult to achieve at pure insulating or metallic phase. Therefore, a parameter 

that can describe the monotonic change (i.e., the relative depth of the deep of reflection curve) 

is of great significance for predicting the performance of VO2 samples. A key novelty of this 

work is that I propose a new figure of merit called Degree of Non-monotonic Dependence 

(DoND) to judge which analytical approach is close to what happens in the real world. The 

DoND can be defined as: 

 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖,𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚)− 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 (16) 

where the variables correspond to the names marked in Fig. 18 below respectively. Rins is the 

reflection value at the pure insulating state (starting point of R-f graph). Rmet is the reflection 

value at pure metallic state (ending point of R-f graph). Rmin is the minimum reflection value of 

the whole graph, which can overlap one of Rins or Rmet. Since the reflection value can be any 

value between 0 and 1 in theory, the theoretical domain of DoND can also be changed from 0 

to 1. A DoND of zero means that the minimum point lies in one of the two ends, which also 

means that the curve changes monotonously. Take the heating curve in Fig. 28 for example, 

DoND can be used to describe the drop of a non-monotonic curve and the extent of its rise from 

the lowest valley. Two different wavelengths, 1345 nm and 1417 nm are selected to show 

different cases when Rins or Rmet.is used to calculate DoND. 

It is important to note that the phase transition of VO2 involved in this work has been 

extensively researched. Its temperature-dependent changes are predictable. If any further 

research involves a very complex physical structure that produces temperature-dependent 

change that does not follow the case where only a single maximum or minimum value can be 

observed, then the concept of DoND or even this work itself cannot be used as direct guidance. 
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Fig. 28 Definition of DoND (Degree of Non-monotonic Dependence). To assist the 

interpretation of the parameter DoND, two examples are provided here, taken at (a) 

1345 nm and (b) 1417 nm on the second sample. The formula of DoND is Min(Rins, 

Rmet) - Rmin. In panel (a), as Rmet is smaller than Rins, DoND = Rmet - Rmin. In panel (b), 

as Rmet is larger than Rins, DoND = Rins - Rmin. 

Fig. 28 shows an example of extracting DoND from an R-T graph at two specific wavelengths. 

For the wavelength of 1345 nm, the reflection measured or calculated at the metallic phase 

(high temperature) is smaller than that of the insulating phase (low temperature). The DoND 

for this wavelength is the absolute difference between Rmet and Rmin. For the wavelength of 1417 

nm, the reflection measured at the metallic phase is higher than that of the insulating phase, 

then the DoND should be Rins - Rmin. This rule applies to all wavelengths within the domain 

chosen for analysis. 

With an analytical method for converting R-f and R-T graphs, it is possible to compare the 

measured results of the VO2 sample with theoretical models including effective medium models 

and vertical growth models at multiple wavelengths. Since the optical properties of VO2 for the 

light of different wavelengths (especially the near-infrared band) are quite different, in order to 

verify the applicability of different models, it is essential to simulate and compare simulation 

results of different wavelengths. In the initial stage of this work, it is shown that the wavelength 

range to be explored is 1.4 μm ~ 2 μm, and the experimental data is collected accordingly. 

Firstly, it is necessary to ensure that the structure has no systematic defects. As mentioned 

before, the Al layer should achieve a reflection of more than 98% in this wavelength domain. 

Therefore, the structure designed in this work (also the dimensions of the experimental sample) 

can be regarded as satisfying the requirements of full reflection [206]. 
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4.1.6. Quantified comparison against the experiment 

In section 4.1.3, the experimental results of temperature-dependent change in reflection over 

the wavelength band from 1.4 μm to 2 μm are provided and 1550 nm is highlighted as an 

example. Then in section 4.1.4, VGM and BMM are applied for analytical calculations, which 

I use to derive the reflection from these two theoretical models. Before drawing any conclusion 

about the vertical growth models over 1.4 μm ~ 2 μm, a comparison at 1550 nm can already 

show some clear results: (i) Near the starting and ending points, both VGM and BMM have 

some matching errors with the experimental data but give almost the same predictions. (ii) the 

main difference between these two models is located at the deep, where the phase transition 

occurs. The deep produced via VGM shows better consistence with the experimental results 

than that of BMM. (iii) At 1550 nm, for the VO2-based multilayer films, the VGM shows better 

performance on the prediction of phase transition behaviour than BMM. 

The next and the most significant step is to extend this conclusion to a wider wavelength band 

and other VO2 samples, which provides the evidence that VGM is applicable to the research on 

phase transition materials. The extension of comparison is carried out in the wavelength band 

between 1.4 μm and 2 μm, where the experimental results can be used as the benchmark. For 

each wavelength where the comparison among VGM, EMM and experimental data is carried 

out, temperature changes from 25 °C to 100 °C, then the temperature-dependent reflection 

output measured or calculated via theoretical models is extracted.  

Since each reflection value now corresponds to two variables: the wavelength and temperature, 

line plots can no longer show the relationship between reflection and these two variables. As a 

result, colourmaps with two variable axes are used to present the results, as shown in Fig. 29. 

Taking Fig. 29(a) as an example, here I’ll simply explain how to read the results in a colourmap. 

The horizontal axis represents the wavelength varying from 1.4 μm to 2 μm, while the vertical 

axis corresponds to the temperature from 25 °C to 100 °C. For each combination of wavelength 

and temperature, a reflection value can be found on the colourmap (note that due to 

measurement error, the reflection can be larger than 1 sometimes in the experimental results). 

By observing the changes in brightness in the colourmaps (the higher the brightness, the higher 

the reflection), the changing trend of reflection with wavelength and temperature can be read 

from these maps. 
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Fig. 29 Maps of reflection R, together with curves of figures of merit extracted 

from the maps. (a-c) Reflection maps in the wavelength range between 1.4 and 2.0 

μm and the temperature range between 25 and 100 °C, obtained from (a) the 

experimental measurement, (b) the Type S VGM, and (c) the Bruggeman EMM. The 

experimental wavelength increments at approximately 1 nm, while the temperature 

points are as shown in Fig. 2(b). The upper limited of the scale bar is set at 1.1, as the 

experimental R is occasionally slightly above unity due to intensity fluctuation in 

light source. At each wavelength, the maximal reflection Rmax and the minimal 

reflection Rmin are highlighted using an orange circular and a blue diamond symbol, 

respectively. The theoretical Rmax always stays at the bottom of the map, overlapping 

with Rins. (d-f) Figures of merit derived from these three maps, showing (d) the 

minimal reflection Rmin, (e) the modulation depth ΔR, and (f) the degree of non-

monotonic dependence DoND. 

Fig. 29 shows how this comparison between VGM, EMM and experimental measurement is 

extended to a broad wavelength range between 1.4 to 2.0 μm. The calculation takes into account 

of the dispersion of SiO2 and Al [202, 203], as well as that of VO2. Due to space constraints, 

Fig. 29 picks Type S of the VGM [Fig. 29(b)] and the Bruggeman EMM [Fig. 29(c)] to compare 

with the experimental results [Fig. 29(a)]. Results of the other two VGM variants (i.e., Types A 

and AS) and the Looyenga EMM can be found in Appendix B. 
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The three colourmaps of Figs. 29(a) ~ 29(c) show a considerable variety of wavelength 

dependence (along a horizontal line in the maps) and temperature dependence (along a vertical 

line). Both the vertical growth model [Fig. 29(b)] and the Bruggeman model [Fig. 19(c)] can 

well reproduce the experimental results [Fig. 29(a)] across the whole wavelength and 

temperature ranges studied here. Nevertheless, consistent with the discussions in the previous 

two sections, small but noticeable differences exist between Figs. 29(b) and 29(c). To magnify 

these difference, other parameters need to be introduced based on the colourmap, which shows 

the reflection value corresponding to each temperature in the entire wavelength range to 

compare VGM and BMM. 

From Fig. 29(d) ~ (f), I introduce Rmin, ΔR and DoND as the figures of merit. Rmin is the 

minimum reflection directly extracted from the colourmaps, which is relative to the design of 

full absorber or low reflection solar devices. The modulation depth ΔR is the absolute drop from 

maximum to minimum reflection. It's the theoretical limit of design with modulation function. 

For example, if the VO2 films can be stabilized at a certain intermediate state where the R 

reaches the minimum value, a larger contrast can be obtained than that between the two pure 

phases. The last figure of merit DoND has been introduced in section 4.1.5 in detail, which 

won’t be explained here. 

Tabulation of these figures of merit (i.e., Rmin, ΔR and DoND) involves one, two and three 

parameters, respectively, from the pool of Rins, Rmet, Rmax and Rmin. Consequently, Figs. 29(d) ~ 

29(f) provides three different perspectives of the original experimental and theoretical data, 

allowing for a thorough examination of the theoretical models. They show that the Type S VGM 

and the Bruggeman EMM are mostly equivalent in their accuracy, with the VGM slightly 

outperforming the EMM in certain cases. The contrast between these two theoretical models is 

particularly clear in the DoND of a 100-nm window centred at approximately 1550 nm. The 

VGM provides an excellent fitting to the experiment, while the EMM can overestimate by as 

much as 0.17. 

To further compare these two kinds of models (i.e., the VGM versus the EMM) and also exclude 

the peculiarities of the results extracted from a single sample, a second VO2 film was fabricated 

and measured, and the same analysis as described above was conducted. This sample was 

fabricated following the same procedures, and the only difference from the first sample was in 

the thickness of the SiO2 layer, which was changed from 1225 nm to 1100 nm. As seen in Fig. 

30, this change in reflection against wavelength keeps the overall shapes of the optical features 

but shifts them to shorter wavelengths. To meet with this change, the beam splitter of the Fourier 

transform infrared microscope was changed from KBr to CaF2, allowing us to access shorter 
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wavelengths down to 1.0 µm. Nevertheless, the shortest wavelength of the data produced via 

theoretical models could not be adjusted and remained at 1.4 µm. It is not limited by the 

ellipsometer, as the original refractive indices used to build both VGM and EMM are from a 

measurement from 1.4 µm to 2 µm. Consequently, only the wavelength ranges from 1.4 to 2.0 

µm can facilitate the model comparison. Nevertheless, on this new sample, we can arrive at the 

same conclusions as mentioned in the preceding section. The VGM and the EMM are mostly 

equivalent in their accuracy in reproducing the experimental results, and the former slightly 

outperforms the latter in some aspects [most noticeable in Fig. 30(c)]. 

 

Fig. 30 The three figures of merit, (a) Rmin, (b) ΔR and (c) DoND for the second 

sample, which has a similar geometric configuration, but wavelength-shifted optical 

features as compared to the first sample. The experimental reflection covers a 

different wavelength range, now from 1.0 to 2.0 μm, but the wavelength range 

available for modelling remains to be from 1.4 to 2.0 μm. 

The results of Figs. 29 and 30 provide critical insights into modelling VO2 phase transition. 

Firstly, it is worth highlighting that, the analytical results of these two figures are computed 

following the same approach of Figs. 26 and 27. The VGM and the EMM use the same input 

values (i.e., the permittivity of VO2, SiO2 and Al, and the thicknesses of VO2 and SiO2) and 

there is no freely tunable parameter. Consequently, the differences between the two analytical 

models seen in Figs. 29 and 30 solely originate from their assumptions of the phase transition, 

i.e., a layer-by-layer transition in the VGM, versus a homogeneously mixed medium in the 

EMMs. Because these two opposite assumptions can both reproduce the experimental results, 

also considering that recent TEM observation has excluded the existence of a phase mixture in 

epitaxial VO2 thin films [26], we conclude that the fundamental assumption of the EMMs could 

be wrong for VO2 thin films. Good fitting between EMMs and experiment does not imply that 

the VO2 thin film under study has any macroscopically uniform phase mixture. 

Interestingly, although the VGM and the EMMs represent two opposite views of the VO2 phase 
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transition, we can transfer one view to the other by allowing for some changes in a VO2 thin 

film at the microscopic scale. For example, consider the Type S variant of the VGM shown in 

Fig. 22(a), where the metallic phase forms a uniform layer at the bottom of the VO2 film. If we 

slice this uniform layer into tiny pieces and allow them to flow freely upwards to different 

heights inside the film, we will obtain a macroscopically uniform mixture of the two phases. 

However, there is still no effective method that allows us to directly observe the changes in 

different components within the mixture during the phase transition process. Therefore, 

hypothetical models (like VGM and EMM) based on different calculation methods are still the 

main means for predicting experimental results, which is also the purpose that I propose the 

VGM. The similarity between the VGM and the EMMs is seen in Figs. 26 and 27 can be 

attributed to the fact that, for a VO2 thin film at an intermediate state, its linear optical properties 

are relatively insensitive to the vertical distribution of the metallic phase. This conclusion is 

supported by the similarity between the three variants seen in Fig. 27(a). At the same f values, 

these variants produce similar reflections, even though they differ in the spatial distribution of 

the two coexisting phases. It is worth noting that, this analysis does not apply to thicker films, 

where optical interference will amplify the differences between these variants of the VGM, as 

well as the differences between the VGM and the EMMs. 

4.2. VO2-enabled tunable metalens 

4.2.1. Parameters of elements in the metalens array 

From the fabrication perspective, benefiting from the support provided by the cleanroom, I can 

grow a VO2 layer with a thickness as low as 40nm, which has been verified in the previous 

work by experiments. The phase transition characteristics of VO2 at this thickness are 

observable at the optical level, while thinner films might not contribute to obvious contrast 

between its two pure phases. In Appendix G, I provide the results to show contrast between 

pure insulating and metallic phase VO2 films when the thickness decreases to 2nm. There is 

some evidence to support that ultra-thin VO2 films may be detrimental to phase transition 

applications: (i) when the thickness comes to 10 nm, the contrast between two pure phases 

experiences a significant drop. (ii) For films thinner than 30 nm, the error in thickness increases 

a lot, which is limited by the ALD process (by using same processing parameters, the error in 

a 20 nm film reaches 36.3%, which is unacceptable). 

However, from Eq. (15), it is convincing that VO2 films of this thickness are insufficient to 

achieve 2π phase coverage and be used in metalens designs that have high requirements for 

phase modulation ability. As introduced in section 3.4, I did parametric sweep on the thickness 
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of both Si and VO2 layers to obtain a combination that provides good phase coverage. Over all 

combinations, Si of 280 nm is chosen to provide a large phase coverage, as materials with 

higher refractive indices (also means large difference between the material and air) show more 

significant light modulation capability. VO2 thickness is set to 180 nm to balance the tuning 

ability and the negative effect on phase coverage. The relationship between them can be 

explained by Eq. (15) as well: (i) the ability of light modulation (I focus on the phase here) is 

determined by the refractive index n and thickness, which makes a thicker layer of Si necessary. 

(ii) The tunability of the device is endowed by the VO2 film. A thicker VO2 film contributes to 

a large contrast between its two pure phases. However, as the n of VO2 at any state is lower 

than that of Si, a too thick VO2 layer will affect the performance of the device. (iii) For a 

complicated device like this, parametric sweep enabled by cluster computing is an efficient way 

to find a proper combination of thicknesses of Si and VO2 layers. 

Then a parametric sweep on side lengths is executed to obtain the element library. The main 

reason for choosing 100 nm to 800 nm as the sweeping range of side lengths originates from 

the planar dimensions of the meta-atom. Here the free-space wavelength λ is 1550 nm. To be 

able to create a smooth output wavefront from the scattering of discrete meta-atoms, the planar 

periodicity of the meta-atoms has to be smaller than λ, ideally by at least a few times. It is 

because diffraction occurs when the light passes through structures (slits or periodic gratings) 

whose dimensions are smaller than the wavelength of the light itself [119, 125]. The metalens 

works based on diffraction, which requires the period of its elements smaller than the work 

wavelength. By balancing several design limitations, I choose a periodicity of 1 μm, as specified 

in Fig. 21. The upper limit of pillar side lengths a and b obviously has to be smaller than this 

value. In fact, a large value of a and b can make the gap between adjacent pillars very small, 

and this creates two problems. First, the adjacent nano-pillars can produce near-field crosstalk, 

and the output wavefront will deviate from analytical prediction. Second, a small gap means a 

high spatial resolution in nanofabrication, which could make future experiment verification 

very challenging. Through my individual etching experience, the etching rate of a certain 

material strongly depends on the aspect of the structure to be etched. For drying etching of Si, 

a gap under 100 nm may cause a large drop in the etching, which consequently results in errors 

in the height of nanopillars. To ensure the etching rate is formal along the entire surface, a 

minimum gap of 200 nm is reserved in the design, which sets the upper limit of pillar side 

lengths a and b as 800 nm. The step length is set to 5 nm, which is possible to achieve with the 

support of E-beam lithography. 
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Fig. 31 Reflection phase with respect to different side length a and b obtained by 

parametric sweep via Lumerical simulation. The values of a and b change at a step 

of 5 nm. The colour corresponds to the reflected phase recorded at the height of 2λ 

above the structure (from 0 to 360 degrees). The difference in the optical phase 

between the two material phases of VO2 is also show to highlight the contrast. The 

incident light is 1550 nm. 

Before analysing the results of Fig. 31, here I describe the simulation method that I used to 

produce the results. Considering the advantages of FEM simulation, it is easier to converge 

(FDTD uses rectangle mesh, which is not as accurate as triangle mesh used in FEM, especially 

at the corners) when performing parametric sweeps on a single-unit model and the results can 

be accessed and saved at any time, here I used COMSOL to collect the data required to establish 

the element library. The geometric structure is built according to the design shown in Fig. 30 

with all dimensional parameters set as Fig. 30 illustrates. A plane wave source of 1550 nm is 

used, which is incident from the top. As the unit works in a metalens array, the boundaries along 

the x and y directions are set to be periodic (for a general separate model, PML can be used 

instead). Perfect Matched Layers (PML) are set on the top and bottom boundaries to avoid 

reflection occurring at these boundaries, as they have special absorption characteristics that 

make them act as effective absorptive buffers in numerical simulation. Side lengths a and b 

[Fig, 21] are variables for the parametric sweep, which correspond to the x and y axis in Fig. 

31. The colour represents the reflected phase calculated at the height of 2λ above the structure, 

changing from 0 to 360 degrees. 

Fig. 31 shows the optical phase of light reflected by the meta-atoms, under plane wave 

illumination from the top. The phase shown in the colourmaps has been wrapped into a range 

from 0 to 2π (360 degrees). With the VO2 segment at the insulating phase, a full 2π phase 

coverage is observed in the library. The same observation can be made with the VO2 segment 
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at the metallic phase. This observation suggests that a metalens can be created by extracting 

elements from the library. By comparing the optical phase between the insulting and the 

metallic VO2, a large contrast is observed, which also covers a full 2π. This observation suggests 

that tuning in the light focus could be achieved by changing the material phase of the VO2 

segment. The colourmaps in Fig. 31 can be regarded as a collection of side length data, and 

each set of side length a and b and their corresponding phase can be extracted from the datasheet 

file, which makes it the ‘element library’. 

4.2.2. Metalens design and setup of simulation environment 

Once the element library in Fig. 31 is built, the next step of the metalens design is selecting 

suitable elements from the library. This is also often the most challenging step of the whole 

design process. What makes it difficult is many factors contribute to the overall performance 

of the metalens, such as the dimensional parameters of each meta-atom and the size of the 

metalens array. Reserve design is widely used as a general solution to it, which means 

determining the details of a metalens derived from the results we want (such as the specific 

phase profile output). 

The process mainly involves mathematical and analytical methods and also applies some 

programming skills. The selection program can be divided into three stages, which are produced 

and run on MATLAB. The first stage includes the definition of key parameters such as the 

dimensions of metalens and the input of the library (read all the variable pairs of side lengths a 

and b and corresponding phase data from the simulation results of parametric sweep). The 

second stage includes the determination of the centre element by exhaustion, the production of 

the theoretical hyperbolic phase profile, the matching between the elements from the library 

and the theoretical profile, and the calculation of the error. The third stage is mainly responsible 

for outputting the results in the form of datasets that can be exported to other software for 

further processing and plotting the results as images for direct access to key information. Some 

critical details of the program will be explained next. Table. 3 below gives a brief outline of the 

procedures. 

Table. 3 Procedures to select metalens elements with the aid of an adaptive algorithm 

Step Procedure Parameters involved 

1 Extract data (phase) from COMSOL and 

output as spreadsheet format. 

a, b and corresponding 

phase φ 

2 Read the data and write them to MATLAB 

matrices. 

a, b and corresponding 

phase φ 
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3 Define the parameters of the metalens. The 

number of elements determined. 

Focal length fl, x and y to 

locate each single element 

in the array 

4 Loop 1: determine the centre element by 

exhaustion. 

𝜑𝜑𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 which is explained 

in Eq. (14) 

5 Produce the ideal phase profile based on 

the centre element and the hyperbolic 

formula 

The calculation is based on 

Eq. (14) 

6 Loop 2: match the phase profile curves by 

all elements in the library 

MSE, cumulative error 

ΔMSE 

7 Determine the elements located in all 

positions that contribute to a minimum 

cumulative error 

 

8 Output the parameters of these elements 

with respect to their position (distance to 

the centre) 

a, b and corresponding x 

and y to locate these 

elements 

 

The results of the parametric sweep are derived from the simulation software COMSOL and 

then written in the form of numerical matrices (for MATLAB processing, usually text form or 

datasheets are applicable) after a series of preprocessing such as normalizing the phase to the 

range of 0 ~ 2π. In these matrices, each unique element design is recorded by a pair of side 

lengths a, b and the corresponding phase φ. New matrices are defined in MATLAB to store 

these parameters. [Steps 1 and 2 in Table. 3] The most important step in stage one is to input 

the size of metalens and the designed focal lengths of both insulating and metallic states [Step 

3 in Table. 3]. As explained by Eq. (12), there is a trade-off between the radius and focal length 

of the metalens. For a given radius, an excessively large focal length means a smaller numerical 

aperture and a consequent reduction in the number of phase periods that fit the hyperbolic 

distribution defined by Eq. (12), resulting in significantly lower power efficiency and quality 

of focus [46]. Conversely, if the focal length is too short, the output from the edges of the 

metalens is bent at a large angle, and the focus can be easily affected by near-field interference 

between adjacent nanopillars. Besides, since the number of elements arranged on the radius is 

fixed, too many phase periods mean fewer data points on every single period, which greatly 

reduces the resolution of the actual phase profile and might cause a failure in focus. By 

considering all these factors, the radius is set to 20.5 μm with 21 elements on the radius 

including the centre element, and the focal length is set to 30 μm at insulating state and 40 μm 

at metallic state respectively. The incident light remains as a plane wave with a wavelength of 

1550 nm. This specific combination of focal length and metalens size can be determined by 
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referring to the NA of the existing designs. For different materials and illumination conditions, 

different initial conditions should be selected for the first attempt, and adjustments should be 

made based on feedback. 

The matching process in the second stage is mainly based on the error between the whole set 

of elements and the theoretical pattern [Steps 4 to 7 in Table. 3]. The main indicator used to 

compare different solutions is the sum of the mean square error (MSE) of all units. The element 

that requires special treatment in the selection program is the centre unit. Its phase determines 

the phase offset required to match the theoretical hyperbolic profile and thus plays a decisive 

role in the entire array. Excessive deviation in the initial phase can strongly interfere with the 

unit selection. To avoid this situation, the MSE-based selecting program is split into two main 

loops: the first loop is used to exhaustively enumerate the centre unit to ensure that all selections 

are compared when each element in the library works as the centre unit [Step 4 in Table. 3]. 

The second loop follows a general idea that matches each unit in the metalens array in order 

and obtains the sum of MSE for comparison [Step 6 in Table. 3]. This program can efficiently 

find a set of solutions with the smallest MSE at both phases of VO2 when the number of 

selectable elements is limited. The formula used to produce target phase profiles is the modified 

hyperbolic formula, which is modified from the general form in Eq. (12), but with an offset 

phase value that is equal to the phase produced by the centre element: 

 𝜑𝜑(𝑑𝑑, 𝜆𝜆,𝑓𝑓𝑓𝑓) =
2𝜋𝜋
𝜆𝜆
��𝑑𝑑2 + 𝑓𝑓𝑓𝑓2 − 𝑓𝑓𝑓𝑓� + 𝜑𝜑𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 

(17) 

It is also worth mentioning that this scheme defines the weight factor of insulating state and 

metallic state, and results with a relatively smaller error in one of the states can be obtained by 

changing the weight factor value. In this work, the weight factors of the insulating and metallic 

state are 0.5 and 0.5 respectively, while it can be tuned for other designs (e.g., switchable 

metalens that focus at one phase but defocus at another working state). The matching results 

are shown in Fig. 32. The phase profiles of the insulating state and metallic state are plotted 

separately. The continuous curves are the theoretical profiles produced by hyperbolic functions. 

The hyperbolic function applied in this step is Eq. (17). The offset phase is equal to the phase 

of the centre unit. For Fig. 32(a) and 32(b), the focal length fl is set as 40 μm. For Fig. 32(c) 

and 32(d), fl is set as 30 μm. 

To exhibit the periodic phase gradient and highlight the periods, Fig. 32 (a) and (c) are produced 

by wrapping the original profiles shown in Fig. 32 (b) and (d). The dots correspond to the units 

arranged along the radius. Among these graphs, blue curves correspond to the phase profiles 

when VO2 work at the insulating (low temperature) phase, while the red curves represent the 
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metallic phase (high temperature). The phase profiles produced based on Eq. (14) are smooth 

curves as Fig. 32 (b) and (d) show, which can be approximated by arranging several discrete 

elements along these patterns. Black dots represent the simulation phase of the selected 

elements from the library. It can be observed that the matching to the theoretical curve of the 

insulating phase is much better than that of the metallic phase in terms of the first 2π period. 

The main reason is that the refractive indices extracted from these metallic elements are far 

from the optimal profiles. However, if we unwrap the phase distribution curve in Fig. 32 (c) 

and obtain the plots in Fig. 32(d), the errors actually contribute to a limited effect on the phase 

gradient along the radius of metalens. 

 

Fig. 32 Target (solid lines) and simulated (dot) phase profile along the x direction. 

(a) and (b) are phase profiles for the insulating VO2 metalens determined by 

hyperbolic distribution. The phase of matching elements are plotted as black dots. (a) 

is obtained by wrapping (b) back at +2π. (c) and (d) are phase profiles for the metallic 

VO2 metalenss, with (c) as the wrapped version of and (d). The 21 dots in each panel 

correspond to the elements along the radius of metalens. 

The last stage of the design is the export and visualization of data. FDTD is used to implement 

this step. FDTD is a numerical method that discretises the simulation space into rectangular 

mesh, then calculates the electromagnetic fields in these mesh cells by Maxwell’s equations. 

The calculation is repeated within the set time domain, which allows the calculation to be 



85 
 

extended to an extra-large structure or a huge amount of mesh cells. The platform I use for 

FDTD is Lumerical, which is widely used in numerical simulations of nanophotonics and 

optical devices. 

Since the metalens structure is ultimately to be implemented in FDTD simulation on Lumerical, 

I use an efficient workflow: as the main variables in this design, side lengths a and b, and the 

distance to the centre d for positioning are exported as data sets. I have written a set of programs 

that can automatically draw the pattern from the top view based on the official instructions of 

L-edit. By running this macro script on L-edit, the pattern of metalens can be exported in GDSII 

format and used directly for geometric model creation on Lumerical. This means that only the 

thickness and physical conditions need to be defined during the simulation. There is no need to 

review the dimensions of specific meta-atoms, which improves the efficiency of repeated 

simulation and verification. Considering the scale and mesh size of the metalens, to reduce the 

simulation load, I take advantage of the four-fold rotational symmetry of metalens and only 

simulate a 1/4 of the total area. The output of the whole metalens can be derived from the 

simulated results based on the symmetry. The pattern generated in L-edit is shown in Fig. 33 

below. The parameters of elements are listed in Appendix C. 

 

Fig. 33 Layout of the designed metalens pattern viewed from above. The 

dimensions of each element are determined by using a MATLAB program. The 

values are then imported via c++ scripts. This layout view is output by L-edit. 

L-edit is usually used to design masks and provide patterns for photolithography and other 

patterning processes in the fabrication process. Here I mainly use its function of outputting 
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GDSII files to reduce the complexity of the model design by completely importing the metalens 

structure into Lumerical. By simply replacing the dimensional parameters and focal length of 

the metalens to design, different matrices generated by MATLAB can be quickly imported into 

the simulation tool in this way, thus significantly saving preparation time before simulation. 

4.2.3. Binary focus tuning implemented by numerical simulation 

 

Fig. 34 Distribution of electric field intensity to show binary tuning of the 

metalens. (a) Normalised electric field intensity in the reflection, clearly revealing a 

focus. The focal length extracted from the results is 39.27 μm. The VO2 is at the pure 

insulating phase. (b) The output of the same metalens corresponding to the pure 

metallic phase. The focal length is now 30.00 μm.  
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As described in the previous section, the target functionality of this VO2 metalens is binary 

focus tuning. The metalens is designed to focus light at a distance that differs between the pure 

insulating phase and the pure metallic phase. This binary tuning is successfully observed in 

numerical simulation, and its characteristics are analysed in detail in this section. 

After importing the GDSII file into Lumerical, a 2D planar pattern is generated, in which the 

length and width of each single unit are directly imported. Following the parameters shown in 

Fig. 21, the thicknesses of the VO2 layer and Si layer are set to 180 nm and 280 nm respectively. 

A square Si substrate is used as the substrate of the metalens. Its thickness is set as 4.65 μm. 

The structural dimension is an integral multiple of the incident wavelength, which is beneficial 

to the settings of ports and monitors), following the value used in the COMSOL simulation. 

The diameter of the entire metalens is 41 μm, and 41 repeat units are arranged along the 

diameter including the centre unit. The Si substrate is a square with a side length of 41 μm. The 

edges of the substrate set the boundaries of the FDTD simulation range in the xy-plane. For the 

z direction, the simulation extends from the bottom surface of the Si substrate all the way up to 

60 μm above the surface of metalens. 

Fig. 34 shows the binary focus tuning of the metalens, with the VO2 at the low-temperature 

insulating phase and the high-temperature metallic phase in Fig. 34(a) and 34(b), respectively. 

The colour maps show the normalized intensity of the output electric field intensity in the xz-

plane. They reveal the position and the size of the focus. It is clear that the metallic phase 

corresponds to a shorter focal length. The target functionality of binary focus tuning is 

successfully observed in these simulated device outputs. To numerically observe the pattern of 

intensity change, the curves of the field intensity changing along the x and z directions are 

displayed on the side of the 2D image of the electric field distribution map. These curves will 

be used later to show how to extract physical parameters, as shown in Fig. 35. 
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Fig. 35 Extraction and calculation of focus parameters at insulating state. (a) and 

(b) Intensity distribution along x and z direction for insulating phase. (c) and (d) 

Intensity distribution along x and z direction for metallic phase. The horizontal dot 

line corresponds to the half-maximum intensity, where the erengy fall is -3dB with 

respect to the peak. The vertical dot line corresponds to the vertical position where 

the intensity peak appears, which can be used to measure the focal length. The method 

to extract full width at half maximum (FWHM) and depth of focus (DoF) are marked 

on the graphs. 

The size and the depth of the focus can be extracted from the field maps shown in Fig. 34, by 

plotting out the field intensity along straight lines that pass across the centre of the focus. These 

graphs are shown in more detail in Fig. 35. Based on the intensity distribution along the x-axis, 

the full width at half maximum (FWHM) of the focus can be extracted. Based on the intensity 

distribution along the z-axis, the focal length and the depth of focus (DoF) can be extracted. 

Both FWHM and DoF are parameters to describe the shape and size of the focal point, which 

are significant for the evaluation of the device design. These values are listed in Table. 4 as 

shown below. It is worth mentioning the focal length here. The designed values are 40 μm and 

30 μm for the insulating and the metallic VO2, respectively. The corresponding simulated values 

are 39.27 μm and 30.00 μm. The design and the simulation match very well. Considering that 

the units used to build the metalens are not perfect, this matching results show the design 

tolerance of the metalens I design.  
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Table. 4 Focus parameters calculated at the insulating and metallic phases. Focal length 

fl and reflection intensity are directly read from the simulation results. Full width at half 

maximum (FWHM) and depth of focus (DoF) are extracted to be compared with the 

wavelength of incident light (1550 nm) to show the change in focus during binary tuning. 

VO2 phase  fl (designed) fl (simulation) FWHM/λ DoF/λ Reflection intensity 

insulating 40 μm 39.27μm 0.563 8.845 0.093 

metallic 30 μm 30.00μm 0.485 6.161 0.13 

 

From Fig. 35 and Table. 4, the change in size of the focus point is acceptable and supports the 

implementation of binary focus tuning. Considering that the optical properties of VO2 show 

continuous changes during the phase change process, I selected several intermediate states for 

simulation calculations and extracted their focusing conditions. The specific results are 

elaborated and discussed in the next section. 

4.2.4. Quantified analysis of the tunable metalens 

After achieving binary focus switching at the simulation level as stated in section 4.2.3, I make 

attempts to explore the possibility of implementing other optical functions such as continuous 

tunability. To this end, I conduct the analysis based on the original metalens array (i.e., retaining 

the choice of units from the previous section).  

In Appendix C, the dimensional parameters of all 21 units along the x-direction have been 

obtained. Based on this, I extract the output phase of these 21 units in a separate simulation. 

The simulation settings are totally same to that I use for parametric sweep: I set one unit and 

all boundaries periodic, then the unit works individually without the effect from other structures. 

In order to more clearly show the regulations of phase change rather than change in the absolute 

values, I normalize all the output phases to obtain Fig. 36 below. The basis is from Fig. 32. If 

the phase profile of the entire x-axis of the metalens is wrapped into 2π, it can be found that the 

output phase of the unit at some positions increases with the phase transition from the insulating 

state to the metallic state. On the contrary, the output phase at some positions decreases. 

Therefore, in an ideal situation, if the phase change of each unit at the corresponding position 

follows the change law of the phase profile, it is theoretically possible to achieve continuous 

focus tuning. 
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Fig. 36 Graphs of normalised phase against filling factor f of units along x-axis. 

The phase is normalized to 0 ~ 1 to show the changing trends in similar scales. First 

column corresponds to element 1~7 from centre, which are arranged along the radius. 

The second and third columns show output phase graphs of element 8~14 and 15~21, 

respectively. 
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Fig. 36 shows the change in the output phase during the phase transition of several 

representative elements to support the conclusion that the reflection characteristics of elements 

in the metalens array are not regular, which makes it difficult to generalize a useful conclusion 

for further design of continuously tunable metalenses. As the filling factor f increases from 0 to 

1, some elements show a monotonic change in the phase, while some exhibit a non-monotonic 

change. The change doesn’t follow any patterns such as the dimensions of these elements. As a 

result, I failed to explain the implementation of continuous focus tuning based on the reflection 

characteristics of these individual elements. Nevertheless, given that the metalens is somewhat 

tolerant to imperfections in some of its units (since the output of the metalens is the result of all 

the units working together, it does not necessarily match the behaviour predicted by a single 

unit), I still do simulation on the continuous focus tuning, and the results are described in detail 

in section 4.2.5. 

4.2.5. Continuous focus tuning and extended applications 

As discussed in results of vertical growth models stated in 4.1, the refractive index of VO2 

changes continuously in the phase transition, and this change can be described using various 

theoretical models. Although the metalens here is designed to produce a binary focus change, I 

have calculated its focal properties with the VO2 segment at a series of intermediate states. 

Interestingly, a gradual change in the focal length is observed in the simulation, and the results 

are discussed in this section. 

To extend the simulation from the two pure VO2 phases to the intermediate states, the complex 

refractive index of these intermediate states has to be calculated first. Here, I choose the 

Looyenga effective medium model and list the calculated results in Table. 4. I have not used 

the vertical growth model described in the previous chapter. There are two reasons to stop me 

using the vertical growth model proposed by myself: (i) the structure used in this work (Si-

VO2-Si) involves a large amount of interfaces, which contributes to a significant increase in 

simulation workloads. (ii) For analytical methods, the 3D structure is not multilayer film 

anymore. Instead, there are air gaps between the units, which makes it impossible to apply 

transfer matrix methods or other calculation tools that are only applicable to flat films. As a 

result, Looyenga’s model is used as an alternative. It is expected that the vertical growth model 

would produce similar results here, based on the conclusions of the previous chapter. Following 

the discussion of the previous chapter, the filling factor f is used here to characterize the 

intermediate states. In Table. 4, its value is tuned from 0 to 1 at a step of 0.1, and the complex 

refractive index associated with each f value is listed. The wavelength is 1550 nm. Both the real 

part and imaginary part of the refractive index show a monotonic dependence on f. 
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Table. 4 Refractive indices of VO2 used in the metalens simulation. The refractive indices 

of the two pure phases (i.e., f = 0 and 1) are experimental values obtained in our own 

measurements. The refractive indices of the intermediate states are computed using the 

Looyenga effective medium model. The wavelength is 1550 nm. 

Volume fraction factor f  Real refractive index n Imaginary refractive index k 

0 (insulating) 2.469 0.0557 

0.1 2.400 0.297 

0.2 2.331 0.538 

0.3 2.263 0.779 

0.4 2.194 1.020 

0.5 2.125 1.261 

0.6 2.056 1.502 

0.7 1.987 1.744 

0.8 1.919 1.985 

0.9 1.850 2.226 

1 (metallic) 1.781 2.467 

 

By using these refractive indices in the same simulation process, a total of 11 field maps are 

obtained, each corresponding to a unique value of f. Fig. 37 below lists all of these maps. 

Fig. 37 lists the 11 field maps corresponding to the work states of metalens during the VO2 

phase transition as the filling factor f changes from 0 to 1. The focus exhibits a regular change 

in both its size and position. When f = 0 (VO2 works at pure insulating phase), the focal length 

reaches the maximum value (39.27 μm). As f increases with a step of 0.1, the focal point moves 

down along the z direction, which means the focal length decreases. The decrease in focal length 

continues until f = 1 (VO2 works at pure metallic phase). As for the size of focus, it experiences 

a certain degree of expansion when f increases from 0 to 0.2, and then shrinks all the way down 

to its minimum until f = 1. Judging from only the 11 points selected and listed in Fig. 36, during 

the entire phase transition process of VO2, this metalens achieves a monotonic and continuous 

change in its focal length (serious monotonicity needs to be verified). 
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Fig. 37 Electric field distribution in xz-plane that shows the position and shape 

of focusing point. The x-axis of all graphs are the position along x direction. The y-

axis of all graphs are the position along z direction. The colourmap represents the 

normalized electric field intensity. Filling factor f varies from 0 to 1 with a step of 0.1, 

which simulates the phase transition of VO2 from pure insulating phase to metallic 

phase. 

The focal length and the FWHM of the focus are then extracted using the same method that is 

used for Fig. 36 shown in section 4.2.4. To summarise this method, it contains these main steps: 

(i) The output electric field is simulated first. (ii) The focal length is then extracted from an 

intensity monitor that passes through the centre of the metalens in the vertical xz plane. The 
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extracted value provides the information of the focal length. (iii) The simulation model is then 

slightly modified by adding an intensity monitor in the horizontal xy plane. The vertical position 

(i.e., the z position) of the monitor depends on the result of the previous step, which reveals the 

height of the focus centre. (iv) The simulation is then repeated, and the new monitor provides 

the information on the FWHM of the focus. By repeating these four steps over all the f values, 

I obtain the results shown in Fig. 38. 

 

Fig. 38 Continuous tuning of the VO2 metalens. (a) The dependence of the focal 

length on the filling factor f. The scatters and lines are simulation results from 

Lumerical on the whole metalens. The green curve is obtained by non-linear fitting 

based on the original phase output by COMSOL. Note that the scale of y-axis (focal 

length) is from 30 μm to 40 μm. (b) The dependence of the focal width (i.e. FWHM) 

on the filling factor f. Note that the scale of y-axis (focal width) is from 0.74 μm to 

0.88 μm. 

Fig. 38 shows the dependence of two focus characteristics (the distance and the size of the focus) 

on the filling factor f. As each value of f corresponds to a specific temperature in the phase 

transition, the results of Fig. 37 directly reveal the temperature-based tuning of the VO2 

metalens. It is clear that both the distance and the size of the focus change continuously with f. 

It means that they will also change continuously with temperature in the temperature window 

of the phase transition. The dependence of the focal distance on f is particularly interesting 

because it shows that the metalens could be used for continuous zooming. This continuous 

zooming could be achieved by temperature control and does not require any mechanical 

movement. In fact, I have used a similar approach in my exploration of VGM, which is to install 

an independent heating plate on the bottom of the device. This heating plate can increase or 

decrease the temperature of the device in step lengths of about 2.5 ℃. For reflective metalenses, 

the heating plate will not have any effect on the optical path, so it is more conducive to 

temperature monitoring. For transmissive designs, more complex heating methods such as ring 

heating circuits are required. 
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I have provided an estimation of the focal length at each value of f and shown it in Fig. 38 as 

well. The estimation is based on a hybrid method that combines COMSOL numerical 

simulation and the analytical equation of Eq. (17). At each f, I first numerically simulate the 

phase profile of all the meta-atoms across the metalens. This phase profile is then analytically 

fitted using Eq. (17). This fitting produces an estimated focal length. The results are plotted to 

produce the green curve in Fig. 38, which is close to the pure numerical results. Although a 

generalised method for designing continuously tuneable VO2 metalens has not been achieved, 

I have made some attempts based on the existing simulation results. This part of the work is 

detailed in Appendix D. 

4.3. Fabrication work 

4.3.1. Exploration on ICP etching rate of Si 

To fabricate the metalens I designed and stated in section 4.2 and use it for further 

measurements, I have made a series of experimental preparations, including receiving training 

in E-beam lithography resist coating, inductively coupled plasma (ICP) etching, ALD and other 

correlative experimental procedures. Limited by the feasibility of the design and the supply of 

the VO2 precursor (TEMAV), the experiment has not been completed. Since ICP etching is 

essential for all fabrication processes my work may involve to reshape the Si structure for 

further deposition of VO2, here I briefly discuss a series of tests that I have conducted in testing 

the ICP etching process. 

There are three main etching methods that our cleanroom provides technical support to, 

including ion beam etching (IBE), reactive ion etching (RIE) and inductively coupled plasma 

RIE (ICP). I have been trained in all three etching methods. When it involves the etching 

process of Si, ICP is my first choice due to its high anisotropy (can achieve sidewalls nearly 

vertical) and high etch rate. Roughly speaking, ICP is based on RIE, with extra induced electric 

fields on the sides of the chamber to enhance the impact of plasma beams on the target materials. 

It thus can increase the intensity and the aspect ratio of etched patterns. Since the structures my 

work involves are basically on the nanometre scale, precise control of the etch rate control is 

essential. Here I will use Si as an example to introduce how I determine the etch rate of ICP. 

Among all factors to affect the etch rate, ICP power and RF power play a decisive role [207]. 

During all recorded etching processes, the ICP power fluctuates from 799 W to 800 W, with a 

reflected rate from 1.25% to 7%. The RF power floats from 49 W to 51 W, with a reflected rate 

from 9.9% to 16%. It can be basically considered that these two power indicators are stable, 

and the errors caused are within the acceptable range. Other factors that may influence the etch 
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rate include (i) the size of the carrier wafer, which affects the reflection of plasma beams. (ii) 

The materials of the carrier wafer and chips (or wafer) to etch. (iii) The recipe of the etching 

process. In our cleanroom, vertical etching (VE) and shallow etching (SE) are two commonly 

used recipes to provide different etch rates. 

 

Fig. 39 Etch rate measured from different SOI-based samples with different 

etching recipes. There are two recipes commonly used in our cleanroom for a-Si 

etching: vertical etching (VE) and shallow etching (SE). For each sample, the etching 

is divided into 3 stages. (a) Comparison among SOI dummy chips using VE and SE 

recipes and placed on different carrier wafers respectively. (b) An 8-inch Si wafer is 

used as the carrier. The bare SOI chips are compared with the SOI chips coated with 

ZEP520A in terms of the etch rate. 

The results are shown in Fig. 39. In Fig. 39(a), SOI dummy chips are used for etching tests. 3-

stage etching is used to get feedback from experimental measurements and adjust the process 

time, which is designed to prevent the negative impact of systematic errors. Note that one group 

is set to be over-etched by using the thinner Si layer. In Fig. 39(b), another sample with the e-

beam resist ZEP520A coated on the Si is also measured. Some simple conclusions can be made 

from Fig. 39(a): (i) the etch rate of the VE recipe is much faster than that of SE. (ii) By 

comparing the results of 8-inch carrier and 6-inch carrier groups, a smaller carrier wafer 

contributes to a higher etch rate. (iii) At the moment when the Si layer is completely etched 

(SiO2 exposed), the etch rate exhibits a rapid decrease. For a mixture of two materials, the etch 

rate will not be equal to that of etching them separately. The etch rate measured from the ZEP-

coated sample also supports it. 

4.3.2. Fabrication of embedded VO2 fillings 

In this section, I will introduce a design based on VO2 filling embedded in the Si substrate. This 

design is carried out after I completed the initial proposal and exploration of VGM, aiming to 
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find a more accurate description of phase change behaviour and causes through more complex 

structures. Since this design has not been completed and used for characterisation, its functions 

and correlative theoretical background will not be described in detail. This section will focus 

on the completed experimental part and introduce the fabrication processes related to VO2. The 

schematic of the device and the entire fabrication process are shown in Fig. 40. As of the time 

of writing this thesis, all procedures before the coating of Al2O3 and dry etching of VO2 have 

been completed. 
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Fig. 40 Fabrication process of the embedded VO2 filling. The basic element of this 

device is the cylinder VO2 filling buried in the Si substrate. The depth of these fillings 

is 0.5 μm. The diameters varies from 200 nm to 400 nm with a step of 50 nm. The 

main fabrication procedures are shown in the figure, which include: resist coating, E-

beam lithography, etching, and ALD. The dimensions do not reflect the true scale of 

the structure. 

The process starts with the E-beam lithography. The ZEP520A is coated at 4000 rpm for 60 

seconds, which produces a resist film of ~400 nm. ICP etching is then executed to produce 

holes with a high aspect ratio for VO2 to fill. Then as introduced in section 3.1, I choose ALD 

as the method to deposit VO2 (to be more precise here it remains VOx as the ratio between 

vanadium and oxygen is not determined yet) into these holes. Then the top layer of VO2 films 

is etched to reshape the surface, which aim to eliminate the interference with the VO2 fillings. 

Annealing process is then done to precisely control the ratio between vanadium and oxygen, 

which means the VO2 used for functional targets is as pure as possible. The final step is to 

deposit a thin Al2O3 film onto the top by ALD. As described before, the phase transition of VO2 

causes a non-negligible density change, which is around 5% in volume. The Al2O3 film is 

required to limit the volume change of the VO2 films, thereby constraining its phase transition. 

The design was originally intended to explore the possibility of artificially interfering with the 

phase transition, but ultimately, I failed to characterise them experimentally. 

Here I’ll detail some of the procedures in Fig. 40. After developing the sample at room 

temperature for 90 seconds in ZED N50 and 30 seconds in IPA, ICP etching is completed to 

produce the grooves. The selectivity of ZEP520A: Si is 1:3 theoretically, but according to the 

tests shown in Appendix E, ZEP520A of 400 nm can support the etching of Si up to around 800 

nm, which is sufficient for this design. The resist is then stripped by ultrasonic treatment in 

NMP solution at 60 ℃ for 4 hours. The ALD of VO2 is detailed in Chapter 1. The main materials 

involved are TEMAV precursor, H2O (oxidant), N2 or Ar (carrier). The TEMAV is heated to 

85 ℃, then the growth occurs at 150 ℃. Before the annealing process, the chip is cleaved into 

small chips for different annealing conditions. The annealing (crystallization) is processed in 

an Agile Nanofab system. The initial condition is set according to VO2 of 500 nm, which is 

400 ℃, 1 Torr, 4 hours. The mask design layout is shown in Fig. 41, and the photo and SEM 

images of these chips are shown in Fig. 42.  
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Fig. 41 Layout of mask design for E-beam lithography. (a) Original design used 

to fabricate the experimental sample. The 2-inch chip is divided into 15 small chips, 

each of which consists of 10 square arraies of VO2 filling structures with different 

diameters. Bars are designed on two of them for cross-section view of SEM. (b) 

Optmized design that reduces the number of arraies. Dummy areas are set to test the 

etch rate during the patterning process. SET bars are remained. 

In Fig. 42(b) and (c), the most obvious manufacturing defect and also a design discrepancy is 

the bulge near the corners of holes. The reason that may contribute to these high corners: (i) 

there is a difference between the pressure inside the chamber and that in the holes, which 

contribute to the formation of cavities during the growth process. (ii) The theoretical growth 

rate along different directions of ALD is same, so at the corners of these holes, the VO2 

deposition will be faster than average as horizontally grown and vertically grown VO2 overlap 
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here. Then the corner will turn to be larger, which in turn affects the gas entering these holes. 

This may also result in uneven filling with in the holes. 

 

Fig. 42 Photo and SEM images of the VO2 filling structure buried in the Si 

substrate. (a) The photo shows the overall view of the 2-inch chip. (b) and (c) are 

the SEM images of the array where the diameter of VO2 filling is 200 nm at different 

zoom scales. (d) and (e) are the SEM images of the array where the diameter of VO2 

filling is 400 nm at different zoom scales. The rough measurement of the period, the 

width of the VO2 filling (including the overflow area at the edge) and the inner 

diameter are marked. 

It can be observed from Fig. 42 that, unlike the expected situation of using the isotropic growth 

characteristics of ALD to uniformly coat VO2 on the sidewall to fill the holes on the Si substrate, 

the holes in the 200 nm group are basically filled, while those in the 400 nm group are far from 

being completely filled. To further study the growth of VO2, I measured the roughness of the 
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sample surface using atomic force microscopy (AFM) and plotted the estimated 3D graph of 

the 200 nm and 400 nm groups as shown in Fig. 43. 

 

Fig. 43 AFM images of the VO2 filling structure buried in the Si substrate. (a) 

The 2D top view of the array where the diameter of VO2 filling is 200 nm. (b) The 

2D top view of the array where the diameter of VO2 filling is 400 nm. (c) and (d) are 

the corresponding 3D graphs plotted by measuring the thicknesses of sampling points 

on the surface. The roughness of the surface can be obtained by analysing the relative 

height difference between sampling points. 

As can be seen from the 2D images, as an imaging tool, the quality of the 2D images generated 

by AFM is not as clear as that of SEM. However, AFM can be used to roughly estimate the 

roughness of a surface, benefiting from its working principle of measuring the relative 

displacement through a probe to calculate thickness. From Fig. 43(c) and Fig. 43(d), the surface 

roughness of the 400nm group is significantly higher than that of the 200nm group, especially 

in the raised parts around the holes. Although it is difficult for AFM to accurately measure the 

voids inside the holes due to the limitation of the probe size, it can still be inferred from the 

existing results that as the deposition thickness via ALD increases, these holes are not filled as 

uniformly as expected. Rather, a large error can be observed. 

Due to the limited supply of VO2 precursors and the training schedules for characterisation 

experiments, this work stopped here. Although no complete results were provided for 
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publication, this work still provided me with valuable experience in independently completing 

the fabrication of VO2 films and can serve as a reference for proposing more promising VO2-

enabled phase transition devices in the future. 

4.3.3. The phase transition of ultra-thin VO2 films 

 

Fig. 44 Reflection of VO2 films of different thicknesses. The VO2 sample has the 

same structure as that used in Chapter 2 (VO2 film grown on SiO2 of 1225 nm, Al of 

100 nm). VO2 thickness varies from 2 nm to 40 nm. The reflection at the insulating 

phase and metallic phase are recored, then the difference is calculated to show the 

contrast (theoretical phase transition feature). 

Another application form of VO2 that has attracted research interest is the phase transition in 

the ultra-thin state. By molecular beam epitaxy, VO2 films thinner than 2 nm can be grown, but 

there is a lack of evidence to support the films still maintaining the phase transition features 

[208, 209]. Some other literature that uses similar fabrication processes (e.g., use VTOP as 

precursors) found that 40~50 nm might be the optimal thickness for the trade-off between 

thickness and obvious IMT characteristics [210]. Besides, through magnetron sputtering, 

polycrystalline VO2 films thinner than 10nm can be produced for high-transmittance devices. 

However, the contrast almost disappears at this thickness [211]. Since ultra-thin VO2 films may 

become the key to switchable devices and be used in straight waveguides and ring waveguides, 

I conducted a series of explorations on the phase transition limit thickness. The main 
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contribution of this fabrication work is to explore the limitations of the currently used ALD 

process in growing ultrathin VO2, and the possible reasons are briefly discussed. 

Fig. 44 shows the simulation results of VO2 films via COMSOL Multiphysics (the basic settings 

are same as stated in appendix A), the thickness of which varies from 2 nm to 40 nm. From a 

theoretical perspective, when the film thickness drops to 20 nm or even 10 nm, there is still a 

significant contrast between the two pure phases. For 3 nm and 2 nm groups, this contrast is 

likely to be indistinguishable from experimental errors. For comparison, I fabricated several 

experimental samples. The ALD conditions are: TEMAV is pre-heated to 85℃, then the 

reaction is processed at 150 ℃. H2O is used as the oxidant. The pressure is set to 1 Torr. Five 

samples of different thicknesses are fabricated, which takes 90 cycles, and 300 cycles. 750 

cycles, 900 cycles and 1200 cycles of ALD respectively. The correlative parameters are listed 

in the table below and the reflection spectra measured by FTIR are shown in Fig. 45. The cycle 

number of each group and the corresponding thickness of grown VO2 films are listed in Table. 

5 below. 

Table. 5 ALD parameters of several VO2 film samples grown by different cycles. Ideally, 

the thickness of the VO2 film is directly proportional to the number of cycles. However, due to 

the inability to achieve strict self-limiting growth and the lack of precursors, the thickness may 

deviate from expectations. 

Cycle number Expected thickness/nm Measured thickness/nm 

90 3 6.23 

300 10 13.5 

750 20 27.26 

900 30 32.99 

1200 40 41.47 

 

From Table. 5, the 90-cycle group exhibits a large error in the thickness. There are several 

possible reasons to result in the error: (i) The chamber used for the ALD process can be loaded 

with an 8-inch wafer. When smaller chips are placed, the uniformity may change. In general, 

the thickness of the deposition is larger in the area closer to the air inlet, while the thickness of 

the deposition at the far end is smaller. (ii) When the precursor supply is short, it will be difficult 

to accurately estimate the thickness deposited per cycle due to the drop in air pressure. 
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Fig. 45 Reflection spectra across broadband measured on VO2 samples of 

different thicknesses. (a) ~ (e) show the reflection spectra measured at the insulating 

and metallic phases from the VO2 samples grown by ALD process of 90 cycles, 300 

cycles, 750 cycles, 900 cycles and 1200 cycles respectively. The contrast between 

low-temperature and high-temperature curves reflects the significance of phase 

transition characteristics. 

Fig. 45 shows the reflection spectra across the broadband (1.25 μm to 18 μm) measured from 

VO2 samples of different thicknesses. The significance of phase transition characteristics can 

be directly observed through the contrast between the blue low-temperature spectrum and red 

high-temperature spectrum. For the 90-cycle, 300-cycle, and 750-cycle groups, it can be 

considered that the phase transition cannot be observed from the change in optical properties 

(the contrast in the 90-cycle group is uniform across all wavelengths so it can be regarded as 

the errors). For the 900-cycle and 1200-cycle groups, the contrast between the insulating phase 
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and metallic phase is obvious. From this measurement, with the same ALD and annealing 

process I use, in the design of intensity modulation devices (reflective or transmissive devices), 

the thickness of the functional layer of VO2 should be at least 30 nm.  
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5. Summary and future work 

5.1. Summary of my PhD project 

My PhD work mainly involves the two topics of vertical growth models (VGM) and the design 

of tunable metalens, as well as some extensions related to the phase transition of VO2. The 

results are output in forms of theoretical simulation, analytical calculation and experiment. 

First, I have proposed a type of new theoretical model, the vertical growth model, and used it 

to analyse the optical properties of a VO2 thin film during phase transition. The model views 

the VO2 phase transition as a layer-by-layer conversion from one phase into the other, which 

can emerge from the top and/or the bottom surfaces of the thin film. This VGM has a theoretical 

assumption that is the opposite of the EMMs, which requires coexisting phases to mix in space 

to form an effective medium. The VGM is compared against the Bruggeman and the Looyenga 

models, two EMMS that are commonly used in VO2 research, in reproducing reflection 

measured on two VO2 thin films. Both the VGM and the EMMs well reproduce the reflection 

across a significant wavelength range in the near-infrared (from 1.4 to 2.0 μm) and a 

temperature range (from 25.0 to 100.0 °C) that fully covers the phase transition. Based on three 

different figures of merit that reveal different features of the optical modulation, I find that the 

VGM provides mostly equivalent, in certain cases slightly better, fitting to the experimental 

results. 

For the EMMs, the results show that they remain useful analytical models. However, because 

the VGM provides very similar theoretical results, the fundamental theoretical assumption of 

the EMMs, which states that constituent phases mix in space, could be wrong for some thin 

film experiments. For the VGM, our results show that it is a new, straightforward analytical 

model for analysing VO2 phase transition. It also indicates that the phase transition in ALD-

fabricated VO2 thin films is closer to a layered format. This insight, which needs to be checked 

against direct, microscopic experimental observations in the future, could benefit a broad range 

of phase transition-enabled nanophotonics research. In addition to VO2 discussed here, the 

VGM could also be utilized for various non-volatile phase transition, volatile phase transition 

and composite materials, such as GeSbTe (GST) ternary alloys [212]. 

Throughout my PhD project, this work serves as the basis for exploring the phase transition of 

VO2. In addition to verifying the credibility of the VGM under specific conditions, it also better 

verifies that the traditional EMM has a relatively reliable prediction performance in the 

wavelength range I am concerned about (such as 1550 nm), so it can be used for simple 
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applications such as refractive index derivation. Since the vertical growth models have not been 

supported by sufficient experimental data in the application field, the widely accepted effective 

medium models will still be used for calculations involving the physical parameters of VO2 

such as refractive index and complex permittivity in the design of metalens. 

Next, I have designed a VO2-based tunable metalens and stated the method to select elements 

and establish the metalens array for simulation. Based on the exploration of the phase transition 

of VO2 in my first work, a reflection-mode tunable metalens working at a single wavelength of 

1550 nm was proposed. The parameters of the prototype are listed as follows: the diameter of 

the metalens array is 41 μm, with 41 units arranged along a single diameter. The basic structure 

of the meta-atom is a double-layer pillar formed by a 180 nm VO2 layer (bottom) and a 280 nm 

Si layer (top), which is grown on a Si substrate. The side lengths of the nanopillar are variables 

that to contribute different reflection phase values, the sweeping range of which is 100 nm to 

800 nm. As the target function of this metalens, the designed focal length to implement binary 

tuning is 40 μm when VO2 works in the insulating phase, while it changes to 30 μm when VO2 

works in the metallic phase. I adopt the refractive indices of two pure phases extracted from the 

experimental sample. The phase transition is implemented by using Looyenga’s model to fit the 

refractive indices of corresponding phases. 

Through FDTD simulation on Lumerical, the binary focus tuning is achieved by outputting the 

electric field intensity distribution as shown in section 4.2.3. The focal length of simulated 

metalens at the insulating phase is 39.27 μm (designed value is 40 μm), and it decreases to 30 

μm (designed value is 30 μm) at the metallic phase. After realizing binary focus tuning, I took 

9 intermediate states (a total of 11 points) by changing the value of filling factor f and calculated 

the focal length of the metalens at the corresponding states. This metalens is found to be 

continuously tunable as the focal length exhibits a continuous change during the phase 

transition. Since the phase transition characteristics of the single units that make up the metalens 

do not show regularity, I have not been able to complete a theoretical explanation of the 

continuously tunable characteristics of the metalens. The main contribution of this work so far 

is to provide an efficient solution to the metalens design, including a complete process from 

determining the unit structure and screening component meta-atoms to assembling the metalens 

for simulation to predict its performance. 

In addition to these two pieces of works that have been published in some conferences, I also 

make attempts to research on some topics that are highly related to the fabrication. My main 

contribution in these separate works is to broaden the understanding of VO2 properties and 

phase transitions by fully operating the fabrication of VO2 thin films (ultrathin films stated in 
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section 4.3.3) or devices (VO2 fillings in section 4.3.2) starting from Si or SOI wafers in the 

following aspects: (i) by exploring the possibility of constrained phase transition of VO2, the 

limitations and structural optimisation of high-aspect-ratio VO2 devices are discussed. (ii) By 

observing the phase transition of VO2 at films thinner to 2 nm via both numerical simulation 

and experiments, I discover the difficulty of growing ultra-thin VO2 films based on current ALD 

process, and the attenuation of phase transition (contrast) as the film thickness decrease, which 

may be a key factor in limiting VO2 application in nanophotonics. 

In summary, I have made certain progress in the topic of possible applications of VO2 phase 

transition, both in the unpopular and challenging theoretical aspects (VGM used to describe 

and predict the phase transition behaviour) and in the design of devices (metalens) with higher 

application value. 

5.2. Future work 

In addition to the the work that have been discussed in chapter 4 in detail, I have also tried 

several other directions, all within the scope of VO2-based nanophotonic devices. Some 

preliminary results have been obtained, and they are described in the appendix. In my view, the 

most promising direction is combining the VO2 phase transition with the emerging concept of 

photonic bound states in the continuum (BIC) [213, 214]. The concept of BIC originates from 

quantum mechanics, and it has become a hot topic in photonics research recently. It describes 

a unique type of resonance that is protected from external excitation. It is a mathematical 

concept, and practically only the quasi-BIC (qBIC) mode can be observed in the experiment. 

Below I describe qBIC briefly and provide some preliminary analysis in the Appendix E. 

Fig. 46 shows a typical qBIC dielectric metasurfaces [215]. Its meta-atoms are identical Si 

pillars with different orientation angles. A BIC resonance exhibits characteristics such as zero 

line width and infinite quality factor Q. Ideal BIC has never been observed in experiments due 

to the energy loss and manufacturing defects. Instead, the concept of qBIC is proposed and 

widely studied. It creates ultrahigh Q-factor resonances by breaking the symmetry of the 

periodic structure and converting the symmetry-protected BIC into Fano resonance modes [216, 

217]. A method to implement qBIC is to create asymmetry in Mie resonance units, and Fig. 46 

shows two different types of element design used in qBIC systems. By reconfiguring the 

metasurfaces with different tilt and source modes, red and blue shifts are observed, which 

exhibits the high flexibility of this qBIC system in the design of imaging and spectroscopy 

devices. 



109 
 

 

Fig. 46 High-index dielectric Quasi-BIC metasurfaces. (a) shows the schematics 

and the corresponding SEM images of two different basic unit designs, which have 

symmetry in both x and y directions and only in the y direction, respectively. (b) 

illustrates the cross-section view of them to clarify the polarization direction, and the 

corresponding transmission maps. The transmission is measured for different 

wavelengths and incident angles, which exhibits the absorption traces that result from 

resonance at the specific wavelength and incident angle. The figures (a) and (b) are 

copied from [215]. 

This category of metasurfaces introduces a new variable, which is symmetry-breaking achieved 

by different tilt angles of units. I have conducted some preliminary analysis on VO2-based qBIC 

metasurfaces and the results can be found in Appendix E. These limited results already indicate 

that VO2-based qBIC metasurfaces can become a promising new research direction. 
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Appendix 

A. Simulation settings of COMSOL 

As shown in Fig. A1, the simulation of EMM is implemented by continuously changing the 

variable of volume fraction factor f in the definition formula, while the case of VGM is much 

more complicated. Two uniform layers (three for type AS VGM) are set to represent insulating 

and metallic VO2. During the parametric sweep, the thickness of these layers varies to simulate 

the growth of metallic VO2 in the mixture. The 2D structure is set to extend infinitely along the 

y-direction (perpendicular to the direction of the schematic diagram), while it repeats at a 

periodicity of 400 nm along the x-direction. The input light is a normal incident light from the 

top surface of the air, and the monitor to measure reflection is set on the same side. Perfectly 

matched layers are placed at both the upper boundary and bottom boundary. Only a single 

wavelength of 1550 nm is used for simulation. 

 

Fig. A1 Schematic of COMSOL modelling to implement VGM. (a) For vertical 

growth models, the variable swept is the thickness of metallic VO2 and insulating 

VO2, which corresponds to a change in volume fraction. (b) For effective medium 

models, any intermediate state can be defined as a single material with tunable 

optical properties. The variable swept is the filling factor f that can determine the 

value of permittivity and refractive index. 
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As Fig. A1 shows, when defining the parameters, for any specific vertical growth models, the 

incident wavelength and the material properties corresponding to each wavelength (the 

dielectric constant that varies with the wavelength) are the only parameters that can be manually 

adjusted, and the thickness of metallic-state VO2 occupied in the entire VO2 layer is the only 

dynamically changing variable in the parametric sweep. Attention should be paid to the design 

of the simulation model. When the thickness of the VO2 layer after phase transition is very 

small or very large (that is, the thickness of the insulating VO2 layer is very small), the mesh 

density and accuracy of the 2D model will directly affect the accuracy of the simulation results, 

so compared with the EMT model, the simulation of the vertical growth model requires more 

resources. In this report, the minimum step of parametric sweep on thickness is 0.5 nm, which 

is equivalent to a change of 1.25% in volume fraction f for effective medium models. By 

unifying the independent variable in volume fraction order, the two sets of models can still be 

placed in the same graphs for direct comparison. 

Fig. A2 exhibits the verification results of Looyenga’s model calculated by the transfer matrix 

method and COMSOL simulation. 6 points of reflection calculated by MATLAB are plotted to 

compare with the curve produced by COMSOL. It can be considered that results calculated by 

both the transfer matrix method and COMSOL simulation are reliable. 

 
Fig. A2 Verification of simulation model by comparing reflection at six mixing 

states produced by Looyenga’s model and transfer matrix method. The 

wavelength selected for calculation is 1550 nm. 
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B. Quantified comparison between different models 

Fig. 29 in section 4.1.6 illustrates the results of quantified comparison among experimental 

results, type S VGM and Bruggeman model. Colour maps to show the temperature-dependent 

change of reflection over different wavelengths from 1.4 μm to 2.0 μm are produced for direct 

 
Fig. A1 Due to space constraint, Fig. 19 in the main text selects the Type S VGM 

and the Bruggeman EMM to compare with the experimental results. Here, the 

other two variants of the VGM (i.e., the Types A and AS) and the other EMM (i.e., 

the Looyenga model) are provided to complete the comparison. The maps of (a) 

Type A, (b) Type AS, and (c) Looyenga model are first produced, from which we 

extract the curves of (d) Rmin, (e) ΔR, and (f) DoND. The results of Types A and 

AS are very close to Type S, and those of the Looyenga EMM are very close to 

the Bruggeman EMM. The conclusion that we draw in the main text is 

consequently further confirmed here, which states that the VGM and the EMMs 

provide a similar level of accuracy in the theoretical prediction, while the former 

slightly outperforms the latter in some cases [most visible in panel (f), the DoND]. 

the change in volume fraction. (b) For effective medium models, any intermediate 

state can be defined as a single material with tunable optical properties. The 

variable swept is the filling factor f that can determine the value of permittivity 

and refractive index. 
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comparison. Then, three figures of merit (i.e., Rmin, ΔR and DoND) are introduced to compare 

VGM and EMM in their prediction of phase transition behaviour that happens in the practical 

VO2 sample. 

Besides the type S VGM and Bruggeman model that are detailed in the main text, there are 

some other theoretical models that I do simulation on. As the results show high similarity to 

other forms of these models, I list the results of these models here as shown in Fig. B1. For 

comparison, experimental results are plotted in Fig. B1 (d) ~ (f). As type A VGM and type AS 

VGM exhibit almost the same results as type S VGM, and the Looyenga model also shows high 

consistency with the Bruggeman model, there is no new conclusion to be drawn. I think the 

main reason that I didn't find enough distinction between three types of VGM is the model is 

too simple with less degrees of freedom. It's just a very primary attempt to introduce geometric 

parameters to phase transition analysis. For example, if I define a curved interface or roughness 

coefficient, it's likely to see larger difference, but it should be what further research focus on. 

C. Parameters of representative elements in the metalens array 

Table. C1 Dimensions and output phase of elements along x direction. 21 elements are 

arranged along the radius of metalens. As the metalens is symmetric along both x and y 

directions, here I list the parameters of elements located on the radius along the x direction, 

including the side lengths a and b, output phase at the insulating and metallic phases. 

Element number Side length a/nm Side length b/nm 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖 𝜑𝜑𝑚𝑚𝑚𝑚𝑚𝑚 

0 (centre) 480 600 2.12 6.21 

1 475 600 2.23 6.27 

2 460 605 2.27 0.20 

3 430 620 2.53 0.53 

4 395 635 2.87 0.90 

5 410 620 3.33 0.77 

6 100 115 4.05 0.75 

7 765 480 4.59 5.07 

8 795 495 5.39 4.87 

9 785 490 6.15 4.94 

10 580 765 0.81 0.21 

11 170 730 1.85 1.94 

12 

 

100 135 2.37 2.38 
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13 755 495 4.19 4.99 

14 735 220 5.47 6.25 

15 395 305 0.57 1.49 

16 635 570 1.55 3.64 

17 610 515 3.58 5.56 

18 395 625 5.26 0.92 

19 760 555 1.33 3.40 

20 530 575 2.37 5.59 

 

Table. C2 Dimensions and output phase of elements along the diagonal. 21 elements are 

arranged along the radius of metalens. As the metalens is symmetric along both x and y 

directions, here I list the parameters of elements located on the diagonal that is 45 degrees to 

both x and y axes, including the side lengths a and b, output phase at the insulating and metallic 

phases. 

Element number Side length a/nm Side length b/nm 𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖 𝜑𝜑𝑚𝑚𝑚𝑚𝑚𝑚 

0 (centre) 480 600 2.12 6.21 
1 470 600 2.31 0.05 

2 440 610 2.56 0.45 

3 390 640 3.04 0.95 

4 405 625 3.71 0.81 

5 770 490 4.76 4.98 

6 795 485 5.74 4.95 

7 625 735 0.72 0.09 

8 100 550 2.20 2.21 

9 735 500 3.82 5.01 

10 685 220 5.68 0.20 

11 540 600 1.36 2.79 

12 

 

630 510 3.55 5.46 

13 390 605 5.91 0.99 

14 540 580 2.03 5.21 

15 395 630 4.80 0.89 

16 505 605 1.50 5.64 

17 415 610 4.05 0.75 
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18 600 780 0.75 0.11 

19 750 495 3.96 5.00 

20 755 580 0.86 1.48 

 

Since the circular metalens has significant symmetry properties, and its array is axially 

symmetrical along the x and y axes, I established a matrix with a 1/4 circle to fill in the 

corresponding elements during unit screening to reduce the computational load. Here I list the 

dimensional parameters (side lengths a and b) and the output phase at the insulating phase and 

metallic phase of two groups of elements. Table. C1 shows the elements along the x direction 

and Table. C2 shows the elements placed on the diagonal. These representative elements occupy 

a large proportion of the units to form the entire metalens array. 

D. Element optimisation by using different forms of VO2 coating 

 

Fig. D1 Several meta-atom designs based on different types of VO2 coating. (a) 

The original design used in Chapter 3. The planar dimensions of the meta-atom is 1 

μm by 1 μm. It contains a nanopillar that has a Si segment on top of a VO2 segment. 

The thickness of the Si segment and the VO2 segment is 280 nm and 180 nm, 

respectively. The planar dimensions a and b of the pillar serve as tunable parameters. 

(b) The first new design that deposits a VO2 thin film on the Si pillar with a glass 

substrate. The Si pillar is an elliptical cylinder, the long axis and short axis of which 

are the variables for parametric sweep. (c) The second new design based on the 

structure shown in (b). By using precise etching technique, the top surface of VO2 

film can be removed, the rest part works as a ring-shape shell at the outer side of the 

Si pillar. 
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After binary focus tuning is implemented as stated in section 4.2.3, I attempted to optimise the 

metalens design from the perspective of the element library. There are three main factors for 

why I modified the design: (i) Compared with reflective metalenses, the transmissive type has 

broader application prospects. However, since the full 2π phase coverage is more difficult to 

achieve on transmissive metalenses, it puts higher requirements on the element library. (ii) 

Though the metalens stated in the second work were designed based on Mie scattering, it is 

difficult to exclude the influence of the propagation phase due to the geometric dimensions of 

the unit elements. The use of VO2 thin films or shells can effectively reduce the overall width 

of the units and thus increase the aspect ratio, making the resonance characteristics easier to 

control. (iii) In this thesis, all designs involving VO2 growth are based on ALD, which is a slow 

and expensive deposition process. A VO2 layer of 180 nm is not cost-effective, while the design 

shown in Fig. D1 (b) and (c) can significantly reduce the cost. 

 

Fig. D2 Phase graphs of parametric sweep on diameter of VO2-coated Si pillars. 

The structural design is shown in Fig. D1 (b). The diameter of Si pillar is set as the 

variable to sweep. (a) and (b) show the phase output at the insulating and metallic 

phases respectively. VO2 films of three different thicknesses (20 nm, 30 nm, 40 nm) 

are used to explore the influence of VO2 thickness on the phase coverage of this 

element design. The wavelength of incident light is 1550 nm. 

The simulation of the new structure [Fig. D1(b)] starts with the simplest cylindrical structure, 

i.e., the case where the axis lengths a and b are equal. The height of the Si pillar is 800 nm, and 

the period of the unit element is set to 650 nm. The diameter of the Si cylinder varies from 100 

nm to 420 nm by a step of 10 nm. To discuss the sensitivity of this structure to the thickness of 

VO2, three different thicknesses are simulated as shown in Fig. D2. From the graphs when the 

VO2 coating works at the insulating phase, all three groups contribute to a 2π phase coverage 

with slight difference between each other. However, the phase coverage exhibits a rapid 

decrease at the metallic phase. By comparing the new structure with the element that I used in 
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my second work, the phase coverage doesn’t satisfy the requirements of the metalens design 

yet. From the perspective of resonance characteristics, it is speculated that the VO2 coating 

affects the Mie scattering. This conjecture can be further supported by the fact that VO2 with 

different thicknesses has little effect on the phase distribution results. With the support of 

precisely controlled etching technology, the VO2 coating on the top surface and the substrate 

can be removed, then the rest part works like a ring-shaped shell coated on the sidewall of the 

Si pillar. Through several rounds of parametric sweep, the simulation results are shown in Fig. 

D3. 

 

Fig. D3 Phase and transmission graphs of parametric sweep on diameter of VO2-

coated Si pillars. The structural design is shown in Fig. D1 (c). The diameter of Si 

pillar is set as the variable to sweep. (a) shows the phase output at both the insulating 

(blue dots and line) and metallic (red dots and line) phases. (b) shows the 

corresponding transmission intensity. The period of the element is 650 nm. The height 

of the Si pillar is 600 nm. The thickness of VO2 shell is 20 nm, while the height is 

550 nm (50 nm corner etching applied). An Al2O3 isolation layer of 10 nm is 

deposited between VO2 and Si. The wavelength of incident light is 1550 nm. 

The structure used for simulation to produce Fig. D3 is significantly different from that of Fig. 

D2. (i) The dimensions are modified. The height of Si is reduced to 600 nm, and the thickness 

of VO2 is set to 20 nm to reduce the cost. (ii) An Al2O3 layer of 10 nm is deposited on the Si 

pillar before coating the VO2 shell. The material of Al2O3 has a refractive index similar to that 

of glass. By isolating the VO2 and the Si pillar, the phase coverage of this element design might 

be effectively extended. (iii) The VO2 shell is designed to be lower than the Si pillar, for the 

same reason as stated in the second point. The difference between VO2 and Si can be 

implemented by an etching process with extremely high anisotropy (in our cleanroom, the angle 

of etched sidewalls to the horizontal plane can reach 80 degrees or more). 
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Fig. D3 shows a group of phase and transmission data simulated from a representative element 

model. Other models differ in the dimensional parameters and contribute to similar results, 

which are not detailed here. By using the new VO2 structure (thin shell), at both the insulating 

phase and metallic phase a 2π phase coverage is achieved. However, the phase contrast is far 

from the standards for the design of tunable devices [Fig. D3(a)]. Different from the phase 

distribution, Fig. D3(b) exhibits the change in transmission intensity at two pure phases. The 

contrast in transmission is significant, the maximum difference of which reaches 50%. At the 

same time, the minimum transmittance approaches 10% when VO2 works at a high temperature. 

This provides great possibilities for designing switchable intensity modulation devices that 

work at specific wavelengths and demonstrates the potential of VO2 thin films or thin-film-like 

devices in manufacturing full absorbers and other tuneable devices. 

E. Mie-resonance tunable metasurfaces based on VO2 

 

Fig. E1 Schematic of the meta-atom of the VO2 shell-based tunable metasurface. 

(a) The cross-section view. A thin VO2 shell is coated on the outer side of the Si pillar. 

The height of VO2 shell is slightly lower than that of the Si pillar by using precisely 

controlled etching process. (b) The top view. Two Si pillars are symmetric with the 

same rotation angle 𝜃𝜃. The period of the structure is 894 nm along x direction and 

515 nm along y direction. The height of the Si pillar is 175 nm. 

As stated in the future work section, I made a series of attempts at the design of q-BIC-like 

systems based on the phase transition of VO2. Different from common reconfigurable 

metasurfaces, the phase transition characteristics of VO2 can be used to adjust the frequency 

response characteristics, such as the reflected and transmitted intensity, without changing the 

component structure. The basic design of the element is shown in Fig. E1. The fundamental 

structure is determined based on the design from [218]. 
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The axis lengths of the elliptical cylinders are 445 nm and 216 nm, respectively. The height of 

the Si pillar and the period of repeated units are stated above. The original design works as a q-

BIC nanoparticle trapping system. By setting the rotation angle 𝜃𝜃 = 5° , the metasurface 

produces a reflection spectrum with a peak at a certain wavelength domain. My design is to 

coat an ultra-thin VO2 film (20 nm) on this Si-based structure and then process the VO2 into a 

ring-shaped shell by an etching process that is detailed in section 4.3.1, which is shown in Fig. 

39. Due to the intervention of VO2, the resonance characteristics of the structure are affected. 

The reflection spectrum under the same conditions is shown in Fig. E2 below. 

 

Fig. E2 Comparison of reflection spectra across 1.4 μm to 2.0 μm. (a) The overall 

view of the spectra output by the Si-based element, VO2-coated element at the 

insulating phase and the metallic phase. The peak reflection intensity of the Si-based 

group is around 55%. (b) The zoom view with a scale from 1.5 μm to 1.7 μm, which 

focuses on the peak. 

When the rotation angle 𝜃𝜃 is set to 5 degrees, the reflection peak of the original design (Si-

based) reaches about 55%. The VO2 group also produces a peak in the adjacent wavelength 

region (when it operates in the insulating phase), but its absolute value is much smaller than the 

result of the Si group, which is around 8%. Then I kept the basic structure unchanged and coated 

a 20 nm VO2 ring-shaped shell on the outside of the Si pillar. Next, I did a series of parametric 

sweeps based on the rotation angle 𝜃𝜃 , and obtained a group of data with ideal absolute 

reflection intensity and contrast between two pure phases, as shown in Fig. E3 below. 
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Fig. E3 Comparison of reflection spectra across 1.4 μm to 2.0 μm (VO2 groups 

only). (a) The overall view of the spectra output by the VO2-coated element at the 

insulating phase and the metallic phase respectively. The peak reflection intensity of 

the insulating phase simulation is around 44%. (b) The zoom view with a scale from 

1.4 μm to 1.7 μm, which focuses on the peak. 
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