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Abstract—Flexible intelligent metasurfaces (FIMs) show great
potential for improving the wireless network capacity in an
energy-efficient manner. An FIM is a soft array consisting of
several low-cost radiating elements. Each element can indepen-
dently emit electromagnetic signals, while flexibly adjusting its
position even perpendicularly to the overall surface to ‘morph’
its 3D shape. More explicitly, compared to a conventional rigid
antenna array, an FIM is capable of finding an optimal 3D
surface shape that provides improved signal quality. In this paper,
we study point-to-point multiple-input multiple-output (MIMO)
communications between a pair of FIMs. In order to characterize
the capacity limits of FIM-aided MIMO transmissions over
frequency-flat fading channels, we formulate a transmit opti-
mization problem for maximizing the MIMO channel capacity
by jointly optimizing the 3D surface shapes of the transmitting
and receiving FIMs as well as the MIMO transmit covariance
matrix, subject to the total transmit power constraint and to the
maximum perpendicular morphing range of the FIM. To solve
this problem, we develop an efficient block coordinate descent
(BCD) algorithm. The BCD algorithm iteratively updates the 3D
surface shapes of the FIMs and the transmit covariance matrix,
while keeping the other fixed, to find a locally optimal solution.
Numerical results verify that FIMs can achieve higher MIMO
capacity than that of the conventional rigid arrays. In particular,
the MIMO channel capacity can be doubled by the proposed BCD
algorithm under some setups.

Index Terms—Flexible intelligent metasurfaces (FIMs),
surface-shape morphing, capacity maximization, multiple-input
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multiple-output (MIMO), reconfigurable intelligent surfaces
(RIS).

I. INTRODUCTION

A. Background

THE sixth generation (6G) of mobile networks promise to
enable innovative applications such as brain-computer in-

terfaces, high-fidelity holographic videos, and soft robotics [1].
As these emerging mobile applications proliferate explosively,
there is an ever-increasing demand for powerful network
capabilities in terms of increased data rates, ubiquitous and
ultra-reliable device connectivity, extremely low latency, and
scalable power dissipation [2]. Unfortunately, the existing
network infrastructures cannot fulfill these stringent demands.
This motivates wireless researchers to develop radically new
wireless technologies [3]. In the fifth generation (5G) of wire-
less networks, massive multiple-input multiple-output (MIMO)
has become a core technology [4]. As 6G imposes higher
capacity requirements, various radical MIMO technologies
have emerged in recent years for further enhancing the spectral
efficiency of wireless networks [5], [6]. In the following,
we briefly overview the major evolutionary directions of the
MIMO technology from four aspects: array aperture, element
density, architecture, and array flexibility.

1) MIMOs having Large Aperture: Classic MIMO tech-
nologies aim to attain diversity and/or spatial multiplexing
gain by utilizing multiple antennas at both the source and
destination. By leveraging the channel state information (CSI)
available at transceivers and applying appropriate precod-
ing/combining techniques, higher data rates can be achieved
within each channel use [7], [8]. In 5G networks, base stations
(BSs) typically use large-scale antenna arrays having more
than 100 antennas [9]. Furthermore, by leveraging a large
number of distributed access points for simultaneously serving
multiple users within the same time/frequency resource blocks,
cell-free massive MIMO systems achieve considerably better
performance than ultra-dense networks [10], particularly in the
presence of shadow fading.

As expected, extremely large-scale antenna arrays (ELAAs)
equipped with thousands of antennas will become a common
feature of next-generation communication systems [11]. Since
the antenna aperture can be very large, electromagnetic radi-
ation propagation will likely occur in the near-field Fresnel
region of the ELAA. As a result, near-field communications
(NFC) will become an emerging technology in 6G wireless
networks [12]. To accurately portray the channel character-
istics of near-field wireless propagation, spherical wavefront-
based models are required. This allows NFC to harvest the
full spatial multiplexing gain even under strong line-of-sight
(LoS) propagation conditions [12], [13].
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TABLE I
FOUR TYPICAL MIMO EVOLUTION DIRECTIONS.

Space Common concepts Features

Large aperture 2D MIMO [27], Massive MIMO [4],
ELAA [11], NFC [12], [13] Deploying multiple antennas to achieve spatial multiplexing and diversity gains.

Dense placement 2D Holographic MIMO [22]–[26],
LIS [28], [29], RIS [16], RHS [19] Leveraging dense arrays to achieve the full array gain.

Deep architecture 3D Hybrid MIMO [30], [31],
SIM [5], [32], [33] Stacking multiple programmable metasurfaces to perform analog computation.

Flexible array 3D FAS [34], MAS [35], FIM ⋆ Morphing the surface shape of array substrate to attain selection diversity gain.

2) MIMOs using Dense Array: In practical MIMO commu-
nications, a major challenge, especially for mobile terminals,
is how to pack a large number of antenna elements into a
limited physical area. A promising solution that is gaining pop-
ularity is the metasurface technology [14], [15]. Specifically,
a metasurface is an artificially engineered planar structure
comprised of a large number of sub-wavelength metallic or
dielectric scattering particles [15], each of which is capable of
independently radiating or scattering electromagnetic waves
as desired [16]. Incorporating near-passive metasurfaces into
wireless networks, on the one hand, has great potential for
reshaping the wireless propagation environments [14], [17].
By controlling the phase shift and/or amplitude attenuation
of the signal incident upon each meta-atom in real-time, the
wireless channels between transmitters and receivers can be
modified to achieve more favorable channel conditions.

On the other hand, metasurfaces can also be used as
reconfigurable antenna arrays thanks to their tunability and
programmability. For instance, an appealing dynamic metasur-
face antenna (DMA) technology was proposed in [18] for next-
generation MIMO transceivers. DMAs offer reconfigurable
beamforming capabilities with reduced power consumption
and hardware costs. Moreover, a reconfigurable holographic
surface (RHS) composed of numerous metamaterial radiation
elements was developed in [19]–[21]. The RHS serves as
an ultra-thin and lightweight surface antenna integrated with
transceivers, which is capable of generating the desired beam
patterns by leveraging holographic principles. Since metasur-
faces having dense arrays enable electromagnetic operations
at an unprecedented level of resolution [22], the concept
of holographic MIMO communications has recently emerged
for characterizing the metasurface’s performance limits by
modeling it as a near-continuous array relying on a massive
number of infinitesimally small antennas [23]–[26].

3) MIMOs Relying on Deep Architecture: Another chal-
lenge for the application of MIMO is that the conventional
fully digital architecture requires a costly dedicated radio
frequency (RF) chain for each active antenna element. To
address this issue, the hybrid MIMO architecture has been
proposed and widely adopted in 5G communication systems
[31]. Specifically, a low-dimensional digital beamformer is
followed by an analog beamformer relying on analog phase
shifters [36]. Hybrid beamforming can be implemented using a
reduced number of RF chains, although some practical tuning
constraints of the phase shifters have to be considered.

Additionally, advances in three-dimensional (3D) metasur-
face technology have made analog signal processing in the
electromagnetic domain more attractive, catalyzing the emerg-

ing technology of stacked intelligent metasurfaces (SIM). A
SIM is created by stacking multiple programmable meta-
surface layers. By appropriately configuring the meta-atoms,
SIMs can carry out various advanced computation and signal
processing tasks, such as MIMO precoding [33] and direction-
of-arrival (DOA) estimation [32], as the electromagnetic waves
propagate through an optimized SIM at the speed of light [37].
By utilizing SIMs to perform MIMO precoding and combining
[32], [33], each data stream can be directly radiated and
recovered from its corresponding transmit and receive ports
without requiring an excessive number of RF chains and high-
resolution analog-to-digital converters [5]. Accordingly, the
energy consumption, hardware cost, transceiver complexity,
and processing delay are substantially reduced compared to
traditional full-digital and hybrid MIMO architectures [38],
[39].

4) MIMOs Based on Flexible Array: It is noted that all
of the aforementioned MIMO technologies are based on rigid
antenna arrays (RAAs) with fixed element positions, which
may lead to weak channel quality when deep fading occurs.
However, strategically changing the physical position of each
antenna element may guarantee that the multiple signal copies
impinging from different paths add constructively at the an-
tenna array, thus boosting the received signal power [27]. This
is particularly beneficial for wireless communications at high
millimeter-wave and terahertz frequencies, as the coherence
distance is very small. Following this philosophy, a fluid an-
tenna system (FAS) was recently proposed in [34] that allows
an antenna to be flexibly switched to the position having the
strongest signal along a line, thereby reaping extra selection
diversity. Furthermore, the authors in [35] extended this flex-
ible MIMO concept to point-to-point MIMO communication
systems using movable antennas (MASs) driven by electric
motors, which significantly improved the capacity compared
to conventional MIMO systems having fixed antenna positions.

Despite the potential of flexible MIMO technologies using
FAS or MAS, they also face some limitations. For example,
the change from one position to another is restricted by
the switching speeds of fluid antennas and electric motors.
Additionally, these flexible MIMO concepts cannot be read-
ily combined with metasurface-based principles. Fortunately,
recent advances in micro/nanofabrication and the discovery
of flexible metamaterials make it possible to create flexible
intelligent metasurfaces (FIMs) by depositing dielectric layers
onto a soft conformal substrate such as polydimethylsiloxane
(PDMS), which have shown great potential for wave manipula-
tion on curved and conformal surfaces [41]. Extensive research
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Fig. 1. Illustration of an existing FIM prototype [40], where (a) target surface
shapes; (b) experimental results of morphed surface shape; (c) simulation
results of morphed surface shape.

has examined the use of FIMs as electromagnetic skins,
highlighting their potential to significantly reduce radar cross-
section (RCS) [42]–[44]. More recently, a programmable FIM
was developed, enabling dynamic 3D surface-shape morphing
[40]. As illustrated in Fig. 1, this dynamic FIM is composed
of a matrix of tiny metallic filaments, which are manipulated
by reprogrammable distributed Lorentz forces generated by
electrical currents passing through a static magnetic field1.
This innovative design endows the FIM with impressive ca-
pabilities for rapidly and precisely morphing its surface shape
[40]. Note that FIMs inherit both the selection gain of flexible
MIMOs and the array gain of metasurfaces. Therefore, an FIM
is expected to be a promising technology for further improving
the spectral and energy efficiencies of next-generation wireless
networks.

B. Contributions

Despite the significant potential, the application of FIMs
in wireless networks remains largely unexplored. Against this
background, in this paper, we harness FIMs as transceivers in a
point-to-point MIMO communication system. The underlying
rationale is that by flexibly morphing the 3D surface shapes of
the transmitting and receiving FIMs, the system can ensure that
the multipath signal components add together constructively
at the selected antenna positions, thus achieving improved
channel capacity. To characterize the fundamental capacity
limit, we consider that perfect CSI is available at both the
source and the destination [33], [35]. Specifically, our main
contributions are summarized as follows:

• First, we develop the system and channel models for char-
acterizing FIM-aided MIMO communications for trans-
mission over narrowband frequency-flat channels. Based
on these models, we formulate an optimization problem
for maximizing the MIMO channel capacity by jointly
optimizing the transmit signal covariance matrix and the
3D surface shapes of the transmitting and receiving FIMs,
subject to realistic constraints on the total transmit power
at the source and the maximum perpendicular morphing
range of the FIMs at the source and destination.

• To solve the problem formulated, we propose an efficient
block coordinate descent (BCD) algorithm to optimize
the transmit covariance matrix and the 3D surface shapes

1Please refer to https://www.eurekalert.org/multimedia/950133 for a video
demonstrating the real-time surface-shape morphing capability of an FIM [40].

TABLE II
LIST OF MAJOR SYMBOLS AND THEIR MEANINGS

Symbol Description

φt (φr)
The azimuth angle of the normal direction of the transmitting
(receiving) FIM

ϑt (ϑr)
The elevation angle of the normal direction of the transmitting
(receiving) FIM

ϱt (ϱr) The spin angle of the transmitting (receiving) FIM

it (ir), jt (jr) The directions of two sides of the transmitting (receiving) FIM

kt (kr) The normal direction of the transmitting (receiving) FIM

M , N Numbers of transmitting and receiving antenna elements

Mx, My Numbers of transmitting antennas in the it and jt directions

Nx, Ny Numbers of receiving antennas in the ir and jr directions

dt,x, dt,y Spacing between adjacent transmitting antenna elements

dr,x, dr,y Spacing between adjacent receiving antenna elements

xt
m, yt

m
The distances of the m-th transmitting element w.r.t. the
reference antenna along the it and jt directions

xr
n, yr

n
The distances of the n-th receiving element w.r.t. the
reference antenna along the ir and jr directions

ζm (ξn)
The deformation distance of the m-th transmitting
(n-th receiving) antenna element

ζ (ξ) The deformation vector of the transmitting (receiving) FIM

qm, q̃m The positions of the m-th transmitting element

pn, p̃n The positions of the n-th receiving element

φt
l,g (φr

l,g) The azimuth angle of the g-th scatter in the l-th cluster w.r.t. the
transmitting (receiving) FIM

ϑt
l,g (ϑr

l,g) The elevation angle of the g-th scatter in the l-th cluster w.r.t. the
transmitting (receiving) FIM

ot
l,g (or

l,g) Propagation direction of the g-th path in the l-th cluster w.r.t. the
transmitting (receiving) FIM

L Number of scattering clusters

G Number of propagation paths in each cluster

t, T The transmit signal vector and corresponding covariance matrix

of the transmitting and receiving FIMs in an iterative
manner. In each iteration, the optimal transmit covariance
matrix is derived in a closed form given the FIM’s 3D
surface shapes in the previous iteration, while the surface
shapes of the FIMs are updated to increase the channel
capacity utilizing a customized gradient ascent algorithm.
The proposed BCD algorithm is guaranteed to converge
to at least a locally optimal solution.

• Finally, we examine the computational complexity of the
proposed BCD algorithm. Extensive numerical results
validate the superior performance of the BCD algo-
rithm compared to other benchmark schemes. The results
demonstrate that by judiciously morphing the 3D surface
shapes of the transmitting and receiving FIMs, the MIMO
capacity is doubled under some setups.

C. Organization

The rest of this paper is organized as follows. Section
II introduces the system and channel models of an FIM-
aided point-to-point MIMO system, and presents the problem
formulation. Section III proposes an efficient BCD algorithm
for solving the problem formulated and also analyzes its
convergence and complexity. Section IV presents numerical
results to evaluate the performance of the proposed FIM-aided
MIMO communication systems. Finally, Section V concludes
this paper.
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Fig. 2. Schematic of a point-to-point MIMO system, where an FIM is
deployed at the source and another one is at the destination.

D. Notation

Scalars are denoted by italic letters. Vectors and matrices
are represented by bold-face lowercase and uppercase letters,
respectively. For a complex-valued vector v, ∥v∥ represents
its Euclidean norm, and diag (v) represents a diagonal matrix
with the elements of v on its main diagonal, while ⟨v,w⟩
denotes the cosine of the angle between vectors v and w. For
a square matrix S, S−1, tr (S), and det (S) denote its inverse,
trace, and determinant, respectively, while S ⪰ 0 means that S
is positive semidefinite. Diag (S) represents a diagonal matrix
with the diagonal elements of S on its main diagonal. For any
general matrix M, MT , MH , and [M]p,q denote its transpose,
Hermitian transpose, and the (p, q)-th element, respectively.
Furthermore, 0M×N represents an M × N all-zero matrix,
while IN denotes an N × N identity matrix. E (·) stands
for the statistical expectation, and ⊙ represents the Hadamard
product. ℑ (·) denotes the imaginary part of a complex number.
log2 (·) represents the logarithmic function with base 2, while
ln (·) denotes the natural logarithm. mod (x, y) returns the
remainder from dividing x by y. The notation ⌊·⌋ represents
the floor function, and d (·) represents the differential operator.
The gradient of a function f with respect to (w.r.t.) x is denoted
by ∇xf , while the partial derivative of g w.r.t. the variable x
is denoted by ∂

∂xg. Rn and Cn represent the n-dimensional
spaces of real and complex vectors, respectively, while Rm×n

and Cm×n denote the spaces of m× n real and complex ma-
trices, respectively. The distribution of a circularly symmetric
complex Gaussian (CSCG) random vector with mean vector v
and covariance matrix Σ is denoted by ∼ CN (v,Σ), where
∼ means “distributed as”. U (x, y) represents the uniform
distribution over the interval (x, y).

II. COMMUNICATION MODEL AND PROBLEM
FORMULATION

A. System Model

As shown in Fig. 2, we consider a point-to-point MIMO
communication system with a pair of FIMs communicating
with each other. A transmitting FIM is deployed at the source,
while a receiving FIM is deployed at the destination. The
antenna arrays on the two FIMs are modeled as a flexible
uniform planar array (UPA). In contrast to conventional MIMO
systems, the position of each radiating element on the FIMs
can be dynamically adjusted along the direction perpendicular

to the surface, with the aid of a controller [40]. For simplicity,
each element on the FIM is abstracted as a point antenna. Ad-
ditionally, we consider a general placement of the transmitting
and receiving FIMs with arbitrary array orientations and spin
angles.

1) Transmitting FIM: Specifically, let it ∈ R3 and jt ∈ R3

represent the directions of the two sides of the transmitting
FIM, while kt ∈ R3 represents the normal direction of the
transmitting FIM. Furthermore, let φt ∈ [0, π) and ϑt ∈ [0, π)
denote the azimuth and elevation angles, respectively, of the
normal direction. Hence, kt can be expressed as

kt = [sinϑt cosφt, sinϑt sinφt, cosϑt]
T
. (1)

Due to the fact that it, jt, and kt are orthogonal to each
other, it and jt can be derived by

it = [cosϑt cosφt cos ϱt − sinφt sin ϱt, cosϑt

× sinφt cos ϱt + cosφt sin ϱt,− sinϑt cos ϱt]
T
, (2)

jt = [− cosϑt cosφt sin ϱt − sinφt cos ϱt,− cosϑt

× sinφt sin ϱt + cosφt cos ϱt, sinϑt sin ϱt]
T
, (3)

where ϱt ∈ [0, 2π) represents the spin angle of the transmitting
FIM, which characterizes the angle of the transmitting FIM
rotating around its normal direction kt.

Let M = MxMy represent the total number of transmitting
antennas, with Mx and My denoting the number of antenna
elements along it and jt directions, respectively. Let qm ∈
R3, m = 1, 2, . . . ,M represent the position of the m-th
transmitting element. Taking the position of the first element,
q1, as a reference point, we have

qm = q1 + xt
mit + yt

mjt, m = 1, 2, . . . ,M, (4)

where xt
m = dt,x × mod (m− 1,Mx) and yt

m = dt,y ×
⌊(m− 1) /Mx⌋ represent the distance between the m-th el-
ement and the first element along it and jt directions, respec-
tively. Furthermore, dt,x and dt,y denote the spacing between
adjacent antenna elements in it and jt directions, respectively.

Furthermore, each radiating element on the transmitting
FIM can be independently adjusted along its normal direction
kt, yielding

q̃m = qm + ζmkt, m = 1, 2, . . . ,M, (5)

where ζm represents the deformation distance of the m-th
element2, satisfying −ζ̃ ≤ ζm ≤ ζ̃, with ζ̃ ≥ 0 characterizing
the maximum range allowed by the unilateral reversible defor-
mation of the transmitting FIM [40]. As a result, the surface
shape of the transmitting FIM at the source is characterized
by

ζ = [ζ1, ζ2, . . . , ζM ]
T ∈ RM . (6)

2According to [40], the FIM surface shape can be morphed with a fine
resolution of 6 µm. In a typical millimeter-wave communication system, this
level of adjustment is essentially equivalent to continuous morphing.
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2) Receiving FIM: Similarly, let ir ∈ R3 and jr ∈ R3

represent the directions of the two sides of the receiving FIM,
with kr ∈ R3 representing its normal direction. Additionally,
let φr ∈ [0, π) and ϑr ∈ [0, π) represent the azimuth and
elevation angles, respectively, of the normal direction of the
receiving FIM. Therefore, the normal vector kr is expressed
as

kr = [sinϑr cosφr, sinϑr sinφr, cosϑr]
T
. (7)

Following the same concept as (2) and (3), ir and jr are
given by

ir = [cosϑr cosφr cos ϱr − sinφr sin ϱr, cosϑr

× sinφr cos ϱr + cosφr sin ϱr,− sinϑr cos ϱr]
T
, (8)

jr = [− cosϑr cosφr sin ϱr − sinφr cos ϱr,− cosϑr

× sinφr sin ϱr + cosφr cos ϱr, sinϑr sin ϱr]
T
, (9)

where ϱr ∈ [0, 2π) represents the spin angle of the receiving
FIM, which characterizes the rotation angle of the receiving
FIM around its normal direction kr.

Let N = NxNy represent the total number of receiving
antennas, with Nx and Ny denoting the number of antenna
elements along ir and jr directions, respectively. Denote the
position of the n-th receiving element as pn ∈ R3, n =
1, 2, . . . , N and take the position of the first element, p1, as
a reference point. Therefore, we have

pn = p1 + xr
nir + yr

njr, n = 1, 2, . . . , N, (10)

where xr
n = dr,x × mod (n− 1, Nx) and yr

n = dr,y ×
⌊(n− 1) /Nx⌋ represent the distance between the n-th element
and the first element along ir and jr directions, respectively.
The variables dr,x and dr,y denote the spacings between adja-
cent antenna elements in ir and jr directions, respectively.

Similarly, each radiating element on the receiving FIM
can be independently adjusted along its normal direction kr,
yielding

p̃n = pn + ξnkr, n = 1, 2, . . . , N, (11)

where ξn represents the deformation distance of the n-th ele-
ment, satisfying −ξ̃ ≤ ξn ≤ ξ̃, with ξ̃ denoting the maximum
range allowed by the unilateral reversible deformation of the
receiving FIM. As a result, the surface shape of the receiving
FIM at the destination is characterized by

ξ = [ξ1, ξ2, . . . , ξN ]
T ∈ RN . (12)

Remark 1: For illustration, Table III shows the array ori-
entations and rotations of the transmitting and receiving FIMs
under eight typical setups. The corresponding side and normal
vectors {i, j,k} as well as the angle parameters {ϑ, φ, ϱ} are
also shown. For brevity, the subscripts ‘t’ and ‘r’ indicating
transmitting and receiving FIMs have been omitted since the
results are applicable for both. It is demonstrated that the
normal direction characterized by {ϑ, φ} and the spin angle
characterized by ϱ provide sufficient degrees of freedom (DoF)
for characterizing FIMs with arbitrary array orientation and
spin angles.

Remark 2: Note that the surface-shape morphing along the
normal direction of the transmitting and receiving FIMs can

be achieved using the electromagnetic actuation technology
presented in [40]. Utilizing more complex geometric shapes
for the FIMs could further enhance MIMO channel capacity.
However, since the transmitting (receiving) FIM remains its
array structure, with its two sides aligned with the it (ir)
and jt (jr) directions, each antenna element can be viewed
as equivalent to the others that move along these directions.
Consequently, the benefits of shape morphing in the it (ir)
and jt (jr) directions may diminish as the element deployment
becomes denser.

B. Channel Model

In this paper, we adopt the multipath propagation model
of [30] to characterize the wireless channels. Moreover, we
consider a quasi-static block fading environment and focus
on a particular block where the channel environment remains
approximately constant. Additionally, we consider narrowband
transmission over frequency-flat channels.

Note that in contrast to conventional MIMO communication
systems, the channels in FIM-aided MIMO systems depend on
the 3D surface shapes of the transmitting and receiving FIMs.
Specifically, let H (ζ, ξ) ∈ CN×M denote the MIMO channel
matrix spanning from the transmitting FIM to the receiving
FIM. Let L represent the number of scattering clusters, each
having G propagation paths. We also assume that all scatterers
are located in the far field of the transmitting and receiving
FIMs.

Let φt
l,g ∈ [0, π) and ϑt

l,g ∈ [0, π) represent the azimuth
and elevation angles of departure (AoD), respectively, for the
g-th propagation path in the l-th scattering cluster w.r.t. the
transmitting FIM. The corresponding propagation direction is
given by

ot
l,g =

[
sinϑt

l,g cosφ
t
l,g, sinϑ

t
l,g sinφ

t
l,g, cosϑ

t
l,g

]T
, (13)

for g = 1, 2, . . . , G, l = 1, 2, . . . , L. Within the l-th cluster,
the G azimuth and elevation AoDs, φt

l,g and ϑt
l,g, are assumed

to be uniformly distributed around mean cluster angles of φt
l

and ϑt
l respectively. Additionally, they exhibit constant angular

spreads – defined as the standard deviation of the AoAs/AoDs
associated with multiple propagation paths within each cluster
[31] – of σt

φ and σt
ϑ, respectively.

According to (13), the array steering vector at

(
φt
l,g, ϑ

t
l,g

)
∈

CM of the unmorphed transmitting FIM is given by

at
(
φt
l,g, ϑ

t
l,g

)
=
[
1, . . . , ejκ(x

t
m⟨it,o

t
l,g⟩+yt

m⟨jt,o
t
l,g⟩),

. . . , ejκ(x
t
M⟨it,o

t
l,g⟩+yt

M⟨jt,o
t
l,g⟩)

]T
, (14)

where κ = 2π/λ represents the wavenumber, with λ denoting
the radio wavelength.

Furthermore, the transmitting FIM is capable of imposing
additional 3D deformation to adjust the position of each an-
tenna deposited on it. Specifically, the additional multiplicative
response component ft

(
ζ, φt

l,g, ϑ
t
l,g

)
∈ CM is given by

ft
(
ζ, φt

l,g, ϑ
t
l,g

)
=

[
1, . . . , ejκζm⟨kt,o

t
l,g⟩, . . . , ejκζM⟨kt,o

t
l,g⟩

]T
.

(15)
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TABLE III
ARRAY ORIENTATIONS AND ROTATIONS OF FIMS UNDER EIGHT TYPICAL SETUPS.
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z

kkk

i

j 0 1 0
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ê ú ê ú ê ú

= = =ê ú ê ú ê ú
ê ú ê ú ê ú-ë û ë û ë û

i j k

φt = 0, ϑt = 0, ϱt = π/2 φt = 0, ϑt = π/2, ϱt = π/2 φt = π/2, ϑt = 0, ϱt = π/2 φt = π/2, ϑt = π/2, ϱt = π/2

x

y

z

k

i

j
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1 , 0 , 0
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-é ù é ù é ù
ê ú ê ú ê ú

= = =ê ú ê ú ê ú
ê ú ê ú ê úë û ë û ë û
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x

y

z

k

i

j
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1 , 0 , 0
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é ù é ù é ù
ê ú ê ú ê ú

= = =ê ú ê ú ê ú
ê ú ê ú ê úë û ë û ë û

i j k

x

y

z
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j

i

1 0 0

0 , 1 , 0
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-é ù é ù é ù
ê ú ê ú ê ú

= = - =ê ú ê ú ê ú
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i j k

x

y

z

k
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1 0 0

0 , 0 , 1
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= = =ê ú ê ú ê ú
ê ú ê ú ê úë û ë û ë û

i j k

at
(
φt
l,g, ϑ

t
l,g

)
=

[
1, . . . , ejκ(x

t
m sinϑt

l,g cosφt
l,g+yt

m sinϑt
l,g sinφt

l,g), . . . , ejκ(x
t
M sinϑt

l,g cosφt
l,g+yt

M sinϑt
l,g sinφt

l,g)
]T

. (17)

As a result, the array steering vector ãt

(
ζ, φt

l,g, ϑ
t
l,g

)
∈ CM

of the transmitting FIM can be represented as

ãt
(
ζ, φt

l,g, ϑ
t
l,g

)
= at

(
φt
l,g, ϑ

t
l,g

)
⊙ ft

(
ζ, φt

l,g, ϑ
t
l,g

)
, (16)

for g = 1, 2, . . . , G and l = 1, 2, . . . , L.
Note that when considering φt = 0, ϑt = 0, ϱt = 0, we

have it = [1, 0, 0]
T
, jt = [0, 1, 0]

T
, kt = [0, 0, 1]

T . In this
case, (14) and (15) simplify accordingly to (17) and

ft
(
ζ, φt

l,g, ϑ
t
l,g

)
=

[
1, . . . , ejκζm cosϑt

l,g , . . . , ejκζM cosϑt
l,g

]T
.

(18)

Similarly, let φr
l,g ∈ [0, π) and ϑr

l,g ∈ [0, π) represent the
azimuth and elevation angles of arrival (AoA), respectively, for
the g-th propagation path in the l-th scattering cluster w.r.t.
the receiving FIM. The corresponding propagation direction
or
l,g ∈ RN is expressed as

or
l,g =

[
sinϑr

l,g cosφ
r
l,g, sinϑ

r
l,g sinφ

r
l,g, cosϑ

r
l,g

]T
, (19)

for g = 1, 2, . . . , G, l = 1, 2, . . . , L. Additionally, the G
azimuth and elevation AoAs, φr

l,g and ϑr
l,g, within the l-

th cluster are uniformly distributed around the mean cluster
angles of φr

l and ϑr
l, with constant angular spreads of σr

φ and
σr
ϑ, respectively.
According to (19), the array steering vector

ar

(
φr
l,g, ϑ

r
l,g

)
∈ CN of the unmorphed receiving FIM

is given by

ar
(
φr
l,g, ϑ

r
l,g

)
=

[
1, . . . , ejκ(x

r
n⟨ir,o

r
l,g⟩+yr

n⟨jr,o
r
l,g⟩),

. . . , ejκ(x
r
N⟨ir,o

r
l,g⟩+yr

N⟨jr,o
r
l,g⟩)

]T
. (20)

Furthermore, let fr

(
ξ, φr

l,g, ϑ
r
l,g

)
∈ CN represent the addi-

tional response component imposed by adjusting the position
of each antenna deposited on the receiving FIM, which can
be explicitly expressed as

fr
(
ξ, φr

l,g, ϑ
r
l,g

)
=

[
1, . . . , ejκξn⟨kr,o

r
l,g⟩, . . . , ejκξN⟨kr,o

r
l,g⟩

]T
.

(21)

As a result, the array steering vector ãr

(
ξ, φr

l,g, ϑ
r
l,g

)
∈ CN

of the receiving FIM can be represented as

ãr
(
ξ, φr

l,g, ϑ
r
l,g

)
= ar

(
φr
l,g, ϑ

r
l,g

)
⊙ fr

(
ξ, φr

l,g, ϑ
r
l,g

)
, (22)

for g = 1, 2, . . . , G and l = 1, 2, . . . , L.

Note that when considering φr = 0, ϑr = 0, ϱr = 0, we
have ir = [1, 0, 0]

T
, jr = [0, 1, 0]

T
, kr = [0, 0, 1]

T . In this
case, (20) and (21) simplify accordingly to (23) and

fr
(
ζ, φr

l,g, ϑ
r
l,g

)
=

[
1, . . . , ejκζn cosϑr

l,g , . . . , ejκζN cosϑr
l,g

]T
.

(24)

Upon combining (16) and (22), the narrowband MIMO
channel H (ζ, ξ) from the transmitting FIM to the receiving
FIM can be written as

H (ζ, ξ) =

L∑
l=1

G∑
g=1

ςl,gãr
(
ξ, φr

l,g, ϑ
r
l,g

)
ãHt

(
ζ, φt

l,g, ϑ
t
l,g

)
,

(25)

where ςl,g ∈ C, g = 1, 2, . . . , G, l = 1, 2, . . . , L represents
the complex gain of the g-th propagation path in the l-th scat-
tering cluster. Specifically, ςl,g is modeled as an independent
and identically distributed (i.i.d.) CSCG variable, satisfying
ςl,g ∼ CN

(
0, ρ2l /G

)
, where ρ2l denotes the average power of

the l-th cluster [31]. Furthermore, let β2 characterize the path
loss between the source and the destination. Consequently, we
have

∑L
l=1 ρ

2
l = β2.

For the sake of brevity, we define At ∈ CM×LG, Ft (ζ) ∈
CM×LG, Ar ∈ CN×LG, Fr (ξ) ∈ CN×LG, and ς ∈ CLG×LG
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ar
(
φr
l,g, ϑ

r
l,g

)
=

[
1, . . . , ejκ(x

r
n sinϑr

l,g cosφr
l,g+yr

n sinϑr
l,g sinφr

l,g), . . . , ejκ(x
r
N sinϑr

l,g cosφr
l,g+yr

N sinϑr
l,g sinφr

l,g)
]T

. (23)

as

At =
[
at
(
φt
1,1, ϑ

t
1,1

)
, . . . ,at

(
φt
1,G, ϑ

t
1,G

)
, . . . ,

at
(
φt
L,1, ϑ

t
L,1

)
, . . . ,at

(
φt
L,G, ϑ

t
L,G

)]
, (26)

Ft (ζ) =
[
ft
(
ζ, φt

1,1, ϑ
t
1,1

)
, . . . , ft

(
ζ, φt

1,G, ϑ
t
1,G

)
, . . . ,

ft
(
ζ, φt

L,1, ϑ
t
L,1

)
, . . . , ft

(
ζ, φt

L,G, ϑ
t
L,G

)]
, (27)

Ar =
[
ar

(
φr
1,1, ϑ

r
1,1

)
, . . . ,ar

(
φr
1,G, ϑ

r
1,G

)
, . . . ,

ar
(
φr
L,1, ϑ

r
L,1

)
, . . . ,ar

(
φr
L,G, ϑ

r
L,G

)]
, (28)

Fr (ξ) =
[
fr
(
ξ, φr

1,1, ϑ
r
1,1

)
, . . . , fr

(
ξ, φr

1,G, ϑ
r
1,G

)
, . . . ,

fr
(
ξ, φr

L,1, ϑ
r
L,1

)
, . . . , fr

(
ξ, φr

L,G, ϑ
r
L,G

)]
, (29)

ς =diag (ς1,1, . . . , ς1,G, . . . , ςL,1, . . . , ςL,G) . (30)

Hence, the matrix form of the FIM-aided MIMO channel
in (25) is given as

H (ζ, ξ) = [Ar ⊙ Fr (ξ)] ς [At ⊙ Ft (ζ)]
H
. (31)

C. Signal Model

Let t ∈ CM and T ≜ E
(
ttH

)
∈ CM×M denote the trans-

mit signal vector and the transmit signal covariance matrix,
respectively, satisfying T ⪰ 0. We consider an average sum
power constraint at the source given by E

(
∥t∥2

)
= tr (T) ≤

Pt. After passing through the wireless channel, the complex
baseband signal vector r ∈ CN received at the destination is
given by

r = H (ζ, ξ) t+ v, (32)

where v ∼ CN
(
0, σ2IN

)
represents the CSCG noise vector

at the destination, with σ2 denoting the average noise power.
Hence, the MIMO channel capacity is given by

max
T, ζ, ξ

log2 det

(
IN +

1

σ2
H (ζ, ξ)THH (ζ, ξ)

)
︸ ︷︷ ︸

C

, (33)

in bits per second per Hertz (bps/Hz). In conventional MIMO
communication systems with RAAs (ζ = 0 and ξ = 0), the
capacity is fully determined by the channel matrix H (0,0).
By contrast, for MIMO communications between a pair of
FIMs, the channel capacity H (ζ, ξ) also depends on the 3D
surface-shape configurations of the transmitting FIM ζ and
receiving FIM ξ, which provide extra design DoFs for further
improving the channel capacity in a more energy-efficient way.

D. Problem Formulation

In this paper, we aim to maximize the capacity of a MIMO
channel between a pair of FIMs by jointly optimizing three
factors: i) the 3D surface shape ζ of the transmitting FIM,
ii) the 3D surface shape ξ of the receiving FIM, and iii) the
transmit covariance matrix T, subject to the morphing range

of these two FIMs and a total power constraint at the source.
Specifically, the joint optimization problem is formulated as

max
T, ζ, ξ

log2 det

(
IN +

1

σ2
H (ζ, ξ)THH (ζ, ξ)

)
(34a)

s.t. tr (T) ≤ Pt, T ⪰ 0, (34b)

ζ = [ζ1, ζ2, . . . , ζM ]
T
, (34c)

ξ = [ξ1, ξ2, . . . , ξN ]
T
, (34d)

− ζ̃ ≤ ζm ≤ ζ̃, m = 1, 2, . . . ,M, (34e)

− ξ̃ ≤ ξn ≤ ξ̃, n = 1, 2, . . . , N, (34f)

where (34b) characterizes the transmit power constraint, while
(34c) – (34f) characterize the constraints on adjusting the
deformation range for each antenna on the transmitting and
receiving FIMs.

Note that problem (34) is challenging to solve optimally
due to the fact that the objective function in (34a) is non-
concave w.r.t. the surface-shape configurations ζ and ξ of
the transmitting and receiving FIMs. Moreover, ζ and ξ are
complicatedly interacted with the transmit covariance matrix
T in the objective function (34a), making it impossible to solve
for them independently. In the next section, we will decompose
problem (34) into two subproblems and solve them efficiently.

Remark 3: To reveal the theoretical capacity limit of FIM-
aided MIMO communications, we assume perfect knowledge
of all channel parameters, i.e., φr

l,g, ϑr
l,g, φt

l,g, ϑt
l,g, and ςl,g at

both the source and destination. These channel parameters can
be probed by utilizing existing parametric channel estimation
methods, such as the compressed sensing technique and the
space-alternating generalized expectation maximization algo-
rithm described in [45]. Moreover, the surface shapes of the
transmitting and receiving FIMs can be potentially optimized
to attain higher channel estimation accuracy. This topic is
beyond the scope of this paper and is left to our future
research.

Remark 4: Note that the 3D surface shapes of the trans-
mitting and receiving FIMs are only updated on the timescale
of the channel’s coherence block, which is much longer than
the symbol duration. This dynamic flexibility can be readily
achieved using advanced electromagnetic actuation technology
[40]. Specifically, the positions of the antennas on the flexible
substrate can be adjusted by reconfiguring the distributed
Lorentz forces from electrical currents passing through a static
magnetic field. This enables the FIM to morph its surface
shape precisely and promptly as required.

III. THE PROPOSED BLOCK COORDINATE DESCENT
ALGORITHM

In this section, we propose an efficient BCD algorithm to
sub-optimally solve the problem formulated in (34). Specifi-
cally, we solve two subproblems for optimizing the transmit
covariance matrix T or the surface shapes of the transmitting
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and receiving FIMs {ζ, ξ} respectively, with the other set
of variables being fixed. We solve these two subproblems
iteratively until convergence is reached.

A. Transmit Covariance Optimization with Given FIMs’
Surface-Shape Configurations

{
ζ̂, ξ̂

}
In this subproblem, we aim to optimize the transmit covari-

ance matrix T given a tentative surface-shape configuration{
ζ̂, ξ̂

}
of the transmitting and receiving FIMs. In this case,

the MIMO channel H
(
ζ̂, ξ̂

)
from the source to the des-

tination is determined by (31), and the original problem in
(34) is reduced to optimizing the transmit covariance matrix
as in a conventional MIMO system, with the optimal T being
determined by the eigenmode transmission [27].

Specifically, let HH
(
ζ̂, ξ̂

)
H

(
ζ̂, ξ̂

)
= UΛUH denote

the eigenvalue decomposition of HH
(
ζ̂, ξ̂

)
H

(
ζ̂, ξ̂

)
, with

Λ = diag
(
λ2
1, λ

2
2, . . . , λ

2
M

)
∈ RM×M representing a diagonal

matrix containing the corresponding eigenvalues. The optimal
transmit covariance matrix To is thus given by3

To = UPoUH , (35)

where we have Po = diag (po1, p
o
2, . . . , p

o
M ) ∈ RM×M , and

pom represents the amount of power allocated to the m-th data
stream. Specifically, the optimal value of pom can be obtained
using the water-filling strategy, which gives:

pom = max
(
µ− σ2/λ2

m, 0
)
, m = 1, 2, . . . ,M, (36)

where µ is a threshold such that
∑M

m=1 p
o
m = Pt, which can

be obtained by applying the bisection search [14].

B. Surface-Shape Morphing with Given Transmit Covariance
Matrix T̂

Next, we aim to obtain the optimal surface-shape configu-
ration {ζ, ξ} in (34) with given transmit covariance matrix
T̂. Specifically, substituting T̂ into (34) yields

max
ζ, ξ

log2 det

(
IN +

1

σ2
H (ζ, ξ) T̂HH (ζ, ξ)

)
(37a)

s.t. (34c), (34d), (34e), (34f). (37b)

Since an optimal solution to (37) is still difficult to obtain,
instead we leverage the gradient ascent algorithm to find a
sub-optimal solution. Specifically, given the surface shapes of
the transmitting and receiving FIMs found from the previous
iteration as the initial point, we adjust their surface-shape con-
figurations towards the direction of the gradient to gradually
increase the channel capacity. The gradient ascent algorithm
consists of two major steps: i) gradient calculation, and ii)
surface-shape update.

3In practical MIMO systems, U (Po)1/2 is utilized as the transmit precod-
ing matrix, which means that the superimposed signal of multiple symbols is
transmitted from each antenna element.

1) Gradient Calculation: The gradient ascent method
requires calculating the gradients of the objective function
C w.r.t. the surface-shape configurations ζ and ξ of the
transmitting and receiving FIMs, which can be obtained by
using Propositions 1 and 2, respectively.

Proposition 1: The gradient of C w.r.t. ξ, denoted by ∇ξC,
is given by

∇ξC = − 2

ln 2
Diag

[
B−1

r ⊙ℑ (Sr)
]
, (38)

where the matrices Sr ∈ CN×N , Br ∈ CN×N , Ot ∈ CLG×LG,
and Kr ∈ RLG×LG are defined by

Sr = [Ar ⊙ Fr (ξ)]KrOt [Ar ⊙ Fr (ξ)]
H
, (39)

Br =IN + [Ar ⊙ Fr (ξ)]Ot [Ar ⊙ Fr (ξ)]
H
, (40)

Ot =
1

σ2
ς [At ⊙ Ft (ζ)]

H
T̂ [At ⊙ Ft (ζ)] ς

H , (41)

Kr =diag
(
κ
〈
kr,o

r
1,1

〉
, . . . , κ

〈
kr,o

r
1,G

〉
, . . . ,

κ
〈
kr,o

r
L,1

〉
, . . . , κ

〈
kr,o

r
L,G

〉)
, (42)

respectively.
Proof: Please refer to Appendix A. ■
Proposition 2: The gradient of C w.r.t. ζ, denoted by ∇ζC,

is given by

∇ζC = − 2

ln 2
Diag

[
B−1

t ⊙ℑ (St)
]
. (43)

where matrices St ∈ CM×M , Bt ∈ CM×M , Or ∈ CLG×LG,
and Kt ∈ RLG×LG are defined by

St =T̂ [At ⊙ Ft (ζ)]KtOr [At ⊙ Ft (ζ)]
H
, (44)

Bt =IM + T̂ [At ⊙ Ft (ζ)]Or [At ⊙ Ft (ζ)]
H
, (45)

Or =
1

σ2
ςH [Ar ⊙ Fr (ξ)]

H
[Ar ⊙ Fr (ξ)] ς, (46)

Kt =diag
(
κ
〈
kt,o

t
1,1

〉
, . . . , κ

〈
kt,o

t
1,G

〉
, . . . ,

κ
〈
kt,o

t
L,1

〉
, . . . , κ

〈
kt,o

t
L,G

〉)
, (47)

respectively.
Proof: Please refer to Appendix B. ■
2) Surface-Shape Morphing: At each iteration, the 3D

surface shapes of the transmitting and receiving FIMs are
updated by

ζ ← ζ + ϵ∇ζC, (48)
ξ ← ξ + ϵ∇ξC, (49)

where ϵ > 0 represents the step size, which is determined by
applying a backtracking line search to prevent the overshooting
effect [33].

Additionally, a projection process is imposed on the posi-
tions obtained from (48) and (49) for scaling them into the
allowable morphing ranges of the FIMs, i.e.,

ζm = max
(
min

(
ζm, ζ̃

)
,−ζ̃

)
, m = 1, 2, . . . ,M, (50)

ξn = max
(
min

(
ξn, ξ̃

)
,−ξ̃

)
, n = 1, 2, . . . , N. (51)

By repeatedly updating the surface shapes several times
according to (48) and (49), the optimal surface shapes ζo and
ξo of the transmitting and receiving FIMs can be obtained.
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Algorithm 1 The Proposed Block Coordinate Descent Algo-
rithm.

1: Input: ςl,g, φt
l,g, ϑt

l,g, φr
l,g, ϑr

l,g, g = 1, 2, . . . , G, l =

1, 2, . . . , L, ζ̃, ξ̃, Pt, σ2.
2: Initialize the surface shapes ζ and ξ of the transmitting

and receiving FIMs.
3: Repeat
4: Optimize the transmit covariance matrix for the given

ζ̂ and ξ̂ using the eigenmode transmission method
presented in Section III-A.

5: Optimize the surface shapes of the transmitting and
receiving FIMs for the given T̂ using the gradient
ascent method presented in Section III-B.

6: Until The fractional increase of the MIMO channel capac-
ity falls below a preset threshold or the maximum tolerable
number of iterations is reached.

7: Output: ξo, ζo, To.

In a nutshell, the proposed BCD algorithm solves the
original problem by alternately performing water-filling power
allocation and gradient-based surface-shape morphing in an
iterative manner, until the objective function in (34a) achieves
convergence. The overall procedure of the BCD algorithm
is outlined in Algorithm 1. The proposed BCD algorithm is
guaranteed to converge to at least a locally optimal solution
for two reasons:

• Firstly, the value of the objective function in (34a) is
non-decreasing as the iteration proceeds by selecting an
appropriate step size according to the backtracking line
search.

• Secondly, the objective function is upper bounded due to
the power constraint in (34b).

Remark 5: When dealing with frequency-selective channels,
it is essential for the surface shapes of the transmitting
and receiving FIMs to accommodate the requirements of
multiple sub-carriers. Specifically, the array steering vectors
represented in (14), (15), (20), and (21) need to be revised to
incorporate the sub-carrier frequency component. Additionally,
by including the sub-carrier index in the objective function
(34a) and calculating total channel capacity across all sub-
carriers, the proposed BCD method can be effectively adapted
to address the FIM surface-shape morphing and the transmit
covariance optimization in frequency-selective scenarios. Note
that the water-filling method described in (36) should be
modified to implement a joint spatial-frequency water-filling
approach [27]. A comprehensive performance evaluation of
FIM in frequency-selective scenarios will constitute our future
research topic.

C. Initialization of FIM Surface Shapes

To further enhance the robustness of the BCD algorithm,
in our simulations, a heuristic initialization method is utilized
by randomly configuring the 3D surface shapes of the trans-
mitting and receiving FIMs multiple times and selecting the
configuration that maximizes the MIMO channel capacity. To
gain basic insights into the number of random initializations
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Fig. 3. Channel gain versus the morphing distance, which demonstrates that
the number of peaks increases with the morphing range.

required, we next examine the effective channel gain of a
single receiving antenna element versus its morphing distance.
For simplicity, we assume a single propagation path in each
scattering cluster, as multiple propagation paths within the
same cluster have nearly the same periods when projected
onto the normal direction of the receiving FIM. Since the
received signal is essentially a sum of multiple sine waves
with different periods, the number of initializations required
is influenced by the number of peaks in the superimposed
channel gain observed within a given range. This, in turn,
depends on two factors: i) the number of scattering clusters
L, and ii) the morphing range ξ̃. With more scatterers, more
sine waves are superimposed, while a larger morphing range
corresponds to a larger observation range.

Specifically, Fig. 3(a) illustrates the normalized channel gain
when considering a single scatterer with normal incidence,
which yields the minimum period of the incident signal gain
along the normal direction of the receiving FIM, i.e., λ (m).
This indicates that the maximum number of peaks in the
channel gain is limited to 2 within the morphing range of λ. In
Fig. 3(b), we increase the number of scatterers to L = 10, each
with a random incident angle. Since the periods of sine waves
coming from other directions are greater than λ (specifically,
λ/

〈
kr,o

r
l,g

〉
> λ), the number of peaks in the superimposed

channel gain remains relatively unaffected by the number of
scattering clusters. Assuming a uniform distribution of peaks,
the number of peaks within the morphing range 2ξ̃ can be
approximately given by 4ξ̃/λ (see Figs. 3(c) and 3(d)). Note
that this rough estimate of the number of peaks is just for
initializing the BCD algorithm. A more accurate analysis of
the number of peaks in the superimposed signal is a complex
mathematical problem that is beyond the scope of this paper.

D. Complexity Analysis

Next, we evaluate the complexity of the proposed BCD
algorithm. In each iteration, the water-filling power allo-
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cation algorithm of Section III-A has a complexity order
of O

(
min

(
MN2 +M2N

))
. Moreover, the complexity of

updating the surface shape in Section III-B largely depends
on calculating the gradients of ∇ξC and ∇ζC. Note that
some matrix multiplications are repeated in calculating gra-
dients, which only have to be calculated once. Specifically,
the complexities of calculating [Ar ⊙ Fr (ξ)] ς [At ⊙ Ft (ζ)]

H

and T̂HH (ζ, ξ) are LG (MN +M +N) and M2N , respec-
tively. With these intermediate variables, the complexity of
calculating Sr in (39), Br in (40), and ∇ξC in (38) are MN2,
MN2, and 2N3, respectively. Similarly, the complexities of
calculating St in (44), Bt in (45), and ∇ζC in (43) are 2M2N ,
M2N , and 2M3, respectively.

As a result, the overall complexity order of the BCD
algorithm is

O
(
I
[
min

(
MN2 +M2N

)
+ LG (MN +M +N)

+2MN2 + 2N3 + 4M2N + 2M3
])

, (52)

which is polynomial in M and N , where I represents the
number of outer iterations.

IV. NUMERICAL RESULTS

A. Simulation Setup

In this section, simulation results are presented for exam-
ining the performance benefits of utilizing FIMs as MIMO
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Fig. 6. Channel capacity C versus the transmit power constraint Pt.
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Fig. 7. Channel capacity C versus the number of scattering clusters L.

transceivers and the proposed BCD algorithm for maximizing
the capacity of FIM-aided MIMO systems. We consider a
3D Cartesian coordinate system, where the locations of the
reference antennas at the source and destination are set as
(0 m, 0 m, 10 m) and (0 m, 100 m, 0 m), respectively. Both
the source and destination are equipped with an FIM, with
M = MxMy antennas at the source and N = NxNy antennas
at the destination. The antenna spacings at the source and
destination are {dt,x, dt,y} and {dr,x, dr,y}, respectively. For
simplicity, we define d ≜ dt,x = dt,y = dr,x = dr,y in our
simulations. Furthermore, the orientations of the transmitting
and receiving FIMs are determined by (1) – (3) and (7) – (9),
respectively. The FIMs’ orientations are configured by setting
φt = φr = π/2, ϑt = ϑr = 3π/4, ϱt = ϱr = 0, unless
otherwise specified.

Furthermore, the distance-dependent path loss of the wire-
less channel is modeled as β2 = β2

0 (d/d0)
−α [46], where

β2
0 = −60 dB denotes the path loss at the reference distance

of d0 = 1 m, α = 2.2 is the path loss exponent used in our
simulations. Additionally, we assume that the L cluster centers
are uniformly distributed, satisfying φt

l, ϑ
t
l, φ

r
l, ϑ

r
l ∼ U [0, π)

for l = 1, 2, . . . , L. For simplicity, we further assume σt
φ =

σr
φ ≜ σφ and σt

ϑ = σr
ϑ ≜ σϑ. All scatterers experience the

same channel gain, yielding ρ2l = β2/L for l = 1, 2, . . . , L.
Moreover, the system operates at 28 GHz with a bandwidth of
100 MHz. Assuming a noise power spectral density of −174
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dBm/Hz yields an average noise power of σ2 = −94 dBm.
Moreover, four transmission schemes are considered for

evaluating the performance of the FIM:
• FIM, WPA: A pair of FIMs are utilized as transceivers.

The power allocation and surface shapes of the FIMs are
alternately updated by using the water-filling strategy and
the gradient ascent method, respectively, as presented in
Section III.

• FIM, EPA: The equal power allocation regime is utilized
at the source. The transmitting and receiving FIM surface
shapes are updated by using the gradient ascent method
presented in Section III-B.

• RAA, WPA [7]: Conventional MIMO transceivers based
on RAAs are employed, while the classic water-filling
power allocation is utilized at the source.

• RAA, EPA [7]: The equal power allocation is utilized at
the conventional RAA-based MIMO transmitter.

For each scheme, the transmit covariance matrix is determined
by (35). For the proposed BCD algorithm, the maximum
tolerable number of iterations is set to 50, and the convergence
threshold in terms of the fractional increase in channel capacity
is set to −30 dB. All simulation results are obtained by
averaging over 100 independent channel realizations.

B. Performance versus MIMO System Parameters

First, Fig. 4 evaluates the channel capacity versus the
number of transmitting and receiving antennas. For simplicity,
we consider the same number of antennas at the source and
destination, i.e., M = N . The antenna spacing is set to
d = λ/2. Moreover, we assume that there are L = 8 scattering
clusters in the propagation environment, each having G = 4
paths. The maximum 3D morphing ranges of the two FIMs
are set to ζ̃ = ξ̃ = λ/2. The angle spread in each cluster is set
to σφ = σϑ = π/128. As expected, higher channel capacity
is achieved for a larger number of antennas. Additionally,
the gap between the two power allocation schemes widens
as the number of antennas increases. This is because the
MIMO channel may become rank-deficient for a large number
of antennas. Compared to equal power allocation, allocating
more power to the channels of high quality provides significant
gains. Under all setups considered, the FIMs that are capable
of morphing their surface shapes consistently outperform the
conventional benchmark schemes, with at least a 9% capacity
improvement being observed.

Furthermore, Fig. 5 examines the FIM-aided MIMO chan-
nel capacity versus the antenna element spacing d. In this
analysis, both the transmitter and receiver have an array area
of λ/2 × λ/2. As the spacing d decreases, a larger number
of antenna elements are packed into the designated area, ap-
proaching the concept of holographic MIMO communications
[23], [24]. Our results, as shown in Fig. 5, demonstrate that
higher channel capacity is achieved as the density of antenna
elements increases. Nonetheless, in conventional holographic
MIMO communication systems, transmitting and receiving
antennas are arranged along the array directions, i.e., it (ir)
and jt (jr). In contrast, FIMs have the capability of morphing
their surface shapes perpendicular to the antenna array, which

(a) RAAs. (b) FIMs.

Fig. 8. Channel capacity versus the number G of propagation paths in each
cluster and the angular spread σφ = σϑ.

(a) Equal power allocation. (b) Water-filling power allocation.

Fig. 9. Channel capacity C versus the morphing range of the FIMs.

leads to further improvements in channel gain. Notably, as
the element spacing falls below 0.1λ, leveraging FIMs can
yield a capacity improvement of over 60% compared to the
conventional RAAs.

Next, we evaluate the channel capacity of an FIM-aided
point-to-point MIMO system versus the maximum transmit
power Pt, as shown in Fig. 6. We consider two square FIMs
with four elements and d = λ/2. All other parameters are the
same as in Fig. 3. As seen from Fig. 6, by flexibly morphing
the surface shapes of the FIMs, the MIMO channel capacity is
increased by about 83% and 68% in the low and high signal-
to-noise-ratio (SNR) regions, respectively, compared to their
RAA counterparts. Under all SNR setups, the water-filling
power allocation outperforms the equal power allocation, while
the performance gap gradually narrows as the transmit power
increases, since the water-filling threshold is negligible when
the power budget is adequate. Interestingly, using FIMs can
further narrow the performance gap between these two power
allocation schemes. This is due to the fact that the FIMs
improve the channel quality and implicitly drive the MIMO
communication system to operate in a higher SNR region.

Fig. 7 examines the performance as the number of scattering
clusters in the environment increases. The downlink transmit
power constraint is set to Pt = 10 dBm, while all other
parameters remain the same as in Fig. 3. It is demonstrated that
as L increases, the MIMO channel capacity improves since the
signal components from multiple propagation paths are more
likely to form a favorable profile across the array. Moreover,
the FIMs outperform conventional RAAs by morphing their
surface shapes to find the optimal configurations experiencing
shallow fading. Notably, the performance gain offered by the
FIMs becomes more substantial, as the number of scattering
clusters increases. Specifically, increasing the number of clus-
ters from L = 1 to L = 19 widens the performance gain from
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(a) M = N = 4. (b) M = N = 16.

Fig. 10. Comparison of channel gains when utilizing RAAs and FIMs.
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Fig. 11. Channel capacity with imperfect CSI.

78% to 92%, implicitly indicating the importance of multipath
propagation for FIM-aided wireless communications.

Fig. 8 assesses the impact of the scattering environment,
including the number (G) of propagation paths in each scat-
tering cluster and the angular spread (σφ, σϑ). Specifically, a
larger value of G means that there are more scattering paths
in a cluster, while a larger value of σφ and σϑ means that
the scatterers are distributed over a wider area. For simplicity,
we assume σφ = σϑ. Additionally, we assume that there are
L = 8 scattering clusters, and all other parameters are the same
as in Fig. 3. Comparing Figs. 8(a) and 8(b) shows the channel
capacity improvements of using FIMs. Furthermore, increasing
both the number of paths and the angular spread would further
enhance the channel capacity. Interestingly, for a small value
of σφ and σϑ, increasing G would not result in significant
capacity improvement. This is because multiple propagation
paths in a small cluster behave more like a single path. By
contrast, for a large angle spread, increasing the number of
propagation paths would result in the channels interfering
constructively and destructively in the surroundings of the FIM
more frequently, thus giving the FIMs more opportunity to
improve the channel quality by morphing their 3D surface
shapes.

Next, Fig. 9 plots the channel capacity of different schemes
as the morphing ranges of the FIMs increase. We consider
M = N = 4 and keep all other parameters the same as in
Fig. 3. Note that a conventional RAA is a special case of
an FIM when ζ̃ = ξ̃ = 0. Observe from Fig. 9 that as ζ̃
and ξ̃ increase, the transmitting and receiving FIMs exhibit
increased flexibility to adapt their 3D surface shapes, thus
gradually increasing the channel capacity. When the classic
water-filling power allocation method is employed, the FIMs
with a morphing range of ζ̃ = ξ̃ = 0.3λ can enhance the
MIMO channel capacity from 2.5 bps/Hz to 4.5 bps/Hz.
To put this into perspective, for a typical millimeter-wave

frequency of 100 GHz, this equates to a morphing range of
just ζ̃ = ξ̃ = 1 mm. While using the equal power allocation
results in a moderate capacity penalty, the performance gain
from morphing the surface shapes of FIMs is 2.4 bps/Hz.
Nevertheless, we observe diminishing returns as the morphing
range continues to increase. Additionally, it is worth noting
that the performance gains of FIMs are influenced by the
normalized morphing range relative to the radio wavelength.
For any given morphing range, the advantages of morphing
FIM surface shapes become more pronounced as the operating
frequency increases.

C. Channel Gain
To better illustrate the impact of the surface-shape morphing

of the FIMs, we next evaluate the performance improvement
in terms of eigenchannel gains. Fig. 10(a) plots the average
channel gain when utilizing M = N = 4 antenna elements for
both transmission and reception, where the range of 100 inde-
pendent channel realizations is also shown in lighter colors. It
is observed that FIMs are capable of enhancing the gains for all
eigenchannels by adapting their surface shapes. Specifically,
the average gains of the best and worst eigenchannels improve
by 2.48 dB and 4.69 dB, respectively, indicating that the FIMs
improve the quality of poorer channels more significantly.
In Fig. 10(b), we increase the number of transmitting and
receiving antennas to M = N = 16. Again, square FIMs
are considered. As shown in Fig. 10(b), the FIMs improve the
best eigenchannel gain by only 0.78 dB, while improving the
poorest eigenchannel by over 7.5 dB. Additionally, compared
to RAAs, the channel gain of utilizing FIMs is more stable
across various channel environments, since the FIMs always
strive to find the best 3D surface shapes for achieving high
channel gain.

D. Imperfect CSI
Next, we examine the impact of imperfect CSI on channel

capacity in Fig. 11, considering two different scenarios. In
the first scenario (Fig. 11(a)), we focus on the imperfect
estimate of the channel gain ςl,g, g = 1, 2, . . . , G, l =
1, 2, . . . , L, which is modeled as a CSCG random variable,
with a mean of ςl,g and a variance corresponding to the
MSE of the gain estimate. In the second scenario (Fig.
11(b)), we investigate the imperfect estimates of the azimuth
and elevation angles. Specifically, the estimates for angles
φr
l,g, ϑr

l,g, φt
l,g, ϑt

l,g, g = 1, 2, . . . , G, l = 1, 2, . . . , L
are modeled as uniform distributions centered around their
corresponding actual values. For simplicity, we assume the
same root MSE (RMSE) for all angle estimates, increasing
it from π/128 to π/16. As shown in Fig. 11, imperfect
estimates of both channel gain and angles lead to a degrada-
tion of MIMO channel capacity under all setups considered.
Nonetheless, morphing the surface shapes of the transmitting
and receiving FIMs consistently yields better channel capacity
than conventional MIMOs relying on RAAs. Moreover, during
the channel estimation phase, the surface shapes of FIMs
can also be morphed to enhance channel estimation accuracy,
while the specific protocol and algorithm design require further
investigation.
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Fig. 12. Convergence behavior of (a) the transmitting FIM’s surface shape; (b) the receiving FIM’s surface shape; (c) the channel capacity, respectively, where
we consider L = 8 scattering clusters.
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Fig. 13. Convergence behavior of (a) the transmitting FIM’s surface shape; (b) the receiving FIM’s surface shape; (c) the channel capacity, respectively, where
we consider L = 16 scattering clusters.

(a) (b)

0 10 20 30 40

-300

-250

-200

-150

-100

-50

(c)

Fig. 14. (a) The morphed surface shapes of the transmitting and receiving FIMs, where we consider ζ̃ = ξ̃ = 0.1λ; (b) The morphed surface shapes of the
transmitting and receiving FIMs, where we consider ζ̃ = ξ̃ = 0.5λ; (c) Channel gain under different values of the maximum morphing range.

E. Convergence Analysis

Figs. 12 and 13 examine the convergence behavior of the
proposed BCD algorithm. The simulation setup is the same as
in Fig. 10(a). In Fig. 12, we consider a propagation environ-
ment having L = 8 scattering clusters. Specifically, Figs. 12(a)
and 12(b) illustrate the position variations of the transmitting
and receiving elements, respectively, as the iterations proceed,
while the corresponding channel capacity is shown in Fig.
12(c). Three cases are analyzed by progressively increasing the
maximum morphing ranges of the transmitting and receiving
FIMs:

(i) For iterations 1 – 25, we set ζ̃ = ξ̃ = 0.1λ;
(ii) For iterations 26 – 50, we set ζ̃ = ξ̃ = 0.2λ;

(iii) For iterations 51 – 75, we set ζ̃ = ξ̃ = 0.5λ.

As observed in Fig. 12, the FIMs constantly morph their
surface shapes to gradually increase the channel capacity,
converging within 10 iterations under all the setups considered.
However, in each stage, the positions of some elements, e.g.,
transmitting element 2 in Fig. 12(a) and receiving element 3 in
Fig. 12(b), are constrained by the maximum morphing range.
Further increasing the maximum morphing ranges gives these
elements more flexibility to adapt their positions. Interestingly,
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this also causes other elements to readjust their positions to
cooperatively reconfigure the surface shapes of the transmit-
ting and receiving FIMs. As a result, the channel capacity
improves by 48%, 57%, and 80%, respectively, in the three
setups compared to the conventional RAAs.

The results considering L = 16 scattering clusters are
shown in Fig. 13. In the first stage, the positions of transmitting
element 4 (shown in Fig. 13(a)) and receiving element 2
(shown in Fig. 13(b)) are constrained by the maximum morph-
ing range of ζ̃ = ξ̃ = 0.1λ. Increasing the maximum morphing
range to 0.2λ allows all elements to find their best positions.
Therefore, the channel capacity is increased from 4.52 bps/Hz
to 4.96 bps/Hz, as illustrated in Fig. 13(c). Interestingly,
as all elements already reach their optimal positions within
the internal region of (−0.2λ, 0.2λ), further increasing the
morphing range would no longer change the FIM surface
shapes as well as the channel capacity. It is noted that in all
setups, the proposed BCD method tends to converge within 10
iterations. Again, comparing Figs. 13(a) and 13(b) concludes
that the channel capacity improves as the number of scattering
clusters increases.

F. The Surface-Shape Morphing of FIMs

Finally, we demonstrate the capability of FIMs for morphing
their surface shapes. Specifically, a pair of FIMs having
7 × 7 square antenna arrays are deployed at the source and
destination, with all other parameters remaining the same as
in Fig. 12. Fig. 14(a) shows the optimal surface shapes of
the transmitting and receiving FIMs obtained by applying
the proposed BCD method, when considering a maximum
morphing range of ζ̃ = ξ̃ = 0.1λ. It is demonstrated that
the FIMs are capable of morphing their surface shapes by
positioning all elements for improving the channel gain. As
shown in Fig. 14(c), weak eigenchannels are enhanced by
over 40 dB compared to conventional RAAs. In Fig. 14(b),
we increase the maximum morphing range of the transmitting
and receiving FIMs to ζ̃ = ξ̃ = 0.5λ. With a larger space
to morph their surface shapes, the FIMs wiggle significantly
more to enable the coherent superposition of multipath signal
components. Consequently, the eigenchannel channel gain is
further increased by about 20 dB.

V. CONCLUSIONS

In this paper, the FIM technology that has the capability
of morphing its 3D surface shape was utilized as MIMO
transceivers to enhance the channel capacity. Specifically, a
capacity maximization problem was formulated and addressed
by developing a customized BCD method for iteratively op-
timizing the transmit covariance matrix and the 3D surface
shapes of the transmitting and receiving FIMs. Numerical
results validated the significant capacity improvement gleaned
from morphing the surface shapes of the FIMs compared to
the conventional MIMO systems relying on RAAs. Notably,
the performance gains become even more substantial as the
maximum morphing range of the FIM and the number of
propagation paths increase.

Additionally, integrating FIMs with BSs in wireless net-
works presents significant opportunities for enhancing mul-
tiuser communication performance. However, despite the re-
markable performance gains achieved by dynamically morph-
ing the 3D surface shapes of FIMs, further research is required
to address challenges such as accurate channel estimation. It is
also essential to consider the practical limitations of morphing
FIM surface shapes and the associated energy consumption,
which depends on several factors, including the substrate
material, response time, and other practical factors. Further-
more, a system-level performance evaluation is necessary to
characterize the fundamental trade-offs involved.

APPENDIX A
PROOF OF PROPOSITION 1

First, the channel capacity C in (33) can be rewritten as

C = log2 detBr. (53)

According to Eq. (3.60) of [47], the differential of the
logarithm of the determinant is given by

dC =
1

ln 2
tr
(
B−1

r dBr
)
. (54)

Furthermore, we have

dBr
(a)
=d [Ar ⊙ Fr (ξ)]Ot [Ar ⊙ Fr (ξ)]

H

+ [Ar ⊙ Fr (ξ)]Otd [Ar ⊙ Fr (ξ)]
H

(b)
= [Ar ⊙ dFr (ξ)]Ot [Ar ⊙ Fr (ξ)]

H

+ [Ar ⊙ Fr (ξ)]Ot [Ar ⊙ dFr (ξ)]
H
, (55)

where (a) holds due to d (AB) = d (A)B +Ad (B), while
(b) holds due to d (A⊙B) = d (A)⊙B+A⊙ d (B).

Hence, the partial derivative of the matrix Fr (ξ) w.r.t. the
deformation distance ξn of the n-th receiving element is given
by

∂

∂ξn
Fr (ξ) = jF̃r

n (ξ)Kr, n = 1, 2, . . . , N, (56)

where F̃r
n (ξ) ∈ CN×LG is defined as

F̃r
n (ξ) =

[
0(n−1)×LG; [Fr (ξ)]n,: ; 0(N−n)×LG

]
. (57)

Substituting (56) into (55), we arrive at

∂

∂ξn
Br =

(
Ar ⊙ jF̃r (ξ)Kr

)
Ot (Ar ⊙ Fr (ξ))

H

+ (Ar ⊙ Fr (ξ))Ot

(
Ar ⊙ jF̃r (ξ)Kr

)H

=− 2ℑ
(
S̃r
n

)
, n = 1, 2, . . . , N, (58)

where S̃r
n ∈ CN×N is defined as

S̃r
n =

0(n−1)×(n−1) 0(n−1)×1 0(n−1)×(N−n)

01×(n−1) [Sr]n,n 01×(N−n)

0(N−n)×(n−1) 0(N−n)×1 0(N−n)×(N−n)

 . (59)

Substituting (58) into (54) and collecting N partial deriva-
tives into a matrix, the proof is completed.
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APPENDIX B
PROOF OF PROPOSITION 2

Rewriting the channel capacity as C = log2 detBt and
following the similar philosophy in Appendix A, the proof
is completed.
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[30] R. W. Heath, N. González-Prelcic, S. Rangan, W. Roh, and A. M.
Sayeed, “An overview of signal processing techniques for millimeter
wave MIMO systems,” IEEE J. Sel. Topics Signal Process., vol. 10,
no. 3, pp. 436–453, Apr. 2016.

[31] O. E. Ayach, S. Rajagopal, S. Abu-Surra, Z. Pi, and R. W. Heath,
“Spatially sparse precoding in millimeter wave MIMO systems,” IEEE
Trans. Wireless Commun., vol. 13, no. 3, pp. 1499–1513, Mar. 2014.

[32] J. An, C. Yuen, Y. L. Guan, M. Di Renzo, M. Debbah, H. Vincent Poor,
and L. Hanzo, “Two-dimensional direction-of-arrival estimation using
stacked intelligent metasurfaces,” IEEE J. Sel. Areas Commun., pp. 1–
15, 2024, Early Access.

[33] J. An, C. Xu, D. W. K. Ng, G. C. Alexandropoulos, C. Huang, C. Yuen,
and L. Hanzo, “Stacked intelligent metasurfaces for efficient holographic
MIMO communications in 6G,” IEEE J. Sel. Areas Commun., vol. 41,
no. 8, pp. 2380–2396, Aug. 2023.

[34] K.-K. Wong and K.-F. Tong, “Fluid antenna multiple access,” IEEE
Trans. Wireless Commun., vol. 21, no. 7, pp. 4801–4815, Jul. 2022.

[35] W. Ma, L. Zhu, and R. Zhang, “MIMO capacity characterization for
movable antenna systems,” IEEE Trans. Wireless Commun., vol. 23,
no. 4, pp. 3392–3407, Apr. 2024.

[36] F. Sohrabi and W. Yu, “Hybrid digital and analog beamforming design
for large-scale antenna arrays,” IEEE J. Sel. Topics Signal Process.,
vol. 10, no. 3, pp. 501–513, Apr. 2016.

[37] C. Liu, Q. Ma, Z. J. Luo, Q. R. Hong, Q. Xiao, H. C. Zhang, L. Miao,
W. M. Yu, Q. Cheng, L. Li et al., “A programmable diffractive deep
neural network based on a digital-coding metasurface array,” Nature
Electronics, vol. 5, no. 2, pp. 113–122, Feb. 2022.

[38] J. An, M. Di Renzo, M. Debbah, H. V. Poor, and C. Yuen, “Stacked
intelligent metasurfaces for multiuser downlink beamforming in the
wave domain,” 2023. [Online]. Available: https://arxiv.org/pdf/2309.
02687

[39] H. Liu, J. An, X. Jia, S. Lin, X. Yao, L. Gan, B. Clerckx, C. Yuen,
M. Bennis, and M. Debbah, “Stacked intelligent metasurfaces for
wireless sensing and communication: Applications and challenges,”
2024. [Online]. Available: https://arxiv.org/pdf/2407.03566

[40] Y. Bai, H. Wang, Y. Xue, Y. Pan, J.-T. Kim, X. Ni, T.-L. Liu, Y. Yang,
M. Han, Y. Huang et al., “A dynamically reprogrammable surface with
self-evolving shape morphing,” Nature, vol. 609, no. 7928, pp. 701–708,
Sep. 2022.

[41] S. M. Kamali, A. Arbabi, E. Arbabi, Y. Horie, and A. Faraon, “Decou-
pling optical function and geometrical form using conformal flexible
dielectric metasurfaces,” Nature Communications, vol. 7, no. 11618, pp.
1–7, May 2016.



IEEE TCOM 16

[42] S. Georgakopoulos, C. Birtcher, C. Balanis, R. Renaut, and A. Panaretos,
“HIRF penetration and PED coupling analysis for fuselage models
using a hybrid subgrid FDTD(2,2)/FDTD(2,4) method,” in Proc. IEEE
Antennas Propag. Society Int. Sym., vol. 2, 2002, pp. 690–693.

[43] A. Y. Modi, M. A. Alyahya, C. A. Balanis, and C. R. Birtcher,
“Metasurface-based method for broadband RCS reduction of dihedral
corner reflectors with multiple bounces,” IEEE Trans. Antennas Propag.,
vol. 68, no. 3, pp. 1436–1447, Mar. 2020.

[44] A. Y. Modi, C. A. Balanis, and C. Birtcher, “Investigation of checker-
board metasufaces on flexible curvilinear structure for RCS reduction,”
in Proc. IEEE Int. Sym. Antennas, Propag. & USNC/URSI National
Radio Science Meeting, 2018, pp. 2329–2330.

[45] A. Shahmansoori, G. E. Garcia, G. Destino, G. Seco-Granados, and
H. Wymeersch, “Position and orientation estimation through millimeter-
wave MIMO in 5G systems,” IEEE Trans. Wireless Commun., vol. 17,
no. 3, pp. 1822–1835, Mar. 2018.

[46] T. S. Rappaport, G. R. MacCartney, M. K. Samimi, and S. Sun, “Wide-
band millimeter-wave propagation measurements and channel models for
future wireless communication system design,” IEEE Trans. Commun.,
vol. 63, no. 9, pp. 3029–3056, Sep. 2015.

[47] A. Hjorungnes and D. Gesbert, “Complex-valued matrix differentiation:
Techniques and key results,” IEEE Trans. Signal Process., vol. 55, no. 6,
pp. 2740–2746, Jun. 2007.

Jiancheng An received the B.S. degree in Elec-
tronics and Information Engineering and the Ph.D.
degree in Information and Communication Engineer-
ing from the University of Electronic Science and
Technology of China (UESTC), Chengdu, China, in
2016 and 2021, respectively. From 2019 to 2020,
he was a Visiting Scholar with the Next-Generation
Wireless Group, University of Southampton, U.K.
He is currently a research fellow with the School
of Electrical and Electronics Engineering, Nanyang
Technological University (NTU), Singapore. His re-

search interests include stacked intelligent metasurfaces (SIM) and flexible
intelligent metasurfaces (FIM).

Zhu Han (S’01–M’04-SM’09-F’14) received the
B.S. degree in electronic engineering from Tsinghua
University, in 1997, and the M.S. and Ph.D. degrees
in electrical and computer engineering from the
University of Maryland, College Park, in 1999 and
2003, respectively.

From 2000 to 2002, he was an R&D Engineer of
JDSU, Germantown, Maryland. From 2003 to 2006,
he was a Research Associate at the University of
Maryland. From 2006 to 2008, he was an assistant
professor at Boise State University, Idaho. Currently,

he is a John and Rebecca Moores Professor in the Electrical and Computer
Engineering Department as well as in the Computer Science Department at
the University of Houston, Texas. Dr. Han’s main research targets on the novel
game-theory related concepts critical to enabling efficient and distributive
use of wireless networks with limited resources. His other research interests
include wireless resource allocation and management, wireless communica-
tions and networking, quantum computing, data science, smart grid, carbon
neutralization, security and privacy. Dr. Han received an NSF Career Award
in 2010, the Fred W. Ellersick Prize of the IEEE Communication Society
in 2011, the EURASIP Best Paper Award for the Journal on Advances in
Signal Processing in 2015, IEEE Leonard G. Abraham Prize in the field of
Communications Systems (best paper award in IEEE JSAC) in 2016, IEEE
Vehicular Technology Society 2022 Best Land Transportation Paper Award,
and several best paper awards in IEEE conferences. Dr. Han was an IEEE
Communications Society Distinguished Lecturer from 2015 to 2018 and ACM
Distinguished Speaker from 2022 to 2025, AAAS fellow since 2019, and
ACM Fellow since 2024. Dr. Han is a 1% highly cited researcher since
2017 according to Web of Science. Dr. Han is also the winner of the 2021
IEEE Kiyo Tomiyasu Award (an IEEE Field Award), for outstanding early
to mid-career contributions to technologies holding the promise of innovative
applications, with the following citation: “for contributions to game theory
and distributed management of autonomous communication networks.”

Dusit Niyato (M’09-SM’15-F’17) is a professor
in the College of Computing and Data Science,
at Nanyang Technological University, Singapore.
He received B.Eng. from King Mongkuts Institute
of Technology Ladkrabang (KMITL), Thailand and
Ph.D. in Electrical and Computer Engineering from
the University of Manitoba, Canada. His research
interests are in the areas of mobile generative AI,
edge intelligence, quantum computing and network-
ing, and incentive mechanism design.

Mérouane Debbah (Fellow, IEEE) is a Professor
at Khalifa University of Science and Technology in
Abu Dhabi and founding Director of the KU 6G
Research Center. His research has been lying at the
interface of fundamental mathematics, algorithms,
statistics, information and communication sciences
with a special focus on random matrix theory and
learning algorithms. In the Communication field,
he has been at the heart of the development of
small cells (4G), Massive MIMO (5G), and Large
Intelligent Surfaces (6G) technologies. In the AI

field, he is known for his work on Large Language Models, distributed AI
systems for networks, and semantic communications. He is an IEEE Fellow,
a WWRF Fellow, an Eurasip Fellow, an AAIA Fellow, an Institut Louis
Bachelier Fellow, an AIIA Fellow, and a Membre émérite SEE. He is actually
chair of the IEEE Large Generative AI Models in Telecom (GenAINet)
Emerging Technology Initiative and a member of the Marconi Prize Selection
Advisory Committee.

Chau Yuen (S’02-M’06-SM’12-F’21) received the
B.Eng. and Ph.D. degrees from Nanyang Techno-
logical University, Singapore, in 2000 and 2004,
respectively. He was a Post-Doctoral Fellow with
Lucent Technologies Bell Labs, Murray Hill, in
2005. From 2006 to 2010, he was with the Institute
for Infocomm Research, Singapore. From 2010 to
2023, he was with the Engineering Product Devel-
opment Pillar, Singapore University of Technology
and Design. Since 2023, he has been with the School
of Electrical and Electronic Engineering, Nanyang

Technological University, currently he is Provost’s Chair in Wireless Commu-
nications, and Assistant Dean in Graduate College. Dr. Yuen received IEEE
Communications Society Leonard G. Abraham Prize (2024), IEEE Commu-
nications Society Best Tutorial Paper Award (2024), IEEE Communications
Society Fred W. Ellersick Prize (2023), IEEE Marconi Prize Paper Award
in Wireless Communications (2021), IEEE APB Outstanding Paper Award
(2023), and EURASIP Best Paper Award for JOURNAL ON WIRELESS
COMMUNICATIONS AND NETWORKING (2021). Dr Yuen current serves
as an Editor-in-Chief for Springer Nature Computer Science, Editor for
IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, IEEE SYSTEM
JOURNAL, and IEEE TRANSACTIONS ON NETWORK SCIENCE AND
ENGINEERING, where he was awarded as IEEE TNSE Excellent Editor
Award and Top Associate Editor for TVT from 2009 to 2015. He also served
as the guest editor for several special issues, including IEEE JOURNAL ON
SELECTED AREAS IN COMMUNICATIONS, IEEE WIRELESS COMMU-
NICATIONS MAGAZINE, IEEE COMMUNICATIONS MAGAZINE, IEEE
VEHICULAR TECHNOLOGY MAGAZINE, IEEE TRANSACTIONS ON
COGNITIVE COMMUNICATIONS AND NETWORKING, and ELSEVIER
APPLIED ENERGY. He is a Distinguished Lecturer of IEEE Vehicular
Technology Society, Top 2% Scientists by Stanford University, and also a
Highly Cited Researcher by Clarivate Web of Science. He has 4 US patents
and published over 500 research papers at international journals.

Lajos Hanzo (FIEEE’04) received Honorary Doc-
torates from the Technical University of Budapest
(2009) and Edinburgh University (2015). He is a For-
eign Member of the Hungarian Science-Academy,
Fellow of the Royal Academy of Engineering
(FREng), of the IET, of EURASIP and holds the
IEEE Eric Sumner Technical Field Award. For fur-
ther details please see http://www-mobile.ecs.soton.
ac.uk, https://en.wikipedia.org/wiki/Lajos Hanzo.


