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iv

The surge in Virtual Reality’s (VR) popularity has sparked a growing interest in
co-located multi-modal gaming experiences to enhance inclusivity. This thesis delves
into the effects of integrating a non-VR player into these experiences, focusing on how
it infuences embodiment, immersion, and co-presence among participants.

The research unfolds in three main studies. In the initial study, a multi-modal VR
game, “StuckInSpace”, serves as the testing ground for introducing a non-VR player
through different mediums: a PC or a tracked Phone. The results from this study
(n = 24) reveal notably no signifcant differences for the VR player, with the
qualitative analysis highlighting the critical role embodiment plays in shaping the
experience.

Building on these fndings, a systematic literature review is conducted, leading to the
development of two orthogonal models of embodiment: Aspects and Levels. These
models provide various strategies to infuence different aspects of embodiment in
multi-modal experiences.

In the third and fnal study, the knowledge gained from the preceding research is
applied to modify the game by incorporating some of the identifed embodiment
strategies. The objective is to assess the effectiveness of these strategies and explore
any cross-mode embodiment effects (n = 48). Surprisingly, the results indicate an
unexpected infuence of the “Narrative” strategy used to explain the other two
strategies, overpowering their intended effects.

This thesis stands as a signifcant contribution to the feld, presenting a multi-modal
VR game and unveiling two comprehensive embodiment models, along with
actionable strategies for designing multi-modal games. Additionally, it sheds light on
the intricate and nuanced relationship between embodiment, co-presence, and
immersion within such experiences, and emphasises the importance of
mixed-methods research. The fndings pave the way for future research in co-located
multi-modal VR experiences, underscoring the importance of thoughtful design and
the potential of narrative to enhance user engagement.
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Chapter 1

Introduction

1.1 Motivation

As Virtual Reality (VR) is becoming more popular and widespread, there is a growing
amount of research that explores the VR experience and its various applications. VR is
being used in education [18, 89, 21], healthcare [59, 49, 52], remote collaboration [77],
and making the user feel more present in another space through virtual reality [41]
(for example in a teleconference). Nevertheless, the majority of people associate VR
with gaming [63].

In the realm of gaming, VR serves as a tool to unite people in a shared virtual space,
bridging the physical gap between them.

Examples include multiplayer shooter Pavlov [88] and online chatroom VRChat [90],
where players can connect remotely and share the same virtual space, communicating
via voice-chat and body language where possible. This works well for remote
collaboration, but falls short when looking at co-located experiences. In these cases,
the HMD (Head-Mounted Display) user is isolated from the physical environment
and anyone else that wants to participate is left either looking at a screen while
waiting for their turn on the headset, or trying to communicate with the HMD player,
potentially disrupting their immersion.

Of course, there are a number of local multiplayer VR games, but they are quite low in
number. Examples include Keep Talking and Nobody Explodes [83] and The Playroom
VR [86], where the second player is either reading a manual to help the VR player, or
playing with a controller while watching on a TV screen. These games show that
involving a second player, directly or indirectly, is a valid way to make VR
experiences more inclusive to others, even when only one head-mounted display is
available. For instance, Keep Talking and Nobody Explodes demonstrates that even a
simple set of printed instructions can make for a fun and engaging experience.
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This thesis focuses on designing for co-located multi-modal VR experiences. Given
the aforementioned issues with current co-located VR experiences and the increasing
number of multi-modal spaces, there is a need for more research into best practices
and design strategies. Each mode, from simple AR with a phone to fully immersive
VR, poses unique challenges for creating engaging and immersive experiences.

When talking about VR, the concepts of immersion, presence and embodiment are
frequently discussed. In this thesis, “immersion” will be used as defned by Slater and
Wilbur [80]: “the extent to which the technology can deliver an illusion of reality to the senses
of a human participant” [80]. Research has shown that immersion is a desirable property
of VR [68, 47, 75], improving both collaboration [60] and enjoyment [38]. If immersion
is about the properties of a system, then “presence” is how those properties makes
you feel, “the sensation of ‘being there’ ”[78]. Lastly, embodiment is about experiencing
external properties as if they were the properties of one’s own body [42].

Embodiment, immersion, and presence are closely intertwined, with each infuencing
the others, yet remaining separate phenomena. Understanding these differences is
crucial when designing a multi-modal experience, as each mode has specifc criteria
for immersion, presence, and embodiment, needing targeted design strategies to
ensure an enjoyable experience. As Gugenheimer et al. state, to become “part of the
social living room environment” [36, 35], VR will need to accommodate a wide range of
experiences, from passive spectatorship to more active participation. Careful design is
crucial, as reducing the immersion of the VR user due to interactions with others
would undermine the purpose of the technology.

1.2 Objectives and Research Questions

The primary objective of this thesis is to further the understanding of co-located
multi-modal experiences in terms of design, embodiment, immersion, and
co-presence. Specifcally, it aims to explore how HMD and non-HMD users can
interact in such a way as to not compromise the experience, and to determine if such
interaction is desirable. Learning why embodiment is important and how one can use
it to improve the experience is another objective.

To make it clearer, the following three Research Questions have been formulated:

• RQ1. How does a non-HMD user’s mode of play in a multi-modal VR game
affect the Immersion and Co-Presence of all participants?

• RQ2. What are the different kinds of embodiment and what are the different
strategies that are used to help achieve them?
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• RQ3. How can design strategies impact the different modes of play in terms of
Embodiment?

In this case, the term HMD user refers to Head-Mounted Display user, or in other
words the person who is wearing the VR headset, while non-HMD user is everyone
else (Phone or PC user for example). Multi-modal games involve multiple modalities,
such as a VR game with a second player on a PC. Here, two modalities are present: the
one of the person wearing the headset, and the other of the PC player looking at a
screen.

“Different kinds of embodiment” refers to the different types of embodiment that the
literature presents and are found after a review, while “different strategies” or “design
strategy” are about the ways you can affect embodiment. For example, a strategy
could be changing a small variable in a VR game to make the experience feel more
embodied, or adding a new interaction in the gameplay.

With these questions in mind, the answers would help contribute to the
understanding of co-located multi-modal spaces and multi-modal interactions in VR,
provide important insight into the importance of embodiment, and potentially inform
the design of future immersive virtual experiences that can cater to a diverse range of
users and play styles, ultimately enhancing the overall effcacy and enjoyment of
multi-modal VR gaming.

1.3 Challenges in Multi-Modal Experimentation

One of the signifcant challenges in conducting experiments involving multi-modal
VR experiences is managing the mixed effects inherent in such environments. Each
modality, be it VR, PC or Phone, introduces its own set of variables that can interact in
complex ways. This raises an important question for future research and the design of
multi-modal experiences: should factors be isolated and studied separately, or should
a more “real-world” approach be taken, analysing the entire experience as a whole?

In real-world experiences, users interact with multiple modalities at the same time,
and their experiences are infuenced by a number of factors. Isolating variables in a
controlled experiment can help with understanding specifc effects but might not fully
capture the nuanced interactions that can happen in the “real-world” applications. On
the other hand, a more “real-world” approach that takes into account the
interconnectedness of different factors and elements could offer a fuller
understanding but may introduce confounding variables that are diffcult to control or
measure accurately.
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This thesis tries to adopt a mixed-methods approach to balance these considerations.
By combining quantitative and qualitative data, it attempts to capture the complexity
of multi-modal experiences while also identifying specifc factors that infuence
immersion, co-presence, and embodiment. Future research could further explore the
balance between the isolated and “real-world” approaches, determining the most
effective method for studying and designing multi-modal VR experiences.

1.4 Research Framework

Having established the research questions, the research framework is depicted in
Figure 1.1. In order to answer each question, a number of studies and experiments
were undertaken.

For the frst question, an experimental study was done to understand how two
different modalities of interacting with the VR player affect all participants, looking
specifcally at immersion and co-presence as variables. The two modes tested
alongside VR were either with a novel approach where a phone that is being tracked
inside the space is used and displays what it sees from the current position in VR, or a
more traditional PC setup. A game called StuckInSpace was created and used for the
purposes of the study, with a sample size of 24 people, divided in half for the two
versions of the game.

The second question led to a Systematic Literature Review in order to more deeply
understand embodiment, how it’s used in the literature, and the different ways of
affecting it. It led to the creation of an extended embodiment framework consisting of
two orthogonal models, each consisting of sub-components, and supporting strategies
for infuencing said components.

This was followed by the last experiment using the same base game as the frst study,
StuckInSpace, but now modifed according to the strategies in the embodiment
framework and the results from the frst experiment, with the objective of answering
RQ3, evaluating the impact of the chosen design strategies on the embodiment in
different modes of play (sample size of 48 people).

1.5 Publications

Publications that came from this work to date include:

• Malinov, Y.-D. (2020) Characterising the Benefts of Multi-Modal Play in Virtual
Reality. in Extended Abstracts of the 2020 Annual Symposium on
Computer-Human Interaction in Play, CHI PLAY ’20, page 10–11
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FIGURE 1.1: A chart showing the overall methodology/research framework (divided
into three logical parts, each answering one of the research questions. In blue are the

processes (experiments), and in orange are the outcomes from each experiment)
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This was part of the Doctoral Consortium of CHI PLAY in 2020, in which a short
summary of the work that was done and the future direction of my PhD was
discussed, as well as a short 5 minute video that was presented at the online
conference.

• Malinov, Y.-D., Millard, D. E., and Blount, T. (2021). StuckInSpace: Exploring the
Difference Between Two Different Mediums of Play in a Multi-Modal Virtual Reality
Game. in 2021 IEEE Virtual Reality and 3D User Interfaces (VR), pages 501–510

This paper contains the frst experiment results and analysis that answer RQ1.
(discussed in Chapter 3).

1.6 Contributions

This thesis has made the following contributions:

1. The design and implementation of Stuck in Space, a multi-modal co-located
multiplayer VR experience, using technology that is normally available to an
average consumer;

2. A user study examining the differences in immersion and co-presence when the
HMD player is interacting with either the PC or Phone players;

3. A framework of embodiment and the accompanying strategies used to achieve
it, created after a systematic literature review;

4. An example of how the framework of embodiment can be used as a guide in the
analysis and design of multi-modal experiences;

5. A subsequent user study using the framework of embodiment created to
compare the experience when an embodiment strategy is present or absent, and
the analysis of the results;

6. A new strategy for affecting embodiment in a multi-modal experience.

1.7 Thesis Structure

The background of this study is discussed in Chapter 2, where VR, multi-modality
and the different experiential factors (co-presence, immersion, and embodiment) are
examined more in-depth. Chapter 3 contains the frst experiment, in which a game
was created for the purposes of testing how adding a second player affects the
experience. The second experiment, a systematic review, is in Chapter 4, where the
resulting embodiment models and strategies are discussed. Chapter 5 is about the
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third experimental study, in which the results from Chapter 4 were applied to the
game from Chapter 3 and explore the effectiveness of those strategies in improving
the embodiment in an existing multi-modal game. The fnal chapter, Chapter 6,
summarises the results from the three experiments, addresses the answers to the three
research questions, and gives a comprehensive overview of the results of the thesis,
future work, limitations, and concludes with fnal thoughts and recommendations
about the future of multi-modal experiences.
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Chapter 2

Background

2.1 Introduction to Virtual Reality (VR)

The dry defnition of Virtual Reality is “computer-generated simulation of a lifelike
environment that can be interacted with in a seemingly real or physical way by a person, esp.
by means of responsive hardware such as a visor with screen or gloves with sensors”, as taken
from the Oxford Dictionary 1. In simpler terms, it’s the lifelike simulation and
interaction of a human with a 3D environment, normally done through a Head
Mounted Display (HMD) and a set of motion-tracked controllers.

The idea of “virtual reality” itself is quite old, tracing its roots back to the 19th century
and the creation of the stereoscope, which used two images side by side to create a
sense of depth in the user viewing them [13]. People imagined a device that could
transport you to other worlds and places, letting you experience things out of this
world — science fction author Stanley Weinbaum played with that idea in his story
“Pygmalion’s Spectacles” [91] back in the 1930s, a story that is frighteningly close to
what we call VR today. The term “virtual reality” itself was popularised by Jaron
Lanier in the 1980s during his pioneering work on early VR systems [4]. Throughout
the later part of the 20th century, the path to modern VR was paved by scientists and
inventors [53] who slowly built and refned the design, building into what we have
today as modern HMD headsets and VR displays. Although early iterations of this
technology were mostly for non-commercial use and people couldn’t easily get their
hands on them, there were a few unsuccessful products, such as the Nintendo Virtual
Boy, which worked more like the early stereoscopes rather than actually creating an
immersive experience, mostly due to hardware limitations.

This technology really became what we know today in the past decade when the frst
Oculus Rift prototype, DK1, was launched in 2013, followed by the consumer version,

1Oxford Dictionary - Virtual Reality Defnition

https://www.oed.com/dictionary/virtual-reality_n
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Oculus Rift CV1, offcially launched in 2016. These releases marked a signifcant step,
putting VR in the spotlight, making it possible for people to actually be able to
experience it outside of an expensive conference or inside an academic lab. Thanks to
more powerful Graphics Processing Units (GPUs) that can render two images at once
at high enough frame rates, displays increasing in resolution and fdelity, and better
hardware that is able to track small movements and translate them to a virtual
environment, VR has been propelled into the mainstream, captivating enthusiasts and
developers alike.

2.2 Mixed Reality (MR) as a concept

If VR is a window into the virtual world, isolating you and immersing you within it,
then Mixed Reality (MR) is the seamless fusion of the real and virtual worlds, or as per
the Oxford Dictionary 2, “A medium consisting of immersive computer-generated
environments in which elements of a physical and virtual environment are combined”. In this
case, MR lets people blend a virtual environment and the real world, and aren’t
potentially as isolated as in a VR environment.

2.2.1 The Reality-Virtuality Continuum and Milgram et al.’s Taxonomy

FIGURE 2.1: The Reality-Virtuality Continuum by Milgram et al. [57].

The “Reality-Virtuality continuum” was introduced by Milgram et al. [57] in 1994.
This continuum allows varying levels of immersion and interactivity and covers the
entire spectrum of Mixed Reality:

• Real Environment: The starting point on the continuum is the actual physical
world.

2Oxford Dictionary - Mixed Reality Defnition

https://www.oed.com/dictionary/mixed-reality_n
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• Augmented Reality (AR): AR overlays virtual objects onto the real environment.

• Augmented Virtuality: Here, real-world objects are brought into the virtual
space.

• Virtual Reality (VR): The far end of the spectrum, where users are fully
immersed in a virtual environment.

In addition to the continuum, Milgram et al. [57] proposed a three-dimensional
taxonomy to classify mixed reality environments. The three dimensions are:

• Extent of World Knowledge (EWK): This dimension assesses how much the
system knows about the real world and its representation within the virtual
environment. At one end of the spectrum is the completely unmodelled world,
where nothing is known about the environment being displayed. At the other
end is the completely modelled world, where the system has complete
knowledge about every object and its location.

• Reproduction Fidelity (RF): This dimension evaluates the quality and realism of
the virtual elements being integrated into the real world. It encompasses various
factors such as display hardware, signal processing, and graphic rendering
techniques, all contributing to the fdelity with which the system reproduces
both real and virtual objects.

• Extent of Presence Metaphor (EPM): This dimension considers how immersive
the experience is, refecting the degree to which users feel present in the virtual
or mixed environment. It ranges from exocentric displays, where the user looks
into the virtual world from an external viewpoint, to egocentric displays, where
the user feels immersed within the virtual environment.

By this defnition, VR is indeed part of the Mixed Reality spectrum, even though it
might not necessarily have elements of the physical world in the virtual one.

In this thesis, the term “mixed reality” will be used as a descriptive term for the
combination of real and virtual as per Milgram et al., because the author views MR as
more of a descriptive term rather than a set of certain technologies. The ‘mixing’ of
both worlds is what is important, not the way it’s done. For simplicity, when MR is
mentioned, VR is being excluded.

2.2.2 Benford et al.’s Taxonomy

Another way to classify Mixed Reality experiences is with the taxonomy and
framework that Benford et al. [3] provide in their paper. Three dimensions are used to
classify shared spaces:
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FIGURE 2.2: Two of the three dimensions of the Taxonomy by Benford et al. [3].

• Transportation concerns the degree to which users are transported into a new
space or remain in their local space. This includes bringing elements from
remote spaces into the local environment or vice versa.

• Artifciality addresses the degree to which the shared space is based on
real-world information versus synthesized data. It refects the balance between
physical and virtual elements within the space.

• Spatiality involves the extent to which the shared space exhibits key spatial
properties such as containment, topology, movement, and a shared frame of
reference. This highlights how well the system understands the positions and
locations of objects and participants within the space.

This taxonomy diverges from Milgram et al.’s taxonomy, which focuses on the extent
of world knowledge, reproduction fdelity, and extent-of-presence metaphor. Benford
et al.’s approach incorporates non-Cartesian spaces and emphasizes the integration of
multiple distinct locations, such as topological spaces created by mediaspaces,
contrasting with Milgram et al.’s focus on Cartesian spaces and augmented reality
technologies.

Benford et al. illustrate the practical application of this taxonomy through the staging
of a mixed-reality poetry performance. This performance involved both physical and
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virtual audience members interacting simultaneously, showcasing the complexities
and opportunities of mixed-reality boundaries in creating shared spaces.

For mixed reality systems to work, in almost all cases, there needs to be a way of
fusing the physical and virtual world, be it by the use of cameras to capture reality, or
any type of other sensors that can “translate” between the two realities. There is the
Microsoft “HoloLens”, a mixed reality headset that combines the two worlds using
“holograms”. It uses a plethora of sensors to precisely track the headset position, any
gestures the wearer does, as well as any voice commands that might be said. It can
“ground” virtual objects in the real world, making it very immersive.

The versatile applications of MR can help reshape a multitude of sectors. In their
systematic review of smart glasses and their applications, Kim and Choi show that
this technology is being used and researched in many sectors such as healthcare,
where it can be used for surgical practice or better visualisation of patient data [96, 71,
70]. The industrial sector benefts from MR’s assistance to aid maintenance and work
support [95, 44]. Similarly, in education, MR proves invaluable by helping to render
complex concepts tangible, helping students understand Kirchhoff’s laws [40] or
conduction of heat [85]. All of these are just a few examples of the different
applications of this technology in different sectors.

A keen observer might have noticed that this thesis is about Multi-Modal play, and
not Mixed Reality, and might be confused about the terms. While MR is all about the
blend of virtual and real, multi-modality can mean a few different things based on the
context. The next section will go more in-depth about what multi-modality is in the
context of a VR or MR experience.

2.3 Multi-Modality and its difference to Mixed Reality

Multi-modality is a term that can have various meanings based on context, and thus it
is important to defne how it is used in this thesis. In the thesis the term is used as a
way to talk about the different modes of people participating in an MR experience. As
an example, consider a scenario where friends gather to play games together in
person: one person might be wearing a VR headset, another could be participating
with their phone, and a third one might be playing on a laptop or a PC. In that case,
there are three different modalities: VR, Phone, and Desktop.

In and on itself, those experiences are multi-modal, but may not necessarily qualify as
mixed reality. For instance, if the VR player is completely isolated from the external
world and is interacting with the others solely through the virtual world and their
avatars, versus hearing the voices of the other players in the virtual world (in other
words, taking the physical and transforming it into digital).
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Another different defnition that is used for multi-modality within MR and VR
literature is the mode of interaction with the system, the interface. One can have
visual, auditory, haptic, or gestural modes, and multi-modality comes into play to
describe the combination of that multitude of interaction modes [2]. This defnition is
not used in the thesis, as it’s not helpful for the work being undertaken. This research
focuses on the interactions between different systems, or modes, rather than the
interaction within one single system/mode.

2.4 Collaborative Experiences in Multi-Modal Spaces

Having defned multi-modality as it will be used in this thesis, the discussion can now
turn to the work that has been done in general around multi-modal spaces. With
multiple participants in a multi-modal setting, one can start thinking about
collaboration and interaction between people in such spaces.

There’s been a lot of research into this sphere, where the main focus would be
collaboration on a higher level through technology. Here, the word ‘groupware’ is
used, meaning a system that aims to assist ‘communication, collaboration and
coordination of a group of people’ [24]. One example of such technology is Shared Space
[5], which is a Computer Supported Collaborative Work system where multiple
participants use augmented reality to cooperate in a co-located three-dimensional
space. What they found is that seeing the other person’s physical body and body cues
helped lower the time to complete a set of tasks when compared to a version where
you only see the virtual body [5].

Collaborative Virtual Environments (CVE) are, on the other hand, completely virtual
spaces where multiple users can collaborate. Goebbels and Lalioti give a number of
guidelines for the use of different mediums (video, audio) in CVEs, such as designing
in such a way as to decrease the mental load on each of the users, which leads to
greater perception of co-presence and subsequently, greater perception of
collaboration [28].

2.4.1 Co-located Asymmetric Experiences

Going back to VR, a person is very isolated from the outside world by design, wearing
a headset that replaces their whole feld of view with a computer-generated 3D
environment. This has been something researchers have noticed and have tried to
mitigate, making the experience more sociable by including non-HMD users in
different ways [35, 36, 20, 98, 51]. The next paragraphs will go through some of the
notable examples of such technologies.
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FaceDisplay [35] do it through a number of touch displays attached to the HMD that
show what the person with it sees inside, and lets bystanders interact with the HMD
user through a number of Leap Motion sensors that detect hand gestures. They have
created 4 different levels of interaction - just observing, through an external device
(such as a smartphone), through hand gestures, and through touch. They found out
that their method was able to introduce a non-HMD player and have them interact
with the HMD player, although “the former had a higher level of dominance and
responsibility over the latter” [35]. A few other papers (FrontFace [17] and See What I See
[67]) also show a number of prototypes with a display attached to the front of the
HMD (both papers use mobile phone VR) to help with social interaction between the
HMD user and observers.

The authors of Astaire [98] on the other hand take another approach, where the
non-HMD user has to “dance” with the HMD user in order to play the game. They
have to hit notes as they come, which encourages them to be close to each other. The
non-HMD player watches a screen and has the ability to see where a note will be one
second in the future (but only on a two-dimensional grid), while the HMD player can
see the note’s position more precisely in three dimensions. A thing to note is that they
do not concentrate on just the HMD player (like ShareVR [36]) or the non-HMD player
(like TurkDeck [20] and HapticTurk [19]), and they try to make a “well-balanced
asymmetrical play experience” [98].

CatEscape [51] is an interesting multi-modal game where there can be a maximum of 3
players in different modes: one in VR (that plays a survivor game), one that uses a
tablet (a strategy game), and one that uses AR (where they play an explorer game).
The AR version here is interesting as they have chosen to use a mini-projector
attached to the Vive controller to use it as a “torch” and see the shadows of the VR
world. One of the suggested applications is for a wider audience to be able to see
“into” the virtual world without having to look into a stationary monitor, and being
able to more easily interact with the players.

In the work of Gugenheimer et al., they have created ShareVR [36], a prototype system
that uses projections onto the foor, as well as portable tracked displays to help the
non-HMD player communicate and interact more easily with the HMD player.
Concerning the portable display, they talk about using it as a ‘window into the other
world’, being able to move around and peek into it easily. Before creating the
prototype of ShareVR, they did a preliminary study to gauge the interest in such a
technology, and they show that people indeed express a demand to interact with the
world the HMD player is in while not necessarily using a headset themselves.

Cheng et al. tried including a second player through a different approach by using
them as human actuators that would aid the HMD wearer’s experience by moving
physical props (TurkDeck) [20] or manually supporting the wearer above the ground
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playing a fight simulation (Haptic Turk) [19]. What they show is that even though the
‘human actuators’, as they call them, are not necessarily playing the game, they do still
feel enjoyment from such a game, aiding the VR user to have a better experience and
watching them have fun are main driving factors.

Lee et al. have created RoleVR, a multi-modal co-located system, and they have
explored the difference between the different asymmetric environments [50]. They
show that different kinds of interaction can increase the immersion for the players,
and that depending on what you want to achieve, you might want to use one kind of
interaction in place of another.

Born et al. on the other hand have researched how adding a second player either in a
co-located manner, or through a remote setting, affects the performance of both
participants [9]. They show that having the players close to each other actually lowers
it, one of the reasons being that players have to try and avoid the other, thus limiting
their ability to focus on the task, which is what Podkosova and Kaufmann also fnd in
their paper [66]. Gómez and Fons come to the conclusion that wearing the HMD
prevents social presence to increase as expected when being co-located [30]. Finding
ways to mitigate that effect is something important for future research, as well as
something this thesis will try to answer.

As this is a relatively new feld, research for it comes out every year. As noted above,
there’s a lot of work being done on introducing a second player, either co-located or
remote [9, 50, 35, 98], and through different means, like using different props [36, 20]
or project what the HMD user is observing for others to look at [39]. Despite this
progress, there are still many unexplored areas within this feld. This research aims to
contribute to these underexplored areas, particularly as co-located experiences
become more widespread. Understanding how to design a multi-player co-located
game with the goal of increasing immersion, for example, is a vital part of the future
of this feld. As Gugenheimer et al. say, the future of the “social living room
environment” [36], Additionally, it is essential to fnd ways to minimise negatives
associated with introducing a second player, as highlighted by Born et al. and
Podkosova and Kaufmann.

With the ongoing research and the increasing relevance of this feld, it is important to
determine what exactly should be measured in a co-located multi-modal experiment.
The next section discusses the factors chosen for measurement and the rationale
behind these choices.
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2.5 Experiential factors for Virtual Reality

As there are different modes that a person can be in when interacting in a multi-modal
setting, different variables can affect the experience in distinct ways. For example,
immersion is a very big part of a VR experience, as your vision is completely taken by
the HMD, while if you’re using a phone to interact, it takes a much smaller part of
your vision and is less immersive. The opposite could be true, where co-presence
might be stronger when using a phone as you can feel the other person’s presence and
see them, while in VR you are isolated from that and need a lot more cues in order to
potentially feel the same level of co-presence. For this reason, this thesis explores three
different factors that a multi-modal experience can have: immersion, embodiment,
and co-presence.

Immersion was chosen as a property to explore because the main point of Virtual
Reality is to immerse the user (a big part of research in immersion is specifcally about
Virtual Environments and Virtual Reality [68, 47, 75]), so if adding a second player
into the multi-modal experience lowers or increases immersion, then that would be
very important to know when creating such experiences in the future. This applies to
both the immersion of the HMD player and the non-HMD player.

Embodiment, in contrast, is a subjective response of the user to their presence in the
virtual environment. As Kilteni et al. discuss, it includes three main components:
self-location (feeling of being located in the virtual body), agency (feeling of being in
control of one’s own virtual body), and body ownership (feeling of the virtual body
belonging to oneself) [42]. It was chosen as a property because it’s closely linked with
immersion, being a vital part of your experience, VR or not, and affecting it in
different ways has the potential to affect immersion as well.

Although immersion and embodiment are distinct, they are sometimes confated in
the literature. For example, Evans and Rzeszewski discuss the differences between
immersion, embodiment and presence, and how they are sometimes treated as
interchangeable terms, leading to confusion about their roles in the user experience
[25].

Co-presence was chosen as a property to measure as the main goal of the thesis is
exploring how adding a second player through a Phone/PC changes the experience in
a multi-modal setting, and as this means it’s multi-user, co-presence would be
measurable and there is a possible difference between the two ways (both for the
HMD and non-HMD user). Co-presence was also shown to increase enjoyment, as
Gajadhar et al. show in their paper [27], which is something that an experience would
want to increase, be it a game or a collaborative work system for example.
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2.5.1 Immersion and Presence

The terms immersion and presence are very closely related to one another and thus
require clear defnitions. There are several existing defnitions: for example, Slater
defnes immersion as a measurable property of the system [78], like feld of view,
screen size, etc., while Witmer and Singer defne immersion as the way the person
responds to the system [94]. In this thesis, the defnitions of Slater for presence and
immersion will be used.

Historically, the term presence came from what Minsky in 1980 called “telepresence”,
describing a sense of being present in a remote location through “teleoperation”
technologies. In the following years this concept evolved and researchers like
Jonathan Steuer and Mel Slater applied it to virtual environments. Steuer defned it as
the “sense of being in an environment” generated by virtual reality systems [84], while
Slater distinguished it as a psychological state of feeling “there” in a virtual
environment [78].

Slater further refned the concept of presence into two key components: Place Illusion
(PI) and Plausibility Illusion (Psi) [79]:

2.5.1.1 Place Illusion

Place Illusion (PI) refers to the experience of “being there” in the virtual environment.
This concept aligns with the defnition of “presence” as proposed by Slater [78],
specifcally regarding the strong illusion of being in a place, despite cognitively
acknowledging one’s physical absence [79]. This also has close connection to the
“self-location” embodiment concept explored in the next sub-sections.

2.5.1.2 Plausibility Illusion

Plausibility Illusion (Psi) is the illusion that a scenario is occurring [79]. A central
aspect of Plausibility Illusion involves the virtual environment’s ability to generate
events that conform to the participant’s expectations of real-world behaviour [79].

Together, PI and Psi form the foundation of presence. Slater [79] argues that when
both PI and Psi are achieved, the participants respond more favourably and
realistically to the virtual simulations.
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2.5.1.3 Break in Presence

Slater introduced the concept of “Breaks in Presence” (BIP) to describe disruptions to
PI and PSi [79]. BIP happens when inconsistencies between the physical and virtual
environments remind participants of the real world. For example, bumping into
objects can pull participants out of the experience. Slater [79] talks about the difference
between breaks in presence for PI and PSi. PI can exist in one modality (such as visual)
and be absent in another (such as auditory), and thus breaks in one modality don’t
necessarily transfer to another [79]. In contrast, breaks in PSi are less recoverable: it’s
much harder for a participant to go back into believing a “scenario” once the realism
has been broken [79]. An example of that would be if a virtual character acts oblivious
to you while you are talking to them, or does something unexpected.

2.5.1.4 Narrative Embodiment

In addition to Place Illusion (PI) and Plausibility Illusion (Psi), this thesis introduces
the concept of “narrative embodiment”, which refers to the participant’s immersive
experience within a narrative-driven virtual environment. While closely related to Psi,
“narrative embodiment” specifcally focuses on the players participation into the
narrative in an active role, infuencing and being infuenced by the unfolding story.
This concept will be explored in depth later in this thesis, building upon Slater’s
models of plausibility [79] and extending them to encompass narrative engagement.

Factors that impact immersion have been extensively researched in the work of
Schuemie et al. [75]: for example, one of their factors is user characteristics, where they
talk about how the type of person, their ability to focus and their experience with
games affects immersion [75]. Steuer [84] mentions that suspension of disbelief plays a
role in immersion [84], and Bangay and Preston fnd that control plays a major role in
immersion, where a lack of any control makes a person less immersed [1]. It is also
connected with collaboration, as Narayan et al. [60] show - increasing immersion
helps with the performance of the users on a collaborative task [60].

2.5.2 Embodiment

Embodiment and being embodied in the literature have been defned in a number of
different ways. De Vignemont [22] defnes an object E being embodied “if and only if
some properties of E are processed in the same way as the properties of one’s
body” [22]. Kilteni et al. [42] also agree on that defnition. That defnition is vague in
some sense, so Kilteni et al. [42] reviewed the literature and discovered that
embodiment was associated with three main concepts: the sense of self-location, of
agency, and of body ownership.
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2.5.2.1 The Sense of Self-Location

Self-location is the feeling of being physically located in a certain place [S25]. There is
a distinction between being self-located, which refers to one’s perception of being in a
body in space, and presence, which refers to the experience of being in an
environment and interacting with it. Place Illusion (PI) plays a crucial role in this
feeling of self-location, as it covers the sensory parts of what makes the virtual
environment feel like a real place. Studies show how visual perception and
perspective (frst/third person) signifcantly infuence this feeling [8, 81, 64].

2.5.2.2 The Sense of Agency

Agency refers to the feeling of being in control of one’s own body, and subsequently
being able to infuence the environment around them. Blanke and Metzinger [8]
defne it as “global motor control, including the subjective experience of action,
control, intention, motor selection, and the conscious experience of will” [8]. An
example of agency in VR would be the ability to pick up and throw objects.
Plausibility Illusion (Psi) signifcantly impacts the sense of agency, as the credibility of
interactions and the alignment between user expectations and actual events affect how
in control the user feels. Any difference between expected and actual outcomes can
minimise the sense of agency, as shown by various studies [26, 7, 73].

2.5.2.3 The Sense of Body Ownership

Body ownership is described as “one’s self-attribution of a body” [S25]. A famous
example is the rubber hand illusion, where stimulation of a hidden real hand and a
visible rubber hand at the same time can lead individuals to feel that the rubber hand
is part of their body [11].

2.5.3 Co-presence

The term co-presence, as defned by Goffman and Slater et al., refers to the perception
of the Other together with you, and the feeling of them perceiving you, which are two
distinct elements [29, 82]. In the case of co-located multi-modal VR, co-presence
would be how the HMD user perceives and feels the non-HMD user(s) around them,
and vice-versa.

When talking about co-presence, the term “social presence” is sometimes used.
Sallnäs explains how this is different from co-presence, defning social presence as
based more on how the medium affects the user’s perception, whereas co-presence
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concentrates more on the possible interactions between people [72]. Biocca et al.
defne social presence as the “awareness of the co-presence of another person together with a
sense of engagement with them” [6], indicating that co-presence is part of social presence.

Zhao further breaks this up into four groups based on the factors “proximity” and
“representation” of the other [97]. In this view “proximity” can be either physical or
electronic, where one person could be close to you in physical space (in the same
room) or close in the electronic space (in a teleconference where instant two-way
communication can happen). “Representation” on the other hand is how the other
person is simulated, either through a physical or digital simulation — a robot/virtual
agent located in the same space (physical or virtual) enables the person to interact
with the other.

Outside of games, co-presence has been explored extensively in the feld of Computer
Supported Collaborative Work (CSCW) and Collaborative Virtual Environments
(CVEs) - in the work of Kraut et al. the authors show that an increase of co-presence
through a shared visual space is benefcial to task performance in terms of speed and
quality [46]. Another example is the aforementioned research of Goebbels and Lalioti,
where they provide some guidelines for such experiences. This can be applied in
felds outside of gaming, such as medical school, where a teacher and students could
be in one CVE to facilitate learning, or collaboration in a teleconference, where you
want to increase the sense of co-presence to increase the benefts of it.

2.6 Summary

This chapter has covered what virtual reality is, from inception to modernity, and how
mixed reality is related to it by combining the real and virtual. The distinction
between the terms “mixed reality” and “multi-modality” was clarifed, with
“multi-modality” defned in the thesis as the interaction between different modes of
play (be it PC, VR, or Phone).

This led to the exploration of collaborative experiences in multi-modal spaces,
providing examples of what that entails, and laying the foundation for the further
exploration of co-located asymmetric experiences in the following section. Several
recent examples of such games were reviewed, along with their fndings.

To be able to analyse a multi-modal experience, one must also decide on variables to
capture, and for this, three primary ones were chosen: Immersion, Embodiment, and
Co-Presence. Each was explained in terms of importance for the overall user
experience. Immersion, being a fundamental characteristic of VR, stands as a very
important point due to its desirability. Embodiment, closely linked to and capable of
affecting immersion, is intrinsically tied to the human experience, as we all are
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“embodied” in our own bodies. Lastly, co-presence is important the thesis as it is
exploring co-located experiences with multiple participants, and being able to
measure how each mode is being affected is pivotal to understanding the experience.

Building on top of this background research and understanding of multi-modal
experiences, the following chapter is going to introduce the primary game created to
test the thesis: a co-located multi-modal VR game.
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Chapter 3

Studying Immersion and
Co-Presence in a multi-modal VR
game

In the frst experiment, two different ways of involving a second player in the VR
game were explored to test how they affect the Immersion and Co-presence of the
participants. An important thing that was considered while choosing the two different
ways was the accessibility to the average consumer: while some papers use projectors
[36, 39], which is not something that a person has readily available, or a big open
space with people propping and changing the physical scenery [20], a phone was
chosen as a way to act like a “window” into the virtual world. This is because phones
are widely used and almost everyone has access to one. The other chosen version was
a desktop one, which uses the machine currently running the game. This was done to
evaluate whether multi-modal VR experiences can be easily brought into the living
room (as Gugenheimer et al. [36] found in their online survey, there is a demand for
co-located experiences in VR).

To this end, StuckInSpace was developed as an asymmetric co-located multi-modal VR
game where two players cooperate to complete various challenges. The player with
the HMD is an astronaut whose ship is malfunctioning and needs the help of the
second player, who plays as a drone with access to special information on how to fx
the problems.

3.1 Design and Implementation

The game was explicitly made to be asymmetric, as ShareVR does [36], to increase the
engagement and inclusion of the non-HMD user.
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This is based on the fndings of Cheng et al. [19], who showed engaging the second
user even just by having them help the HMD player increases their enjoyment [19].
Therefore, a cooperative scenario was chosen for the game, featuring an astronaut
who needs to repair their space station with the assistance of a drone.

The astronaut is played by the HMD user, who can move around in a room-scale VR
environment and interact with the buttons and world. The drone is played by the
second player, either through a PC or a Phone. Both versions have a frst-person view
of the drone as they control it and move around the space station, either by physically
moving (in the case of the phone player), or by using the mouse and keyboard (for the
PC player). The drone itself has access to special information that is not visible to the
astronaut, such as instructions, codes, or hints.

Looking at the taxonomy by Benford et al. [3], one could put the three different modes
of play in as seen in Figure 3.1:

• StuckInSpace (VR) — this one uses the most synthetic artifciality, as it
completely uses computer-generated graphics, and is in the middle of the
transportation axis, as there is a second player close to them, reminding them of
the real world;

• StuckInSpace (PC) — here, there is less transportation than VR, as the computer
screen isn’t as immersive as an HMD, yet the two players are in the same room.
The artifciality is still high, as it’s using completely computer-generated
graphics as well;

• StuckInSpace (Phone) — for the phone version, there is less artifciality based on
the fact that the screen is so small and most of the real world remains in sight,
even though it’s still using computer-generated graphics. The transportation is
still partial, but thanks to the fact the player is next to the VR player, it’s more
towards the local side of the axis.

The design of the multi-modal game was inspired by games like Keep Talking and
Nobody Explodes [83], especially in how they present asymmetry of information to
players. They have to communicate verbally without seeing each other’s screens,
creating a high-pressure situation where both players have to rely on each other’s
skills and trust. A similar dynamic was intended for Stuck in Space, where both players
have different perspectives and information but have to work together towards a
common goal. The game was divided into two segments: the tutorial and the main
game. The tutorial is needed to help both players get used to the controls and
understand what to do when the game starts. There are seven actions that players are
prompted to take, as shown in Table 3.1.
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FIGURE 3.1: The three different modes of play of StuckInSpace in the taxonomy of
Benford et al. [3].

• ‘Button wall’ refers to a section of the play-area that has twelve red buttons
which must be pressed in a certain order (Figure 3.2). Only the non-HMD user
can see the order in which the buttons must be pressed, meaning that the two
players have to communicate to complete it. The number of buttons to be
pressed in order to continue steadily increases to keep up with players’ skill
level;

• ‘Pressure button’ (Figure 3.6) is a button that only the HMD user has to press in
order for a constantly rising pressure gauge to remain in the ‘green zone’. When
it gets too high an alarm starts sounding (only to the HMD player) so as to have
them remember to press the button. In later stages the speed of it increases in
order to enact a sense of urgency - as the alarm is only heard by the HMD player,
the non-HMD player can keep track of it and warn the HMD player before it
gets too much. It should be noted that this does not lead to any game over state
if left on its own, it only forces the HMD player to move around the room more
to silence the alarm;

• The ‘keypad’ and ‘specialised buttons’ (Figure 3.6) are another way of making
the information available asymmetric, as only the non-HMD user can see the
keypad code/the button that needs pressing in order to continue (a 4-digit
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TABLE 3.1: List of actions, showing the player that does it and information exchange
between the players if any.

Action Enacted by Information fow
1. Button wall HMD Other to HMD
2. Pressure button HMD N/A
3. Keypad HMD Other to HMD
4. Specialised buttons HMD Other to HMD
5. Light panel HMD N/A
6. Flashlight Other player N/A
7. Fix drone camera HMD Both ways

code/button is randomly generated and has to be communicated to the HMD
player);

• The second player has a ‘fashlight’ on their disposal, which they can use to
guide the HMD user whenever the lights go out in the game, as well as using it
to aid communication;

• ‘Fix drone camera’ is needed when the screen on the non-HMD user’s device
becomes gray-scale and they are unable to tell the order of the buttons needed
(see Figure 3.3). Thus, they have to communicate to the HMD user that they
need to be fxed to continue the game. This is done by the HMD player getting
close to the “drone” and pressing a button on their controller.

There are nine stages, with a set type and number of actions, with the solutions to
these actions being randomly generated. This ensures enough difference between play
sessions that players cannot just repeat their actions, while ensuring that every player
experiences each type of puzzle. Players are not penalised for failing tasks, as the
focus is on their interactions rather than their performance. For example, pressing an
incorrect button on the ‘wall’ task does not lead to a failure state; instead, the player
can simply try again.

To differentiate between the two possible modalities in the study, the designations
HMDPhone and HMDPC are used. If no platform is specifed, it is applicable to both
groups of HMD users.

When looking at the possible types of co-presence in the system, one can see how
Zhao [97] has divided these types based on proximity between the two people and
whether they are present in the physical space (in person) or simulated virtually (or a
mix of these) [97]. The co-presence types of the game ft into this taxonomy:

• The frst type is what the HMDPhone player feels when they play with the Phone
user — the other is in physical proximity (Figure 3.5), but using a virtual
representation of themselves (in the form of a drone) in VR;
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FIGURE 3.2: A comparison between FIGURE 3.3: A comparison between
what the HMD player is seeing (on what the drone sees when it’s work-
the left) versus what the drone player ing (on the left) versus when it’s bro-

is seeing (on the right) ken (on the right)

• The second type is when the HMDPC user plays with the PC user — in this case,
they still see the same virtual representation, but this time they do not feel the
physical proximity to the same degree, as the PC user is sitting away from them
(Figure 3.5);

• The third type is with the Phone player — they see the HMDPhone user both as a
virtual representation in the game as well as seeing their physical form, and they
feel the other in physical proximity;

• The last type, using the PC, proximity is less than the Phone, and the non-HMD
user in that case does not see the HMDPC player as much because their attention
is on the screen and they have their back facing the HMDPC player (although
they have the ability to do so).

3.1.1 Hardware Implementation

The game was built using an HTC Vive as the base HMD (although compatibility
across platforms should be easily achievable). The headset itself uses a lighthouse
based tracking system: two sensors on opposing corners of the play space point at the
headset and controllers to enable tracking, which provide sub-millimetre accuracy
and low latency for tracking.

A way of tracking the phone screen had to be developed as to make it act as a “portal
to the other world”. Ultimately, using one of the controllers was decided, just as
Gugenheimer et al. did, to enable tracking of the phone in the play space (Figure 3.4).
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FIGURE 3.4: Phone player uses a
phone in one of their hands and a
controller to track their position in
the other (no need for any holder as
we wanted this to be as accessible as

possible)

FIGURE 3.5: Floor plan of room used
for the experiment that shows two of
the users (for HMD-Phone) and the

position of the PC (for HMD-PC)

FIGURE 3.6: The view from the
drone’s perspective — the astronaut
head can be seen (which is directly
mapped to the headset position), as
well as the hand which the astronaut

uses

FIGURE 3.7: The view from the astro-
naut’s perspective — the drone takes
up a small amount of the FOV, and
its position is directly mapped to the

second controller’s position

This way, the non-HMD user can not only be easily tracked, but they can also use the
controller to interact with the virtual environment, giving them more presence in the
virtual space, as well as solving the tracking problem with already present technology
(as HMDs often come with two controllers). The game is designed to be able to run on
a wide range of Android phones (the one used in the experiment being a Samsung
Galaxy Note 9).

For the PC version, the same machine that is running the game was used, controlling
′′ it using a keyboard, and testing on a Dell 34 curved monitor (3440x1440), ensuring

that the monitor was positioned in such a way that the HMD user would be behind the
PC player (Figure 3.5).
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3.1.2 Software Implementation

The game was developed using Unity 2019.2.8f1, a free and popular engine that has
support for multiple platforms, including VR and Android. Additionally, the offcial
SteamVR plugin for VR integration was utilised. Networking functionality was
implemented using the Bearded Man Studios “Forge Networking Remastered”
framework 1, a Unity Asset Store package facilitating multiplayer development.

Two choices were available for the Android version: streaming the rendered video
from the desktop to the phone, or sending just the tracking data and letting the phone
render the scene. The second approach was chosen, as sending more data (a video
stream in this case) would introduce higher latency, as well as being harder to
implement.

A server is started on the desktop by the game , and waits for a connection from the
phone through Wi-Fi (using Forge Networking to establish communication). This can
also be used by people who are not playing the game but still want to see what is
happening. The PC version does not initiate a server, as the game is already running
on the same machine, but instead creates a different instance to allow the player to
control the view.

One of the design decisions that were made for the game was using the different
modalities in ways that enforce their uniqueness, as suggested by Gugenheimer
et al. [36]. For example, the HMD user experiences a fully immersive VR environment
that tracks their head and hand movements, while the non-HMD user uses a phone or
a PC to move around the world and access information unavailable to the HMD
player. For the HMD version, some general guidelines and best practices were
followed when creating the experience, such as attempting to minimise motion
sickness [56] by using hardware that is powerful enough to keep the recommended 90
FPS, as well as avoiding moving the player camera during the game. As Michalak [56]
mentions, graphics were kept consistent and fairly realistic.

Another important guideline mentioned by Gugenheimer et al. [36] is designing the
experience with the shared physical space in mind. in the case of the Phone version,
people would be close to each other, and potentially bump into each other. For that
reason, virtual representations of both players was added to the game. This way, the
HMD user would be able to see where the drone is and be more careful. The drone
was also designed to be a specifc size, larger than the controller, in order to minimise
risk of hitting the other player accidentally.

For the virtual representation of both players, simple 3D models sourced from the
internet were used, such as an astronaut helmet and a modifed drone model to ft the

1https://assetstore.unity.com/packages/tools/network/forge-networking-remastered-38344

https://1https://assetstore.unity.com/packages/tools/network/forge-networking-remastered-38344
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theme. The default hand provided by SteamVR was used for the HMD player as it
resembled an astronaut glove.

An attempt was made to distribute the power level between the two players, where
both players would feel they are needed to complete the game and increase levels of
cooperation. The HMD player had more control over the environment and could
interact with various object and switches to activate or deactivate certain features. The
non-HMD player had more access to information and instructions for solving the
puzzles.

In the Phone version, the goal was for the player to hold the phone with one hand and
the controller with the other (see Figure 3.4). Efforts were made to minimise lag
between input and output in order for the player to feel like they are in control in real
time, helping with their sense of body ownership, agency and self-location.

For the desktop version of the game, a keyboard-based control scheme was chosen to
mirror the current market standard and ‘emulate’ the operation of a real drone.

This control scheme is also similar to how a real drone would be operated, with two
sticks that control yaw, pitch and roll. In this case, the “WASD” keys controlled
horizontal movement, while the arrow keys controlled the elevation and rotation.

A major design decision was having the non-HMD user be more of a helper role and
not have as much power over the world, with the reasoning that, as Cheng et al. [19]
show, this would still be enjoyable to the player.

In terms of audio, the tutorial for both players was played through the HMD headset
and the Phone/PC speakers (subtitles were included to help people understand more
easily if they misheard what was said). There were minor sounds cues provided to the
HMD player, such as fipping switches and pressing buttons, to indicate when actions
had been successfully performed. As an HTC Vive headset was used, which does not
include headphones, over-ear headphones were provided to each participant due to
their comfort.

3.2 Methodology

The main goal of the experiment was to investigate how a non-HMD user’s mode of
play affected the co-presence and immersion of the participants.

The two ways that were tested were through a Phone or a PC. The desktop version of
the game is the baseline, as it is what is mostly used in the industry right now [83, 62,
92]. The Phone version served as the experimental condition, where the expectation
was to see a difference in terms of immersion and co-presence.
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Two main questionnaires were used in the study — the Networked Minds Measure of
Social Presence (NMMoSP) [6, 37] and the Igroup Presence Questionnaire (IPQ) [74].

The NMMoSP assesses various factors and aspects of social presence, such as
isolation/inclusion, mutual awareness and mutual understanding [6].

When creating the interview questions, those factors were taken into consideration.
This questionnaire was chosen due to the fact it had already been used in research in
this sphere [65, 34, 87, 10], including in a modifed context to focus on a particular
factor of the experience.

Concerning measuring ‘immersive response’, the iGroup Presence Questionnaire (IPQ)
was chosen for its inclusion of sub-scales that allow for a more in-depth view into the
participants’s immersive experience. The IPQ evaluates four dimensions of presence
in virtual environments:

• General Presence: the overall sense of “being there” in the virtual environment;

• Spatial Presence: the feeling of physically being in the environment, as if one
could interact with it directly;

• Involvement: the degree to which a participant feels focused and engaged with
the virtual environment;

• Experienced Realism: the extent to which the virtual environment feels authentic
and believable.

These sub-scales allow for a nuanced analysis of immersion, as they address distinct
aspects of the experience that could possibly respond differently to the varying modes
of play. For instance, spatial presence could be infuenced more by the feld of view an
HMD provides, but involvement could vary based on the chosen interactions. This is
particularly relevant when comparing different modes in a multi-modal experience.

Unlike broader questionnaires, such as the ‘Witmer and Singer Presence
Questionnaire’ [94], which has been critiqued for its subjectivity and overlap between
dimensions [78], the IPQ’s relatively independent sub-scales [74] made it a more
suitable choice for this study. Due to its concise nature, it also made it less likely for
participants to feel fatigued.

3.2.1 Study Design

A mixed design approach was chosen, where each session involved two participants,
with one assigned the role of the HMD player (astronaut), and the other using either a
PC or a Phone. The experiment consisted of two playthroughs, during which the
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participants swapped roles to experience the game from the other mode. This ensured
that both participants played as the HMD player and the non-HMD player.

Each participant, therefore, contributed data from two playthroughs, allowing for the
capture of their experience as both the HMD and non-HMD player.

3.2.1.1 Conditions

Participants were divided into two groups based on the platform assigned to the
non-HMD player:

• HMD-PC: One participant used VR, while the other used a PC;

• HMD-Phone: One participant used VR, while the other used a Phone.

This means that there were four distinct modes of play:

• HMDPhone: The HMD player with a Phone-based partner;

• Phone: The Phone player when paired with an HMD user;

• HMDPC: The HMD player with a PC-based partner;

• PC: The PC player when paired with an HMD user.

3.2.1.2 Randomisation and Control

To ensure fairness and mitigate order effects:

• Participants were randomly assigned to either the HMD-PC or HMD-Phone
group.

• The actions needed to complete each puzzle were randomised within for each
playthrough, ensuring a consistent challenge while avoiding repetition.

By swapping roles within a session, this study design captured the experiences of both
roles across the chosen platform conditions.
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3.2.1.3 Measures and Data Collection

Co-presence was measured using a modifed version of the NMMoSP [37]
questionnaire, which consists of 19 items divided into six sub-dimensions:
co-presence, attentional allocation, perceived message understanding, perceived
affective interdependence, perceived behavioural interdependence, and perceived
emotional interdependence. Eight items were selected from three sub-dimensions that
were most relevant to the research question: co-presence, attentional allocation, and
perceived message understanding. The items used a seven-point Likert scale ranging
from 1 (strongly disagree) to 7 (strongly agree).

Immersion was measured using a modifed version of the IPQ [74] questionnaire,
which consists of 14 items divided into four sub-scales: general presence, spatial
presence, involvement, and experienced realism. Seven items were selected from three
sub-scales that were most relevant to the research question: general presence, spatial
presence, and involvement. The items used a seven-point Likert scale ranging from 1
(strongly disagree) to 7 (strongly agree). For both dependent variables, the aggregated
score was calculated following the instructions for each questionnaire, as well as
examples from the literature.

Not using the full questionnaires was a choice driven by the time constraints of the
experiment. Previous research that used a subset of the scales of the NMMoSP
questionnaire has demonstrated their validity in similar contexts ([65, 34, 87, 10]).
Additionally, the IPQ consists of three sub scales that are fairly independent [74],
suggesting that they could be used separately if the research requires it. This further
supported the decision to limit the size of the questionnaires without compromising
the collection of the data.

This experiment aims to investigate the potential differences in co-presence and
immersion across each mode for both the HMD player and the non-HMD player as
per Research Question 1.

The Software Usability Scale (SUS) [14] was chosen in order to provide a metric that can
show the game created is usable and the fndings from the experiment are valid (as
opposed to being negatively infuenced by a poor experience). The SUS is a short ten
question 5-point Likert scale questionnaire that was given to each participant after
every playthrough. The SUS score can range from 0 to 100, with higher scores
indicating higher usability.

A semi-structured interview was conducted at the end of the whole session with the
two players together. The questions of the interview were based on the NMMoSP and
IPQ, as well as any observations made during the experiment, such as instances where
one group of players relied heavily on the use of physical cues and movement to play
the game. The analysis is therefore both quantitative and qualitative. The interview
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aimed to elicit the participants’ subjective perceptions and experiences of co-presence,
immersion and game enjoyment, as well as their preferences and feedback on the
different modes of play.

The questionnaires given to each participants, as well as a list of the interview
questions asked, can be found in Appendix B, while the Participation Information
Sheet and the Consent Form given to participants can be found in Appendix A.

Times to complete each game were also logged in order to demonstrate that each
game was played to the fnish, thus making sure that all intended interactions were
experienced by the participants. This also helped with the detection of any
discrepancies between playthroughs or between participants, allowing for the
recognition of abnormal times where people got stuck during gameplay.

3.2.2 Ethical Considerations

Prior to the start of the study, ethical approval was obtained from the University of
Southampton’s Ethics board, under the reference number ERGO 54456. This approval
ensured that the research was conducted in accordance with the ethical standards of
the university.

All data collected during the study was anonymised and securely stored on a
password protected university PC behind a staff-only access-controlled area to
prevent unauthorised access. The VR game was designed to minimise any discomfort
or adverse effects to participants, and participants were told beforehand that they can
end the experiment early in case they start feeling nausea.

3.2.3 Setup

The experiment took place in a university lab with an HTC Vive setup with over-ear
headphones, 3x4 m2 play area, running on a Windows 10 desktop computer (Intel
Core i7-7700 3.60GHz, NVidia RTX 2060 Super, 16 GB RAM). Participants were
University students/staff recruited using posters around campus, and divided equally
into two groups at random: the HMD-PC version and the HMD-Phone version.

3.2.4 Procedure

Each session followed the same sequence:

1. Introduction and Consent: The two participants were welcomed, received an
overview of the study, and signed the Participation Information Sheet and
Consent Form (see Appendix A);
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2. First Playthrough: One participant was randomly assigned to be the HMD
player (astronaut), while the other used either a PC or a Phone. They played the
game cooperatively, interacting with puzzles and tasks;

3. Questionnaires After First Playthrough: Both participants flled out the
NMMoSP, IPQ, and SUS questionnaires based on their experiences in their
respective roles;

4. Role Swap and Second Playthrough: The participants swapped roles (i.e., the
HMD player became the PC/Phone player and vice versa) and repeated the
game;

5. Questionnaires After Second Playthrough: The same set of questionnaires
(NMMoSP, IPQ, and SUS) was administered again, capturing how each
participant experienced the opposite role;

6. Semi-Structured Interview: After both playthroughs, a joint interview was
conducted. The topics included co-presence, immersion, overall game
experience, and any notable observations (see interview questions in
Appendix B);

7. Debrief: Finally, participants were thanked, debriefed on the purpose of the
study, and given an opportunity to ask further questions.

By following this procedure, each participant experienced both roles (HMD and
non-HMD), ensuring that any differences in co-presence or immersion could be
observed directly within-subject. Additionally, the semi-structured interview captured
more nuanced insights into their subjective experiences.

3.3 Results and Analysis

In total, 5 female and 19 male participants took part in the study, with the average age
of 21.46 (SD = 1.52). The majority of players had minimal frst-hand experience with
VR, as a lot of people experienced VR for the frst time in the study. However, many
people expressed familiarity with the game Keep Talking and Nobody Explodes [83], one
of the main inspirations of Stuck in Space. Only 2 groups were made up of strangers
who did not know each other before the experiment.

Players were divided into two groups of 20 participants each:

• One group used a PC when not wearing the HMD (HMD-PC group).

• The other group used a Phone when not wearing the HMD (HMD-Phone
group).
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TABLE 3.2: Mean scores of the SUS, together with sample size and standard deviation.

n Mean Score SD
Phone 12 79.58 12.00
PC 12 81.25 12.97
HMDAll 24 81.35 12.55
All 48 80.89 12.27

Within each group, participants completed two playthroughs, switching between the
HMD and non-HMD roles (PC or Phone). Half of each group experienced the HMD
role frst, while the other half started in the non-HMD role.

The game on average took 9.77 minutes to complete. As expected, the frst
playthrough’s average duration (11.09 minutes) was longer than the second
playthrough (8.45 minutes), as players already were familiar with the game.

The total SUS score for all 48 data points is 80.89 (SD = 12.27), which is considered as
being in the acceptable range [15]. Following that, it can be inferred that the quality of
the game is suffcient for the experiment. Table 3.2 summarises the scores for the
different versions.

3.3.1 Quantitative results

The primary questionnaires measured Immersion (via the IPQ scale) and Co-Presence
(via the NMMoSPQ scale). Table 3.3 presents descriptive statistics across the PC,
Phone, HMDAll, HMDPhone, and HMDPC conditions.

Given the design, where each participant was assigned to either PC or Phone
(between-subject factor: DeviceGroup) and completed both a HMD and a non-HMD
role (within-subject factor: Role), a 2×2 mixed-design ANOVA was conducted for
each questionnaire measure. Prior to analysis, the standard ANOVA assumptions
were checked:

• Normality: Shapiro–Wilk tests (p > 0.05) and Q-Q plots of the residuals
indicated no major departures from normality;

• Homogeneity of variance: Levene’s tests (p > 0.05) showed that variances
between PC and Phone groups were comparable within each role;

• Sphericity: Since Role (HMD vs. non-HMD) had only two levels, sphericity was
automatically satisfed.

These checks supported the use of a mixed-design ANOVA. The following
subsections present the immersion and co-presence results in detail.
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3.3.1.1 Immersion

A mixed-design ANOVA on the aggregated immersion scores (factors: Role = HMD
vs. non-HMD; DeviceGroup = PC vs. Phone) revealed:

• No signifcant main effect of DeviceGroup, F(1, 22) = 0.1762, p = 0.6788,
indicating that PC vs. Phone did not differ overall on immersion.

• A signifcant main effect of Role, F(1, 22) = 52.08, p < .001, showing that
participants felt more immersed in VR (HMD) (M ≈ 5.96) than outside VR
(non-HMD) (M ≈ 3.96).

• No signifcant interaction between DeviceGroup and Role,
F(1, 22) = 1.57, p = 0.2234, suggesting the advantage of HMD immersion over
non-HMD did not differ across PC vs. Phone.

Pairwise comparisons using EMMeans (Tukey-adjusted) confrmed that immersion
was signifcantly higher in the HMD than non-HMD version within each group
(p = 0.0004 for PC, p < .0001 for Phone). Specifcally, the mean difference for the PC
group was 1.65 points on the immersion scale, and for the Phone group it was 2.35
points, both in favour of VR. Thus, regardless of whether participants used a PC or a
Phone in the non-HMD role, VR consistently had higher immersion.

3.3.1.2 Co-Presence

A similar 2×2 ANOVA was conducted for the aggregated co-presence scores:

• No signifcant main effect of DeviceGroup, F(1, 22) = 1.83, p = 0.1899.

• No signifcant main effect of Role, F(1, 22) = 0.0056, p = 0.9410.

• No signifcant interaction, F(1, 22) = 0.0505, p = 0.8243.

Pairwise comparisons within PC or Phone groups found no difference between HMD
vs. non-HMD. These results suggest that neither the device nor the role signifcantly
affect the co-presence scores.

The results are, to an extent, surprising. The expectation was that players using the
Phone would have increased feeling of co-presence because the two participants are
within the same physical play space, as well as increasing the immersion because of
the added sensory information provided by the physical presence of the other player.

In order to explain these results, the codes and themes created from the qualitative
interviews can be used.
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TABLE 3.3: The mean scores with standard deviation for the two questionnaires, with
each sub-category used.

Phone PC HMDAll HMDPhone HMDPC

Aggregated Score
(NMMoSPQ)

5.30, sd=0.72 5.72, sd=0.86 5.50, sd=0.79 5.32, sd=0.70 5.68, sd=0.59

Co-Presence 5.90, sd=0.86 6.46, sd=0.99 6.10, sd=0.76 5.79, sd=0.61 6.42, sd=0.79
Atentional Allocation 4.29, sd=1.64 4.83, sd=1.64 4.60, sd=1.55 4.46, sd=1.68 4.75, sd=1.45
Perceived Message
Understanding

5.71, sd=0.89 5.88, sd=0.61 5.79, sd=1.03 5.70, sd=1.05 5.88, sd=1.05

Aggregated Score
(IPQ)

3.71, sd=1.4 4.20, sd=1.41 5.95, sd=0.63 6.06, sd=0.58 5.85, sd=0.68

General immersion 4.33, sd=1.30 4.83, sd=1.53 6.54, sd=0.66 6.67, sd=0.65 6.42, sd=0.67
Involvement 2.79, sd=1.42 3.48, sd=1.51 5.13, sd=1.06 5.33, sd=0.73 4.94, sd=1.31
Spatial presence 4.00, sd=2.03 4.29, sd=1.67 6.19, sd=0.84 6.17, sd=1.05 6.20, sd=0.62

3.3.2 Qualitative results

Inductive coding was used, resulting in 13 codes spread over 5 themes: Cognitive
Engagement, Embodiment, Sensory Perception, Knowledge, and Agency in the Virtual World.
To confrm the reliability of the results, a second coding activity using the same code
book was then undertaken by the same coder four months after the initial coding. This
delay aimed to reduce potential bias by allowing the coder to approach the data with a
fresh perspective. The intra-rater reliability achieved was 80% and the Cohen’s Kappa
was 0.64, indicating substantial agreement [48].

The 13 themes are shown in Table 3.4 with the number of positive and negative
occurrences, and example quotes from one of the participants (from P1 to P24)
categorised as Co-Presence (CP) or Immersion (I). Additionally, a ‘+’ or ‘-’ sign shows
whether a comment was deemed positive or negative. The codes were shared between
Co-presence and Immersion, with the exception of “Control of the world” and “Interface
mapping” (unique to Immersion) and “Observability of Avatar” and “Rationalizing
Experience” (unique to Co-Presence). The following subsections describe each theme.

3.3.2.1 Cognitive Engagement

This theme is about people mentally engaging in the activity. This could be through
Conversation with the other player, or through a Collaborative Task:

“I felt that someone is constantly guiding me as the drone, so (...) it wasn’t
lonely at all” P5 CP+

It could also be the overhead of Maintaining a Mental Model of the Real Environment.
The mental model arises because the HMD user playing with a Phone user has to not
only work in the virtual environment, but also think about the physical one:
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TABLE 3.4: Observations: Themes, Sub-Themes, and Example Quotes.

Theme Sub-theme
# of codes

Co-presence Immersion Example Quotes
+ve -ve +ve -ve

Cognitive
Engagement

Conversation 5 0 8 2 “We’re communicating in real
life so I (...) could feel his pres-
ence” (P13, CP+)

Collaborative task 8 2 10 1 “It felt like teamwork, you’re
(...) both doing part of the same
task” (P1, CP+)

Maintaining a men-
tal model of the real
environment

1 0 6 6 “You have that fear of bumping
into something” (P13, I-)

Embodiment Narrative embodi-
ment

1 0 5 0 “P10 got in the role of being the
drone” (P3, I+)

Physical embodi-
ment

1 4 3 2 “I (...) connected the drone with
the voice that I’m hearing” (P2,
I+)

Sensory Per-
ception

Observability of
avatar

6 3 0 0 “I saw P21 pushing buttons, so I
didn’t feel alone” (P6, CP+)

Observability of
body

9 1 1 6 “I bumped you and then I was
more aware that you’re there”
(P4, CP+)

Observability of vir-
tual environment

0 1 0 3 “It felt like I was just trying to
look in through a tiny little win-
dow” (P7, I-)

Observability of real
environment

2 3 0 7 “With the VR, I wasn’t very
aware of the (real) world, I only
sensed the cable” (P3, I-)

Knowledge Prior experience 1 2 1 0 “I’ve played VR (...), so I’m used
to it and forgot about the out-
side” (P6, I+)

Rationalizing expe-
rience

3 2 0 0 “I don’t feel alone, because I
know there’s another person”
(P13, CP+)

Agency in
the virtual
world

Control of the world 0 0 7 0 “I feel like I have control, makes
me feel like I’m in the game”
(P18, I+)

Interface mapping 0 0 2 2 “ficking the switch, and putting
the numbers on the keypad re-
ally feels real” (P5, I+)

“The drone started to run around me and I was thinking ‘Oh wait, there’s a
person running around me as the drone, I don’t want to hit them’ ” P9 I-

3.3.2.2 Embodiment

Embodiment describes the way in which the player perceives themselves as embodying
the avatar. This encompasses Physical Embodiment, where, for example, players see a
drone in VR, know it is a real person, but still embody or feel the drone avatar as the
person:
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“In VR I kind of attached their voice to the drone, so whenever I’d hear
P12’s voice I’d think ‘Ok, this is the drone, it’s speaking to me’ ” P16 I+

Narrative Embodiment on the other hand is more about the players getting into the role
assigned to them (role-playing):

“You have to be more forceful in terms of proactively immersing yourself
into the game if you’re on the phone” P18 I+

Both Physical and Narrative embodiment are terms that came from the data, and do not
ft necessarily into the three embodiment types that were discussed in the Background
(Chapter 2).

3.3.2.3 Sensory Perception

This theme centres around perceiving the other through one’s senses. It therefore
includes observability through various senses (sight, touch, smell, etc.). It refers to
both the player (as Observability of either their physical Body or their virtual Avatar)
and the environment (both the Virtual Environment, and also the physical Real
Environment).

3.3.2.4 Knowledge

In some cases people had either Prior Experience with VR or games in general, or they
tried to Rationalise the Experience. In the frst case, players either talked about never
playing the game so they did not know what to do exactly, or they have played
cooperative games before:

“It feels like that I’m at home and I’m playing a video game with my
phone and I’m alone in the room, and the person is playing inside the
game, like a character inside the game” P18 CP-

People also came with the preconceived idea that they would be playing together with
another player:

“I know P23 is still there watching over me and stuff, so I totally feel their
presence” P13 CP+
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3.3.2.5 Agency in the Virtual World

This theme was unique to Immersion, relating to the participants’ sense of control
over the virtual environment. Non-HMD players found that having some kind of
Control of the World makes them more immersed:

“(...) when I was with the phone, and had to turn on the fashlight, so I had
even more presence in P22’s side” P4 I+

This type of agency is about the ability to infuence the world in general, rather than
specifcally referring to interactions through an avatar [61]. It can be thought of closely
related to the agency concept in embodiment [42].

Participants commented on how effective it is for the virtual world to mimic the
real-world actions within the game (fipping a switch, pushing a button in, etc.). This
was called Interface Mapping:

“I forgot I had the controller in my hand, (...) because what you could see
is your hand, so I was like ‘It’s fne, I’m just poking things’ ” P15 I+

3.4 Discussion

The quantitative data showed that there was no signifcant difference between any of
the versions in terms of co-presence, and the only signifcant results for immersion
being the levels between the HMDAll players and the Phone or PC players, which is an
expected outcome (because VR is recognised as being more immersive). Analysing the
interviews and the themes and sub-themes gives some insight into the lack of impact
of the different mediums of play.

When looking at the themes, some relationships start to emerge. It can be seen how
Prior experience and Embodiment are connected, as if you knew what to expect it is
easier for you to embody the role physically and narratively. Some non-HMD players
mentioned that they did not know what they looked like at the beginning of the game,
they did not know the size and shape of the drone, which made it harder for them to
embody the role. Having a mirror in-game might have helped them with that.

Physical embodiment and Observability of body also seem to be connected. An increase in
physical interactions, such as bumping into the other player, appears to enhance
Physical embodiment for the HMDPhone players. This is likely due to the addition of
sensory input beyond voice, which strengthens the connection between the virtual
drone avatar and the real-world player. One participant described this explicitly: “I
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bumped you and then I was more aware that you’re there” (P4, CP+). These
interactions create a stronger association between the physical presence of the other
player and their virtual representation, making it easier for HMD players to embody
the drone. In contrast, PC players did not mention Physical embodiment, possibly
because their interactions lacked a similar level of sensory reinforcement.

When talking about conversation, HMD players mention that the voice they heard
(observed) either helped them with immersion, or not. In most cases, it helped them,
but some people mentioned that if the voice came from within the headphones they
would be more immersed, or in other words, taking the real world and putting more
of it in the virtual world would have helped. Connecting it to the themes it can be
said that taking observability of the body and turning it into observability of the avatar
would make for a more immersive experience (when the other player is a mix of
virtual and physical stimuli, it is more distracting as you have to keep two instances of
the player in mind).

This further shows how Maintaining a mental model of the world and Observability of the
body are connected. The difference between the physical and virtual world (the fact
that the phone player is beside the HMD player and there is not a 1:1 mapping of the
real body to the virtual avatar) increases the mental strain of keeping the model of the
real world in mind. One way that this might be alleviated would be to have a more
direct mapping between the real body and the avatar (in the case of the Phone
player). Some players on the other hand got completely engrossed in the VR world,
being reminded of the physical one only by bumping into the other player.

These inner-relationships between the themes and sub-themes is what can be built
upon when talking about the differences in the versions of the game, both between PC
and Phone, and the two HMD versions. The data shows how the Phone player’s
immersion is negatively affected by the observability of the body and world, whereas the
PC player does not have these problems. One way to explain that is the fact that the
phone is a small screen that takes a tiny amount of your feld of view, while the
monitor used in the experiment is much bigger and thus makes it easier to lose
yourself in the virtual world. Moreover, being on the phone with an HMD player in
front of you can distract you because they would be moving a lot, taking your
concentration away from the screen. On the other hand, co-presence for the VR player
is positively affected by this. Comments such as “I know P23 is still there watching
over me and stuff, so I totally feel their presence” (P13, CP+) and “I felt that someone
is constantly guiding me as the drone, so (...) it wasn’t lonely at all” (P5, CP+) indicate
that the physical presence of the other player enhanced co-presence. This was not as
frequently observed for PC players, suggesting that the visibility of the other player’s
physical body in the shared space plays a role in co-presence.
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Narrative embodiment seems to be easier to achieve on the Phone, as there was a lack of
comments from the PC side. One way to explain this is looking at the ways that the
two versions interact with the virtual world. One has to physically move to go
around, while the other can mostly just sit without moving signifcantly. This in turn
would help the Phone player ‘feel’ more in the role of a drone, rather than controlling
a drone separately with PC controls. One person mentioned how they actually found
the PC version more immersive because they did not have a fear of bumping into
something, which further shows how Maintaining a mental model of the real world can
affect immersion. Even when there was nothing to bump into on the HMD version,
they still experienced the fear.

It was noted that control of the world increases immersion for both non-HMD players,
which is similar to what Gugenheimer et al. talk about in their paper, where giving the
second player more power to interact with the virtual world increases enjoyment
rather than immersion [36], as well as what Bangay and Preston say about control [1].

The qualitative data suggests that the mental model of the real world plays a nuanced
role in the HMD player’s experience. While no signifcant difference in immersion
was noted quantitatively between the HMD-Phone and HMD-PC modes, the
interview responses highlighted how the physical presence of the Phone player
impacted both immersion and embodiment. For example, some HMD players said
negative comments due to the need to maintain this mental model of the real world: “The
drone started to run around me and I was thinking ‘Oh wait, there’s a person running
around me as the drone, I don’t want to hit them” (P9, I-).

On the other hand, physical interactions such as bumping into the Phone player
helped with physical embodiment: “In VR I kind of attached their voice to the drone,
so whenever I’d hear P12’s voice I’d think ‘Ok, this is the drone, it’s speaking to me’ ”
(P16 I+). This connection between the physical and virtual world made the Phone
player’s physical presence feel aligned with the drone avatar, reminding the HMD
player of reality. This makes embodiment much easier than on the PC, and thus can
help with co-presence.

In most cases, Conversation leads to an increase in immersion and co-presence for the
HMD player. Multiple people mentioned the fact that because they were talking
about the game world and not about something outside of it, they felt more
co-present and immersed. It should be noted that an important factor is where the
voice is coming from: within the headset/earphones or from outside. Some people
could not hear their partner’s voice as well, which led to them having to concentrate
more on the voice rather than on the experience. This can partly be helped by using
either a headset that can pass through noise from the outside, a more open speaker
design (such as the Valve Index2), or even having the voice of the second player be

2https://www.valvesoftware.com/en/index/deep-dive/ear-speakers

https://2https://www.valvesoftware.com/en/index/deep-dive/ear-speakers
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recorded from their Phone/PC and be transmitted to the HMD player in their headset
simultaneously.

These relationships suggest that there are different features that affect (and mitigate)
each other. For example, the aforementioned Cognitive Engagement, in which the
overhead of maintaining a mental model of the physical space supports co-presence
but detracts from immersion. Similarly in Embodiment the HMD player’s sense of
co-presence benefts from the Phone player being in the same physical space because
their spatial proximity matches their avatar, but at the same time physical interactions
(literally bumping into the other player) detract from immersion. Balancing each of
these interactions between the different modes can lead to a more immersive or
co-present experience.

3.5 Summary

From the resulting relationships between the themes, one could see that embodiment
plays an important role. There is a distinction to be made though, as embodiment, both
what are coded as narrative and physical, are not necessarily terms taken from the
literature, but more so terms that were created from the underlying data of the
interviews. In order to explore the relationship embodiment has with the other
sub-themes, a solid understanding of it was needed, and of ways of infuencing it. It
was theorised that if the embodiment in one modality was improved, then the overall
experience would be improved, as embodiment was connected to so many other
sub-themes, and improving it for one person has the potential to improve it for the
other as well.

Thus, in order to better understand embodiment, and the different techniques to
infuence it, a systematic literature review was decided to be conducted. The
following chapter is going to go into details about it, as well as the resulting
framework created from the data, and following that, trying to use the framework in
order to understand the results from the frst experiment better.
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Chapter 4

Systematic Review of Embodiment
Systems

After conducting the frst experiment and analysing the results, a few observations
were made. The embodiment theme, be it physical or narrative, was tightly connected
with the other themes and sub-themes. One could see that embodiment played an
important role in the experience in terms of Immersion and Co-Presence. Thus, it was
theorised that improving the feeling of embodiment of one player in one modality
would translate to an overall improved experience not only for them, but for the other
player as well.

To infuence and improve embodiment, a framework or system was necessary. Upon
reviewing existing literature, it became apparent that there was no single agreed-upon
defnition of embodiment. Some researchers talk about the 3 concepts of embodiment
from Kilteni et al. [31, 69, 76, 12], others use the term “Embodied Cognition”, which is
the theory that cognition is dependant on the body itself, its features and
surroundings, and how all that combined helps cognitive processes [33, 93].

In this chapter, a systematic review will be conducted to navigate through these
varying perspectives of embodiment, aiming to establish a foundation for subsequent
research and exploration.

4.1 Systematic Review

In order to have a clearer picture of embodiment and the different ways of affecting it,
I decided to conduct a systematic review. The review included an examination of the
different types of embodiment present in the literature, as well as the methods that
were used to infuence it.
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4.2 Methodology

The research question this chapter is going to answer it “RQ2. What are the different
kinds of embodiment and what are the different strategies that are used to help achieve them?”.

4.2.1 Protocol

To conduct the systematic review a standard process was followed, consisting of
Research Identifcation, Study and Quality Selection, Data Extraction, and Data
Synthesis [45].

4.2.1.1 Research Identifcation

“The Engineering Village1” was chosen as the target of the review, as it contains a very
large number of databases (Ei Compendex and Inspec for example), and an extensive
search function. It covers all major conferences and journals, and digital libraries such
as the ACM DL and IEEE Xplore.

The search query that was used to get the list of papers was:

(embodiment OR embody OR embodied)a AND ((multimodality OR
multi-modality OR multimodal OR multi-modal) OR (VR OR Virtual Reality)
OR (AR OR Augmented Reality) OR (MR OR Mixed Reality))b

This query included a number of different terms for embodiment in a, and a number
of different defnitions for each modality (b). What this search query then returned
was a number of papers that mention embodiment and one of the modalities.

Saturation sampling was used as a way to scope the study, as the potential sample size
is very large, and my aim is a classifcation model rather than a comprehensive
overview of the popularity of different terms in the literature. Papers were inductively
analysed in batches of 20, coded, and the codes synthesised into an evolving code
book. This process was repeated until no new codes were present for two consecutive
batches.

4.2.1.2 Study Selection and Quality Criteria

Only papers published in the last 10 years were used (2010-2020) with the intention of
generating a contemporary rather than a historical list of defnitions and techniques.

1https://www.engineeringvillage.com/

https://1https://www.engineeringvillage.com
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The subsequent list of papers created was then used, and any following exclusion
criteria apply to the batches themselves (e.g. if the batch contained 20 papers, but 3 of
them were not in English, then only 17 papers would be reviewed).

For practical reasons, it was chosen to exclude any papers that weren’t written in
English, as well as papers that didn’t present directly or indirectly a defnition of
embodiment in the main text of the paper. This led to the exclusion of papers that only
mentioned embodiment in passing, or did not contain suffcient detail to classify their
view of embodiment.

There are some biases that could be expected from this sample in that “The
Engineering Village” was used for the systematic review, which will refect a more
technology-focused perspective of embodiment (through the perspective of HCI for
example), rather than possible psychological or philosophical views of embodiment.
This suits this thesis’ purpose, but does mean that the models developed refect a view
of embodiment as represented in interaction and design.

4.2.1.3 Data Extraction

The data extraction and primary analysis was done by the author, while the
supervisors oversaw the process, and periodically reviewed the code book. The
coding of each paper was undertaken using a table to record the evolving code book,
with papers as rows, and embodiment, strategy, and mapping between the two as an
evolving set of columns. The steps undertaken were:

• First, any papers that passed the exclusion criteria would be read through, and
any mention of embodiment would be recorded;

• If the embodiment type was already in the code list, then an ‘E’ would be added
in the cell matching the paper’s row to denote an embodiment type. If it did not
exist then the new code would frst be added as a new column;

• Similarly, any strategies used in the paper to affect that kind of embodiment
were added to the same code list as a new column, and the letter ‘S’ would be
added in the cell matching the paper’s row.

• Finally, the mapping between the types and strategies were written down as a
separate column, using the combination code “Embodiment–Strategy” — and
the letter ‘M’ was used to denote the presence of a mapping in the appropriate
cell for that paper.

There were a number of instances where people talked about embodiment without
necessarily talking about a specifc defnition, where some papers would just defne
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embodiment using their own words. In that case, a specifc category was used,
‘Embodiment – Generic’. These were later reviewed in order to see if they ft any of
the evolving codes. Similarly, papers would also talk about one type of embodiment,
which would be similar to how another paper talks about another type of
embodiment, in which case, those two codes would be combined in the code book and
their descriptions updated.

In some cases, researchers would apply a certain strategy specifcally to one of the
three components of the embodiment described by Kilteni et al., and in other cases,
they would refer to that trinity of defnitions as a whole. To maintain this nuance in
the data, four codes were used: one for the entire network and three for its individual
components. Strategies were sometimes therefore mapped to the higher level code
and in Section 4.3.5, where the mappings are presented, occurrences are shown where
this mapping was moved to a more specifc location where possible once the coding
process was complete.

4.2.1.4 Data Synthesis

In the data synthesis stage, the research team used the data that was extracted and in
an iterative brainstorming process established relationships between the concepts, and
using these relationships uncovered two orthogonal models, refning them until they
best ft the data. This was also an inductive process, and comparisons to existing
models was not undertaken until after it was complete. However, quite early in the
coding it became apparent that a lot of the codes matched with a number of the
models in the literature. Consequently, existing terminology was adopted where the
concepts suffciently overlapped.

4.3 Results and Analysis

In total, there were 10 batches in the sample, consisting of 200 papers. Of these 140
were excluded based on the criteria, and 60 were included in the fnal analysis. This
resulted in 16 codes for embodiment, 20 different strategies, and 39 mappings between
embodiment and strategies (Table 4.1 shows the codes per batch, including the fnal
two batches where no new codes were found). Three high-level themes were
identifed, as shown in Table 4.2, which also presents the codes from the inductive
analysis, along with the defnitions, and a total number of papers that contained that
code.

A second coding session was undertaken 6 months after the initial coding to confrm
the reliability of the results, this was based on 6 papers representing 10% of the
sample. Intra-rater reliability was 85%, while Cohen’s Kappa was 0.84, indicating near
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perfect agreement. There were three occurrences of differences, all associated with the
aspects model and whether papers were coded, or strategies mapped, against
’Embodiment - generic’ or one of the specifc sub-types. This is caused by authors
framing their work using general defnitions, but then using a more specifc concept in
their detailed discussions, which again highlights the need for more precise
terminology.

There are two main orthogonal perspectives uncovered through the systematic review,
represented by the frst two themes, which are Aspects and Levels of embodiment. The
third theme, Higher level combinations, covers specifc combinations of the Aspects and
Levels that were found in the literature.

In addition, Table 4.3 shows the strategies found in the papers, with a brief description
of what each strategy is, and references to the papers that used that strategy. In total
there were 20 strategies, but some could be generalised (although the generalisations
do not appear in the original data). For example, Low-fdelity graphics can be
generalised as Different graphical settings. The following sections talk through the
creation of the diagrams, as well as the analysis of the systematic review data in more
detail.

4.3.1 Creation of the taxonomic diagrams

The codes derived from the data were synthesised into broader categories to form the
basis of the two main models. The codes “Body Ownership”, “Agency”,
“Self-Location” and “Social Embodiment” were grouped due to their thematic
similarities. This grouping then led to the “Aspects” model of Embodiment. After a
few iterations, a Venn diagram was chosen as a visual tool to represent how the
strategies found in the review ft in the model, and how a number of them overlap
(Figure 4.1). This helped to show how various strategies impact different aspects of
embodiment, either at the same time or separately.

Another theme emerged from the analysis, alluding to the depth of embodiment. The
codes “Embodied Avatars”, “Embodied Cognition”, “Embodied Emotion” and
“Embodied Identity” were then grouped, and a pyramidal structure was chosen. It
represents the hierarchy of embodiment depth, where each level builds upon the
previous one (Figure 4.2).

Both of the models were informed by the patterns and relationships seen in the data.
The Venn diagram of the “Aspects” captures the different sides of embodiment, while
the Pyramid diagram captures the “progression” of embodiment.
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TABLE 4.1: Table showing the number of papers used in each batch, as well as the
amount of new codes (E - embodiment, S - Strategy, M - Mapping).

Batch Accepted New codes
number papers E S M
1
2
3
4
5
6
7
8
9
10

10
4
6
11
3
6
6
7
4
3

12
1
0
4
0
1
1
0
0
0

6
2
1
2
2
3
1
3
0
0

8
4
2
6
3
4
3
10
0
0

FIGURE 4.1: A Venn diagram showing how the aspects are connected, together with
the strategies that affect those aspects. Dark blue means that it was specialised, super-
script means that the strategy was also targeted more specifcally (i.e. at Agency, Body

Ownership, or both.)

4.3.2 Embodiment Aspects

There were eight embodiment codes in the Aspects theme that came up from the
review, from which four codes made up the fnal Aspects model (shown in italics in
Table 4.2), while the other four were either sub-codes or a generic code. One can see
the Self-location (S-L), Agency (A) and Body ownership (BO) components of
embodiment from Kilteni et al. — papers would reference that model specifcally in
fve different ways: either through one of the components only (S-L, A or BO), all
three components together, or embodiment in a generic sense (meaning in the context
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TABLE 4.2: All embodiment codes that came from the review with defnitions (and
references), divided by each theme and ordered by number of mentions

(bold comments show similarity between different defnitions)

Theme Embodiment code Defnition Mentions

Aspects

Embodiment - A/BO/S-L Using the 3 component defnition
[S47, S10, S39, S48, S34, S57, S49,
S30, S8, S36, S12, S28]

12

Embodiment - BO component Body ownership component [S16,
S52, S33, S43, S27, S29, S5, S8, S12,
S60, S25, S14]

12

Embodiment - Generic No specifc defnition given [S54,
S33, S24, S27, S40, S51, S58, S31]

8

Embodiment - A component Agency component [S5, S23, S1, S13,
S8, S12, S25]

7

Embodiment - S-L component Self-location component [S27, S25] 2
Social Embodiment The way the user’s state is when in

a social context [S37]
1

Embodied Social Virtual Real-
ity (SVR)

Distributed and embodied face-to-
face interactions (part of Social Em-
bodiment) [S32]

1

Illusion of virtual body own-
ership (IVBO)

Referred as body transfer illusion,
agency, or embodiment (close to
Body ownership) [S29]

1

Levels
Embodied Avatars Perceiving the avatar as co-located

and part of one’s own body [S42,
S16, S50, S17, S9, S3, S32, S24, S29,
S4, S35, S49, S26, S41, S19]

14

Embodied Cognition The theory that human cognition is
infuenced by the body itself and the
interactions with the environment
[S17, S45, S54, S56, S21, S20, S46,
S22, S53, S55, S38, S18]

12

Emotion Embodiment Embodying the emotional states of
a person (making it easier to express
their emotional state) [S59]

1

Higher level

combinations

Tool Embodiment A tool being used becomes part
of you (you stop thinking about it
when using it) [S11, S56, S2]

3

Gender Embodiment Embodying a gender (close to Body
ownership & Embodied Avatars)
[S52, S33]

2

Embodied Simulations Simulating another person’s per-
spective [S15, S44]

2

Animal Embodiment Embodying an animal, non-
anthropomorphic avatar (subset of
Avatar Embodiment) [S29]

1

Embodiment enhancement Making an operator of a remote
robot feel like they’re controlling it
(being co-located) [S7]

1
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TABLE 4.3: All strategies from the systematic review, together with a short description
and number of mentions (ordered by most to least mentioned).

Strategy Description Mentions
Embodied Interactions Interactions that involve the body in a natural way

[S17, S45, S21, S20, S27, S34, S6, S46, S53, S2, S55, S18]
12

Full-body IK Using Inverse Kinematics to simulate the whole body
through only a number of points (like controller/-
headset position) [S16, S59, S39, S3, S48, S33, S43, S29,
S5, S60, S25]

11

Gendered avatar through
mirror

Having a gendered avatar that matches your own gen-
der, as well as being as realistic as possible (can be
generalised as using a mirror to look at your avatar)
[S10, S52, S33, S30, S26, S8]

6

Face tracking Tracking face expressions and mapping them onto the
avatar [S59, S50, S9, S3, S36]

5

Upper body tasks A series of tasks that involve the upper body to create
a sense of embodiment over the avatar [S10, S23, S13,
S12]

4

Latency Introducing a delay between input and output (the
translation of the motion from your physical to virtual
hand is delayed) [S8, S12, S25]

3

Low-fdelity graphics Using low-fdelity graphics to infuence embodiment
(can be generalised as Different graphical settings)
[S47, S60]

2

Changing head size Changing head size to infuence embodiment (can be
generalised as changing sizes of body parts) [S9, S41]

2

Streaming Audio Streaming voice from the second player directly into
the headset [S3, S40]

2

Body add-ons Adding/wearing props on your body that can trans-
late to virtual body extensions [S35, S1]

2

1st or 3rd Person Perspec-
tive

Changing different perspectives depending on what is
wanted to be achieved [S8, S28]

2

Superimposing Virtual
onto Real (part of Virtual-to-
Physical Transfer)

Putting virtual models onto real life models/props
(through either AR or MR glasses) [S58, S14]

2

Semi-autonomous control A system that compensates for delay/noise of input
[S12]

1

Mimicking a performer The HMD player is trying to mimic an actor’s perspec-
tive [S15]

1

Co-located avatars A different number of co-located avatars and agents in
the simulation [S32]

1

Camera on remote robot Robot trying to mimic what a person does and sends
the camera feed back [S7]

1

Embodied Conversational
Agent (ECA)

Using anthropomorphic conversational agents that
have the same properties as a normal human would
have [S51]

1

Self contact in VR Experiencing your physical body by touch while hav-
ing the virtual body resemble the real one, which leads
to being more grounded [S5]

1

Passive props (part of
Physical-to-Virtual Transfer)

Passive props that are as close to 1:1 dimensions in the
physical and virtual space [S58]

1

Different HMDs Using different HMDs (with/without cables, low-
er/higher refresh rate, etc.) [S57]

1
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of this model, but not specifying precisely which elements they meant). However, this
model of Embodiment wasn’t suffcient in explaining all of the aspects of embodiment
represented in the codes, as social embodiment was missing. Social embodiment can
help describe what is happening in a multi-modal context where there can be multiple
people in the same space (be it physical or virtual), similar to how Dourish [23] says
embodiment is more than just the person, but their surroundings and the context
they’re in [23]. The Aspect model therefore emerged as an extended version of Kilteni
et al.’s model [S25], with Social Embodiment as an important addition.

Several of the codes were not translated into the model. Embodied Social Virtual
Reality (SVR) is arguably a part of Social Embodiment, as it’s defned as distributed
and embodied face-to-face interactions, and clearly, the social aspect is the critical part.
Finally, the Illusion of Virtual Body Ownership can be considered a sub-type of the
Body Ownership component, as it’s exactly about making you feel like an object is a
part of one’s body (e.g. the Rubber Hand Illusion).

The complete Aspects model of embodiment that was created can be seen in Figure 4.1
as a Venn diagram, where the aspects are each circle, and the strategies that are
associated with those aspects are shown with letters. If the colour is dark blue, it
means that the data was specialised (i.e. the strategies were originally coded against
‘Embodiment - Generic’ based on the review, but in analysis could be seen to more
specifcally target one of the aspects).

4.3.3 Embodiment Levels

If Aspects is about the breadth of embodiment then the second model that emerged
from the codes, Levels, is about the depth. It is orthogonal to Aspects; here the codes
represent an increasing quality of embodiment, that becomes more complete and
sophisticated as higher levels are reached. The model is shown in Figure 4.2.

Unlike Aspects, there is no overarching model in the literature that includes all the
components of the Levels model - all of them were observed independently, except the
highest level (Embodied Identity). In particular, it brings together three different views
of embodiment: “Embodied Cognition”, “Embodied Emotion” and “Embodied Avatars”,
which are all terms from the existing literature. It is argued that these terms are related
and that one can talk about these terms in an ascending way, where the more
embodied one is, the higher up the pyramid they are. One can just feel that they are
the avatar but not think like it, or one could be emotionally embodied in the avatar.
This perspective revealed a missing capstone from the pyramid, “Embodied Identity”,
that would be the culmination of all the three levels under it, where one both feels and
thinks as the avatar and thus identifes with it.
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FIGURE 4.2: A pyramid diagram, showing how each level builds on top of the previ-
ous ones, together with the strategies used to affect that level from the literature. Dark
blue means that the strategy wasn’t mentioned in the literature for that specifc level
but was associated with it during the analysis. Superscript means that the strategy

was also found at that specifc level.

Embodied Avatars is the base level, where you feel like you have the physical extent and
position of the avatar. Then, Embodied Cognition and Embodied Emotion are the next
level, where you start thinking about your interactions as if you were your avatar and
experiencing the avatar’s emotions as your own. One of the strategies for Embodied
Emotion, emotion projection, was originally not part of the strategies found. However,
the way it was discussed in the paper by Zhao et al. [S59] was both as a type of
embodiment, and as a strategy. Essentially, it involves the idea that you can experience
emotional embodiment, and to achieve this state, you can use a technique called
“projection”, where your avatar mirrors and embodies your emotional experiences.

Embodied Identity is at the top of this model and represents the point where you begin
to identify with the entity you are embodying. The levels thus reveal how ‘invested’
you are in the embodiment (are you just embodying the avatar on a surface level, still
being yourself, or are you acting and thinking like the avatar). As an example,
imagine a game where you play as a tiny mouse:

• at the frst level, Embodied Avatar, you know you’re the size and position of the
mouse, you see your mouse body, and accept that you are controlling it;

• on the next level (Embodied Cognition), you start thinking about the world as if
you were a tiny mouse, in your thinking you take into account how small you
are, how fast you are, you see a hole in the wall and you think of going into it;
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• adjacent to this is Emotion Embodiment — if you see a big cat around the corner,
you would feel fear, as if you were a tiny mouse;

• fnally, with Embodied Identity these all combine together, and you begin to think
about yourself as the mouse.

The Aspects and Levels diagrams are two orthogonal ways of looking at embodiment.
The Aspects emphasise the different ways you can feel embodied, while the Levels
reveal the quality of that embodiment. This is a really helpful way of thinking about
embodiment because it gives you a language to either deconstruct the experience of
embodiment or look at it more holistically. It also provides a framework for explaining
the third theme.

4.3.4 Higher Level Combinations

Some of the codes did not ft into these two models. These codes, after further
analysis, were found to be representing a specifc combination of both the Aspects and
Levels. For example, there is Gender Embodiment, which is generalised as
Anthropomorphic Embodiment, as it is about embodying a human-like avatar
(examples would be race, size, or age embodiment). This would be using the Body
Ownership aspect typically at the level of Embodied Cognition or Emotion. Whereas
Animal Embodiment (or Non-anthropomorphic Embodiment, which is embodying a
non-human-like avatar) combines Body Ownership as well as Agency (because
animals have different abilities like waving a tail or fapping wings) typically at the
level of Embodied Cognition and Emotion. Depending on the circumstance,
Anthropomorphic Embodiment could also include Agency, contingent on whether the
avatar has the same abilities as your body or not.

Perspective Simulation (Embodied Simulations) is about embodying a specifc person
or ‘thing’ (this is Body Ownership at the Embodied Identity level).

Enhanced Remote Embodiment (Embodiment enhancement) generally is about
embodying an avatar that has a physical counterpart. For example, a robot that you
control and has its hands controlled by yours. Interestingly, here Self-Location would
play an important role because you would need to feel like you’re in the same space as
another physical machine. You would also need Body Ownership, and Agency, all at
the Embodied Avatars level at the least.

Tool Embodiment (Tool Embodiment), which is when a tool you’re using becomes part
of you [S2], was combined together with Technological Embodiment in the fnal analysis,
as Technological Embodiment is just a specialised version of tool embodiment. In this
case, for Tool Embodiment to be present, you need Body Ownership, as well as
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Agency, and the tool needs to become like a part of you and for you to think about
solving problems using its affordances (which is Embodied Cognition).

4.3.5 Strategies

There were 20 strategies identifed in the coding process, and it should be noted that
not all embodiment codes had a strategy to go with them. For example, one of the
aspects (Self-Location) had no strategies specifcally tied to it; there were strategies
that affect it together with the other 3 aspects, but not ones that target it directly. This
might be explained by the fact that, in the case of VR, Self-Location is such a big part
of wearing the HMD that it is a given, as one is self-located by the nature of the
technology.

Virtual-to-Physical Sensory Transfer and Physical-to-Virtual Sensory Transfer are a
“technique used in virtual reality to create the illusion of becoming a virtual
avatar” [S14]. This set of strategies broadly talks about the way that you can feel
grounded in the virtual world through the help of the physical world, and vice-versa.
Sensory transfer supports Body Ownership, as well as Virtual-to-Physical transfer,
whereas Physical-to-Virtual is more about Self-Location (you touch something in the
physical world that corresponds to a virtual object, and you feel more self-located).

For the Levels diagram (Figure 4.2), each strategy contributes to the levels above it, as
they build upon the previous level. Figure 4.1 shows the strategies mapped into the
Venn diagram (as explained in the Embodiment Aspects subsection), and one can see
that a large number fall within the Agency, Body Ownership and Self-Location circles,
as a lot of the strategies were talked about more in a very general sense.

The strategies that also target more specifc aspects can be seen in Figure 4.1 with a
superscript next to them. For example, Upper body movement tasks was tested
against the 3 components as a whole [S10] (as it is in the intersection of the
Self-location, Agency and Body Ownership circles) or was looked at when talking
about Agency only [S23].

All of the mappings between Embodiment and Strategy can be seen in Table 4.4,
where strategies are shown on each row, and embodiments are on each column, their
intersection showing whether there is a mapping between them (a paper has used that
strategy for the embodiment) with the number representing how many papers have
that mapping. The embodiment codes that had no strategies associated with them
were left out of the table.
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TABLE 4.4: Non-empty embodiment codes (divided into the Aspects, Levels and
Higher Level Combinations (HLC)) and strategies to affect them, with the number

of occurrences of each pair in the intersection.
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Full-body IK 3 5 2 3
Embodied Interactions 1 1 8 1
Gendered avatar through mirror 3 2 1
Face tracking 1 3 1
1st or 3rd Person Perspective 2 1 1
Latency 1 2
Upper body tasks 1 2
Changing head size 2
Self contact in VR 1 1
Semi-autonomous control 1 1
Body add-ons 1 1
Streaming audio 1 1
Superimposing Virtual onto Real 1 1
Low-fdelity graphics 1
Different HMDs 1
Embodied Conversational Agent 1
Co-located avatars 1
Mimicking a performer 1
Camera on remote robot 1
Passive props 1

4.4 Discussion

The analysis of the systematic review data uncovered two orthogonal models of
embodiment (Aspects and Levels), a set of Higher Level Combinations (which were
found to be specifc types of embodiment that can be cross-referenced with the two
models), and fnally, a set of strategies that map onto the Aspects and Levels.
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4.4.1 Aspects of Embodiment

The Aspects model extends Kilteni et al.’s model of embodiment to include Social
Embodiment, the extent to which a person feels embodied in a social situation with
another person. Along with the existing three (Self-Location, Body Ownership, and
Agency) this model refects the different sides of embodiment which can be considered
independently when designing and thinking about a multi-modal experience.

As an example of how the social embodiment aspect is important, it’s worth thinking
of examples where it functions in isolation. Consider a phone call or a video
conference call where participants don’t have avatars or virtual bodies. The
participants don’t feel self-located, they don’t have body ownership, and have no
agency through an avatar; but they do feel that they are embodied in a social setting
with the person that they are talking with: they are socially embodied.

4.4.2 Levels of Embodiment

The levels model emerged from the observation that Embodied Cognition lies within a
broader set of other types of embodiment, and that there is a hierarchy within that set.
It combines Embodied Avatars, Embodied Cognition, and Embodied Emotion onto a
hierarchical structure, which culminates with Embodied Identity. This term, Embodied
Identity, was not found in the literature and was an addition made in the analysis,
representing the culmination and next logical step of all of the levels below. These four
levels describe generally the ‘quality’ of your embodiment, or how deeply embodied
you are.

They show a much richer picture of embodiment, as sometimes you don’t have a
strong level of embodied cognition, but you can still talk about embodying an avatar,
and how you can control it like it’s a part of you. Control of an avatar doesn’t
necessarily mean thinking about solving problems with it as you would normally
think to do with your own body, but you can slowly transition between the two levels,
from embodying an avatar to a deeper embodiment, where you start thinking with
your avatar’s body attributes. You could also be emotionally embodied within an
avatar, but again, not think about the world and the problems you can solve using that
body. For you to be at the top level, Embodied Identity, you need to have all the
previous levels.

4.4.3 Higher Level Combinations

In the coding process, mentions of very specifc types of embodiment were found
(such as Gender Embodiment and Animal Embodiment) that could be explained by
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cross-referencing the two orthogonal models created. This means that some very
specifc types of embodiment discussed in the literature can be deconstructed only by
using both models, which also suggests that some of the strategies that apply to the
models could also apply to those specifc types of embodiment. An example would be
if you want to affect Gender embodiment, frst you’d need to look at what it’s made
of. In this case, you can look at it as Body Ownership and Avatar embodiment at the
most basic level, and thus, you can use a strategy targetting Body Ownership or
Avatar embodiment to hopefully improve it.

4.4.4 Strategies

Finally, a wide set of 20 strategies were identifed and mapped onto the two models,
showing that they are orthogonal, and laying a basis that future researchers could use
when designing an experience for multi-modal spaces. Those strategies provide an
easy way for someone to affect a specifc type of embodiment, depending on the
context they are working in. For example, if you want to create a multi-modal VR
experience where one person is in VR and the other one is interacting with them
outside, you might fnd that you have two different strategies for the two modes that
affect the same type of embodiment, or the same strategy could affect the two
participants’ embodiment differently.

4.5 Summary

Embodiment is an innate feeling that every human experiences in their daily life.
Trying to foster that feeling can help create more immersive and enjoyable experiences
in multi-modal play, but in order to understand multi-user multi-modal interactions
and experiences, we need a more granular view of embodiment.

Having conducted a systematic review of the embodiment space in VR and
multi-modality, two orthogonal models were put forth that emerged from the
inductive coding. The frst model, the “Aspects”, uses terminology from a previous
model of Embodiment as it was evident early on in the coding process that it is an
important and useful model, but also builds on top of it, as it was insuffcient in
talking about multi-modal social experiences. Thus, the “Social Embodiment” aspect
was added alongside the other three. The second model, the “Levels”, was based on
the idea of a hierarchical structure of embodiment, where the more embodied you are,
the higher on the pyramid you are, culminating in “Embodied identity”. The
“Aspects” roughly can be viewed as the way you are embodied, or in other words,
how you are embodied (only feeling self-location, or body ownership and agency,
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etc.), while the “Levels” is more about the depth of embodiment, where you can feel
just like you’re controlling an avatar or feeling the avatar as being you.

A number of specifc types of embodiment were found throughout the literature and
were noted that they could be viewed as combinations of the Aspects and Levels,
which then helps people more easily try to affect them through the strategies
provided.

This systematic review started as a way to gain insight into what embodiment is, and
how it can be affected. With two models created, the frst experiment’s results can be
reanalysed though them. This approach should uncover fresh perspectives and gain a
deeper understanding of the overall experience. It could also potentially lead to a
number of strategies that can be implemented in the game, which would both help
validate the models (helping with the analysis of the experience in a different way),
and see if the strategies found work in improving the embodiment. The latter is
important, as one of the theories that came up from the analysis of the frst
experiment’s data was that targeting embodiment was a good way to infuence
immersion and improve the overall experience. An experiment to test this theory
would need to be able to compare the multi-modal experience with and without the
use of a specifc strategy and show that there is a difference between them in some
way. The following chapter is going to delve into the design and execution of that
experiment, together with the discussion and implications of the results.
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Chapter 5

Application of the Embodiment
Model and Strategies

In the previous chapter, a number of different strategies were identifed that can affect
specifc types of embodiment. These fndings, combined with the results from the frst
experiment, led to the testing of certain strategies within “StuckInSpace”, aiming to
evaluate their effectiveness and independence. This chapter addresses Research
Question 3 (RQ3): “How can design strategies impact the different modes of play in
terms of Embodiment?”.

5.1 Example application of the models

To determine the changes required, frst it is necessary to explore the application of the
model to the initial study, and then use this information to decide on design strategies
for implementation and testing in a second experimental study.

One of the key fndings from the frst study was that embodiment plays a big role in
the multi-modal experience. Improving embodiment in one mode would translate to
improved immersion/co-presence in that mode, subsequently affecting other modes
positively. In order to understand how the embodiment in the frst experiment aligns
with the models, participants’ comments need to be examined.

5.1.1 Seeing/hearing the other and bumping into the other/the
environment

One observation was how seeing/hearing the other person, and bumping into them
or the environment produced conficting responses.
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Some examples of negative VR comments include diffculties in locating the drone,
not hearing the drone or the second player, and bumping into objects in the real world
(whether another player something else). Interestingly, some of these negatives were
positives as well, depending on the context. For example, bumping the other person
and seeing them was perceived positively if the real and virtual world were aligned,
but negatively if they were not. Comments such as: “I bumped you and then I was
more aware that you’re there” or “With the VR, I wasn’t very aware of the (real)
world, I only sensed the cable” indicate that accidental bumping takes participants
out of their experience, which is a negative for immersion, but when it’s the other
participant this is a positive for co-presence.

Referring to Table 4.2, this issue could be classifed under Self-Location in the model.
When participants in VR bump into something, they are reminded of the real world,
which makes them less self-located in the virtual one. These observations also align
with the concept of “breaks in presence” (BIP), as discussed in the background section
(subsubsection 2.5.1.3). BIP occurs when mismatches between the real and virtual
environments disrupt PI, reducing immersion. However, as shown in participant
comments (“I bumped you and then I was more aware that you’re there”), BIP can
also positively impact co-presence by reinforcing shared physical space.

It can be seen that there’s a problem between the players as well. The ‘other’ plays a
signifcant part in some of these comments, where some people would feel less alone
when they saw the avatar in VR, knowing there was a real person present (in the case
of the HMDPhone player). This suggests viewing it as a social embodiment factor as well,
which can help narrow down any strategies to mitigate it as a factor.

Recognising that the problem with seeing/hearing the other and bumping into the other/the
environment can be deconstructed into two main embodiment aspects, strategies
affecting both aspects can be explored. As shown in Figure 5.1, two strategies affect
Self-Location and Social Embodiment at the same time: Streaming Audio and
Embodied Conversational Agents.

As some of the comments were about not hearing the other player (the drone), or not
hearing them from the drone’s location (for the PC player), Streaming Audio seems
like a better choice to be explored. It is important to not only choose a strategy that
affects the wanted types of embodiment, but also one that makes sense in the context
in which it is being introduced in. This strategy could be applied by recording the
audio from a microphone on the Phone or PC and then streaming it onto a headset
and played in the 3D space, helping the VR player orient themselves in terms of the
second player, thereby making them feel more self-located and socially embodied.

Additionally, the second strategy involves using a human-like avatar that helps with
embodiment. It is important to show that a strategy can work and be adapted to ft the
context of the experience. For example, using a different avatar for the second player
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FIGURE 5.1: Highlighting the 2 aspects and the strategies in them

FIGURE 5.2: Highlighting the 2 strategies at the Embodied Avatars level
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(instead of a drone) or incorporating a hologram of a human avatar above the drone
could be considered.

Having selected those two strategies, looking at Figure 5.2, it is clear that they affect
embodiment at the base level. Looking at the levels can help take the embodiment to a
higher level, for example to Embodied Emotion, where emotion projection could be
used to try and increase the impact of the audio and avatar strategies.

5.1.2 How the ‘other’ affects your own embodiment

Another interesting observation was that several comments were not necessarily
about a participant’s own sense of embodiment, but rather the embodiment of the
other person, and how that, in turn, infuenced their own sense of embodiment. This
further shows how the social aspect is very important in such multi-modal contexts.

Consider this comment: “When the other player is pushing the buttons wrongly, it
makes me realise that ‘wait, this is actually not the real world’, because if it was an
actual one they would have done it with no problem”. This shows that one type of
embodiment in one modality can affect a different type of embodiment in another. In
this instance, the Agency of the VR player (ability to act) negatively affects the
self-location of the PC player (who feels less self-located in the virtual world) and
social embodiment (as it is talking about the other player’s infuence).

To improve the agency of the VR player, the Full-body IK strategy in the aspects
model can be considered. It is indicated with a superscript letter A (Agency), which
means that it was also used to affect only agency in one of the papers reviewed. That
strategy might consist of making the VR player have more control over their body,
making it easier to interact with the virtual world. One should note that having a
strategy in a single aspect doesn’t necessarily mean that it won’t affect any other; it
simply means the review didn’t fnd any papers using that same strategy for another
type of embodiment. Therefore, if there’s a good reason to believe a certain strategy
can help, it is worth trying.

Another way to look at how the other affects one’s embodiment is by looking at the
comments about the non-HMD players being distracted by the HMD player,
especially on the Phone version (due to the small screen and movement around).
There are numerous strategies affecting self-location, as seen in Figure 5.3. For
example, the “Embodied Interactions” strategy can be used. Currently, both the Phone
and PC users are not fully utilising their devices. On the Phone version, the game
doesn’t use the touch screen, which could be used to help the player focus on what is
happening in the game using embodied interactions. Similarly, on the PC version, the
mouse isn’t used at all, despite being a vital part of using a computer. Implementing
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FIGURE 5.3: Highlighting the strategies in the “Self-location” Aspect

the mouse could enhance user embodiment as most people are accustomed to using
the mouse and keyboard together.

5.2 Changes made

After analysis of the data and comments given by participants, several possible
strategies for implementation were found. In order to decide what strategy to
implement, Figure 5.1 and Figure 5.3 can be used as guides.

The following subsections discuss the rationale behind choosing the strategies and
their subsequent implementation.

5.2.1 Chosen strategies

When choosing the strategies, their viability and ease of implementation was taken
into account, as there was a limited amount of time to implement and test them. Based
on the analysis in subsection 5.1.1 and Figure 5.1, one of the main strategies identifed
was “Streaming Audio”. This strategy involves recording the voice of the non-HMD
player and playing it back through the headphones of the HMD player (and vice
versa). Additionally, using the properties of the virtual 3D space to spatially position
the audio would facilitate easier location of the other player. It is also relatively simple
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to implement, as the existing data transfer used by the game can be leveraged to
include the audio stream from each of the devices.

The other main observation was how the other affects one’s own sense of embodiment
and the potential distraction caused by that, mainly noted by the non-HMD players.
As discussed in subsection 5.1.2, “Self-location” is being affected by the HMD player,
as the non-HMD player found it distracting at times. Looking at the different
strategies in Figure 5.3, the “Embodied Interactions” strategy stood out as both
effective and straightforward to implement. An example of such an interaction would
be using the full affordances of a device, such as the touch screen on a phone, or the
mouse on the computer. Familiar interactions like “Pinch to zoom in/out” on a phone
or “Scroll wheel to zoom in/out” on a computer are considered embodied, as the
average user instinctively understands how to perform them without thinking about
it.

5.2.2 Implementation of the strategies — Streaming Audio

In order to implement the frst change, ‘Streaming Audio’, the HMD’s built-in
microphone was chosen, as well as a headset with a microphone for the non-HMD
player. The implementation consists of the microphones picking up the voice of the
player and transmitting it through to the other player’s headphones. The way that is
done depends on the version:

• VR/PC version: A separate audio engine in Unity was used, making it possible
to record and transmit audio to multiple outputs (the VR and PC headsets). As it
was all running on the same machine, it was just a matter of recording the sound
of one player and outputting it to the headset of the other;

• VR/Phone version: This version was more challenging due to running two
separate versions of the game on two devices, needing communication between
them. As the devices were already using the WiFi to connect and transmit the
location and status of the game to the Phone player, adding an audio stream was
relatively straightforward.

Although fairly simple in theory, in practice there were a few inherent problems with
the system. In the VR/Phone version, there was a delay between the recording,
transmitting, and replaying the audio, which was diffcult to minimise due to
technological limitations. This means that there was always a small delay in the audio,
for example, when the VR player spoke a word that was heard in the headphones of
the Phone player. This issue was mitigated by using a lower sampling rate and
transmitting as little data as possible to make it faster, drawing inspiration from VoIP
and similar technologies. The PC version didn’t have that problem, as all the audio
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computation was done on a single machine with minimal delay. Another minor issue
with the Phone version was that, as both players were close to each other, one
microphone could pick up the speech from the other person, thus creating an echo.

The delay achieved was between 100ms and 300ms. Interestingly, this was narratively
explained in the game to help people understand why it was happening.

5.2.3 Implementation of the strategies — Embodied Interactions

For the ‘Embodied Interactions’, careful consideration was made to implementing
them and ftting them narratively in the game. Ultimately, a zoom-in and zoom-out
function was added to both versions of the game, and a task was changed to
accommodate the feature. The keypad action was identifed as the most suitable task,
as the current version had the non-HMD player read a code out to the HMD player,
the code being on their screen as a subtitle. The decision was made to display the code
on a faraway satellite outside the play area, forcing the non-HMD player to use the
zoom function to read the code and communicate it to the other player.

A major modifcation from the frst experiment was the ‘breaking’ or ‘fxing’ of the
drone, where the drone would start either broken or functional, and in the second part
of the game, be repaired or malfunction. This allowed for the creation of a scenario
where the strategy was both absent and present within the same play session. For
‘Streaming audio’, the voice would either work or not, but the zooming task proved to
be more complex to implement, as the whole task was about zooming, so having the
ability to zoom broken would change the task completely.

The fnal decision was to have two ways to zoom: one using embodied interactions,
and one using less embodied interactions. When functional, the ‘optical’ zoom could
be used via fngers or mouse scroll wheel. When it malfunctioned, only ‘digital’ zoom
was available, requiring the player to use an interface and have the zoom level typed
on a keypad, as seen in Figure 5.4. This way provided a highly embodied zooming
method together with one that detracted from the immersive experience.

5.2.3.1 Phone Holder

In order for the zoom strategy to work well on the phone, modifcations to the way the
phone was used together with the controller were necessary. In the frst experiment,
people held onto the phone and controller separately (Figure 3.4 in Chapter 3),
making it impossible for someone to also use the touchscreen on the phone in order to
zoom in and out. To fx the problem, a 3D-printed phone holder was designed that fts
into the controller, and a phone mount attached to securely hold the phone. Images of
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FIGURE 5.4: The zoom interface, as seen on the PC version. You have to type out the
zoom percentage with your mouse, clicking on the numbers, which is supposed to be

less embodied than just using the mouse wheel. The Phone version looked similar.

FIGURE 5.5: The controller, the 3D printed holder, and a phone mount

the setup can be seen in Figure 5.5 and Figure 5.6. Using this holder, people can use
only one hand for the controller, and the other was free to use the touchscreen.

5.3 Methodology

The overall methodology closely resembles the frst experiment’s methodology, as the
same game is being tested with some changes the underlying game mechanics.

Initially, a decision was required regarding which questionnaires to use and whether
the same ones as the frst experiment should be used. The Software Usability Scale
(SUS) was the frst to be discarded, as the game’s usability was already shown. Since
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FIGURE 5.6: The phone attached to the mount, showing a screenshot of the game

the implemented strategies were neither major or game-changing, and the main idea
of the game remained the same, the other questionnaires seemed more important. The
two other questionnaires, the NMMoSP and the IPQ, centred more around Immersion,
Presence and Co-Presence. There was a need to fnd a different approach to evaluate
embodiment, specifcally the four different aspects within the model.

Ultimately, a version of the proposed Embodiment Questionnaire by Gonzalez-Franco
and Peck was selected, as it had questions relevant to the 3 main Aspects identifed by
Kilteni et al. Some modifcations were necessary to tailor the questions to the specifc
experiment [32]. For example, one of the questions “I felt as if the virtual was my ”,
was changed by replacing the blanks with “virtual avatar (astronaut)/body” and
“drone/body” respectively for the different versions of the game.

A selection of questions for Body Ownership, Agency, and Location of the body were
chosen, as the other categories didn’t apply to my experiment (“external appearance”
or “tactile sensations” for example). As Gonzalez-Franco and Peck suggest, “some
subsets of questions might not be applicable to some experiments” [32], as well as the
fact that an experiment might need to include more questions.

The fnal part was the need for a “Social Embodiment” category, which
Gonzalez-Franco and Peck did not include. Certain questions from the NMMoSP had
a very strong connection to the social aspect and to embodiment, leading to their
selection as the basis of this fourth aspect. Statements like “I noticed the other player.”,
“The other player noticed me.”, “I was easily distracted from the other player when other
things were going on.” and etc. were part of the fnal category.
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With these 4 categories, the fnal questionnaire (Appendix D) had 3 questions about
Body Ownership, 4 questions about Agency, 2 about Self-Location, and 8 about Social
Embodiment. Care was taken to avoid making the questionnaire too long, as
participants would have to complete it 4 times in total. If the questionnaire was too
long, tedium could have been introduced, potentially skewing the results. The
questions themselves used a seven-point Likert scale identical to the frst experiment,
ranging from 1 (strongly disagree) to 7 (strongly agree).

Basic demographic questions, such as age group, gender, and any previous VR
experience, were also included.

5.3.1 Study Design

As mentioned in precious sections, it was decided to change the strategy state in the
middle of the game. This approach allowed for the questionnaire to ask about that
change and the difference between the two parts of the game. Then, the roles of the
players were swapped, mirroring the frst experiment. Participants then played the
game again and completed the same questionnaire, followed by a fnal
semi-structured interview.

In the end, this was a mixed design study similar to the frst experiment. However,
within a single experiment, participants would experience the presence and absence
of a strategy. As a result, the questionnaires had to be specifcally tailored to include
that. Each questionnaire was actually made of two identical sets of questions, the only
difference being that the frst set is for the start of the game, while the second set
addressed the strategy change (Appendix D).

An important aspect of the game progression, which later had a surprising impact of
the result, must be highlighted. It was needed to make the change of the state of
strategy very clear to the players to facilitate pointing to that change without explicitly
mentioning the strategy itself, potentially skewing the results (for example, the
difference between “Please answer the questions for when the zoom functionality was
broken” versus “Please answer the questions for when the lights changed”). At the same
time, the change needed to be unnoticeable during play, so that people don’t suddenly
realise something experimental had changed and break their whole immersion and
experience. This led to the use of an event in the middle of the game where the
emergency lights went on, and everything became red, as the trigger for the strategy
change. The change was explained narratively as being either magically “fxed” by the
scientists on earth or “broken” because of the connection. This approach minimised
the disruption and made it so people think about the whole experience when
answering the questionnaire, rather than a single instance of something breaking.
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The questionnaires themselves had in bold the instruction to consider the answers of
the following questions where “the emergency lights were off” or “the emergency
lights were on”. This was further emphasised when giving the questionnaires to
make sure that participants understood the distinction.

A change between the frst study and this one was the decision to record the players
using a camera in the corner, which would enable analysis of any interactions they
had afterwards, such as any time they collided by mistake.

5.3.2 Ethical Considerations

Ethical approval was extended from the frst experiment by the University of
Southampton’s Ethics board, under the reference number ERGO 54456.A2. This
approval ensured that the research was conducted in accordance with the ethical
standards of the university.

All data collected during the study was anonymised and securely stored on a
password protected university PC behind a staff-only access-controlled area to
prevent unauthorised access in the same way as the frst experiment. The VR game
was designed to minimise any discomfort or adverse effects to participants, and
participants were told beforehand that they can end the experiment early in case they
start feeling nausea.

5.3.3 Setup and Procedure

In summary, a single session with two players went like this:

• The two players would play a game in one of the modalities (VR/PC or
VR/Phone) and were semi-randomly chosen to either have the strategy start off
being fxed or broken (calculated to ensure equal distribution by the end);

• Halfway through the game, the strategy state would fip (a broken zoom would
get fxed, or a working zoom would break, etc.), signalled by the change of lights
to make it more memorable to the player;

• After fnishing the game, each participant would sit separately and be given a
questionnaire comprised of demographic questions, and two identical
questionnaires for when the emergency lights were off and on (Appendix D);

• People would swap roles, play the same game, with the only variable change
being the modality (the HMD player is now the non-HMD player and
vice-versa);

https://54456.A2
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• The game follows the same fow, the questionnaires are identical to the frst ones,
but this time for the second experience (Appendix D);

• Finally, a semi-structured interview with both participants together was done, in
which a number of general questions about the experience were included, as
well as more focused ones on the strategy that was changed, for example, “When
the emergency lights went on, did you notice the other player taking longer/shorter?”
(Appendix D).

The same hardware and space as the frst study was utilised, with the notable
exception for new headphones for the non-HMD player in the Streaming Audio
version, as they needed headphones to be able to hear and talk with the other player
virtually, as well as the phone mount holder for the Phone player.

5.4 Results and Analysis

In total, 48 people participated in the study, with 36 male and 12 female participants,
with the average age being 24.04 years. The majority of players had minimal
frst-hand experience using VR (34 respondents said they played VR never, rarely, or a
few times an year), while 9 people used VR either monthly or weekly. Five people
hadn’t answered the question. On average, there were a lot more students who tried
the experiment than university staff.

From the 48 people, 24 participated in the Embodied Interaction strategy, and the rest
24 participated in the Streaming Audio strategy. Each participant would fll in 4
questionnaires in total: 2 for the frst playthrough, with and without the strategy, and
2 for the second playthrough, with and without the strategy. This resulted in a total of
192 different questionnaire results, divided in a number of ways. As in the frst study,
the categories include HMDAll, HMDPC, HMDPhone, as well as the Phone and PC
categories. However, the results are now further divided based on whether the
strategy was “Present” (P) or “Absent” (A), and the order in which it went through
(either started Present and then was removed or started Absent and got back in the
middle of the game).

For one group of participants, 2 people participated, which generated 4 VR data
points (2 from the frst person, and 2 from the second), and 4 non-HMD data points. In
the following subsection, the unexpected quantitative results and the qualitative
results that may help explain these fndings will be explored.
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5.4.1 Quantitative Results

Scores for both experimental strategies are presented in Table 5.1 and Table 5.5. Each
table displays the results of the four aspects and their aggregated scores, categorised
by the state of the game for which the questionnaire was conducted. ’P’ denotes
Present, ’A’ denotes Absent, with 1 and 2 being the phases of the game (start and
middle, respectively). For example, P1 represents the results where the strategy was
Present at the start, while A2 indicates it was Absent in the second part. The Present
and Absent states are also included separately to highlight any general differences.
The number of data points is indicated in parentheses in the Mode column.

The aim of the quantitative analysis is to assess whether the strategy impacted the
modes (positively or negatively) and if any effects were transferred to another mode
(e.g., whether the Phone player feeling more embodied infuenced the VR player’s
sense of embodiment). The following subsections provide a detailed analysis of the
two strategies and their results.

5.4.1.1 Embodied Interactions

A linear mixed-effects model analysis was initially performed. The results, as shown
in Table 5.2, indicate Mode being the most signifcant factor affecting scores, which is
expected and is in line with the frst experiment’s results. The four-way interaction
between Mode:Playthrough:Part:Strategy is also signifcant, indicating that the
combination of these factors infuence the score in a complex manner.

Following the results from the ANOVA, a subsequent EMMeans post-hoc test was
done on Mode, the only signifcant effect, the detailed results of which are shown in
Table 5.3 and Table 5.4. Table 5.4 does show a number of signifcant differences
between the modes, mainly between the PC and VR versions.

The analysis did reveal a signifcant difference between the HMD and non-HMD (PC
and Phone) modes (Table 5.2), which aligns with expectations, as VR is inherently
more immersive and embodied than non-VR mediums.

Unexpectedly, no signifcant difference was found between the Phone and VR
versions across most conditions, as depicted in Figure 5.7 and further detailed in
Table 5.4. This contrasts with the frst experiment, which showed a signifcant
difference. This suggests that the current setup has enhanced the embodiment in the
Phone mode to be more comparable to the VR version, as can be more easily seen in
the scatter plot (Figure 5.7).
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TABLE 5.1: Mean Scores and Standard Deviations for Embodied Interaction Strategy
by Mode and State. The total number of data points for each mode is: HMD = 24, PC =
12, Phone = 12. Within each mode, data points are divided equally between the states

P1, A1, P2, and A2.

Mode State Body Ownership
M (SD)

Self-Location
M (SD)

Agency
M (SD)

Social
M (SD)

Aggregated
M (SD)

HMD (24) P1 (12)
A1 (12)
P2 (12)

6.22 (0.67)
5.64 (1.21)
5.53 (1.43)

6.50 (0.48)
5.96 (0.66)
5.63 (1.17)

5.96 (0.81)
5.33 (1.02)
5.44 (0.96)

5.94 (0.75)
5.18 (0.97)
4.81 (0.90)

6.08 (0.51)
5.41 (0.78)
5.17 (0.83)

A2 (12)
P (24)
A (24)

6.00 (1.05)
5.88 (1.15)
5.82 (1.12)

6.71 (0.40)
6.06 (0.98)
6.33 (0.65)

5.85 (1.12)
5.70 (0.90)
5.59 (1.08)

5.48 (1.04)
5.38 (0.99)
5.33 (0.99)

5.83 (0.64)
5.63 (0.82)
5.62 (0.73)

PC (12) P1 (6)
A1 (6)

4.00 (1.28)
3.89 (1.46)

5.08 (1.24)
3.33 (1.37)

4.33 (1.41)
3.75 (0.94)

5.42 (1.07)
5.35 (1.06)

4.94 (0.99)
4.50 (0.74)

P2 (6)
A2 (6)
P (12)

4.00 (1.40)
4.61 (0.83)
4.00 (1.28)

2.75 (1.21)
5.00 (1.14)
3.92 (1.69)

3.67 (1.28)
4.50 (1.13)
4.00 (1.33)

5.04 (1.00)
4.99 (0.94)
5.23 (1.01)

4.26 (0.86)
4.84 (0.83)
4.60 (0.95)

A (12) 4.25 (1.19) 4.17 (1.48) 4.13 (1.06) 5.17 (0.97) 4.67 (0.77)
Phone (12) P1 (6)

A1 (6)
P2 (6)
A2 (6)
P (12)
A (12)

5.72 (1.06)
4.89 (1.03)
5.00 (1.14)
5.50 (1.35)
5.36 (1.11)
5.19 (1.18)

5.08 (1.53)
4.83 (1.47)
5.42 (1.53)
4.92 (1.88)
5.25 (1.47)
4.88 (1.61)

6.00 (0.84)
5.71 (0.98)
5.92 (0.75)
6.13 (0.75)
5.96 (0.76)
5.92 (0.86)

6.06 (0.61)
5.06 (1.33)
5.29 (1.13)
5.72 (0.65)
5.67 (0.96)
5.39 (1.06)

5.83 (0.58)
5.10 (0.97)
5.37 (0.95)
5.62 (0.76)
5.60 (0.79)
5.36 (0.88)

TABLE 5.2: Type III ANOVA table with Satterthwaite’s method (Embodied Interac-
tions). Signifcant codes: *** p < .001, ** p < .01, * p < .05.

Effect Sum Sq Mean Sq F value Pr(>F)

Mode 9.86 4.93 31.54 < .001***
Playthrough 0.02 0.02 0.15 .699
Part 0.36 0.36 2.32 .134
Strategy 0.07 0.07 0.45 .506
Mode:Playthrough 0.10 0.05 0.31 .737
Mode:Part 0.30 0.15 0.96 .388
Playthrough:Part 0.01 0.01 0.09 .771
Mode:Strategy 0.33 0.17 1.06 .354
Playthrough:Strategy 0.08 0.08 0.50 .484
Part:Strategy 0.57 0.57 3.64 .071
Mode:Playthrough:Part 0.63 0.31 2.00 .146
Mode:Playthrough:Strategy 0.02 0.01 0.05 .947
Mode:Part:Strategy 0.29 0.14 0.93 .402
Playthrough:Part:Strategy 0.06 0.06 0.38 .543
Mode:Playthrough:Part:Strategy 1.25 0.63 4.01 .024*
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TABLE 5.3: EMMeans for Mode by Playthrough, Part, and Strategy for Embodied
Interaction.

Playthrough Part Strategy Mode Emmean SE

First Middle Absent PC 5.21 0.376
First Middle Absent Phone 5.51 0.376
First Middle Absent VR 5.62 0.322
Second Middle Absent PC 4.87 0.376
Second Middle Absent Phone 5.33 0.376
Second Middle Absent VR 6.04 0.322
First Start Absent PC 4.32 0.376
First Start Absent Phone 4.68 0.376
First Start Absent VR 5.45 0.322
Second Start Absent PC 4.82 0.376
Second Start Absent Phone 5.38 0.376
Second Start Absent VR 5.38 0.322
First Middle Present PC 4.39 0.376
First Middle Present Phone 4.93 0.376
First Middle Present VR 5.16 0.322
Second Middle Present PC 4.26 0.376
Second Middle Present Phone 5.67 0.376
Second Middle Present VR 5.19 0.322
First Start Present PC 5.12 0.376
First Start Present Phone 5.78 0.376
First Start Present VR 6.10 0.322
Second Start Present PC 5.16 0.376
Second Start Present Phone 5.48 0.376
Second Start Present VR 6.06 0.322



76 Chapter 5. Application of the Embodiment Model and Strategies 

TABLE 5.4: Post-hoc comparisons between Modes using the Kenward-Roger degrees-
of-freedom method (EMMeans) for the Embodied Interaction Strategy. Signifcant

codes: *** p < .001, ** p < .01, * p < .05.

Playthrough Part Strategy Contrast Estimate SE t-ratio p-value

First Middle Absent PC - Phone -0.30 0.388 -0.768 0.724
First Middle Absent PC - VR -0.42 0.300 -1.386 0.355
First Middle Absent Phone - VR -0.12 0.300 -0.391 0.919
Second Middle Absent PC - Phone -0.46 0.388 -1.188 0.465
Second Middle Absent PC - VR -1.17 0.300 -3.899 0.001***
Second Middle Absent Phone - VR -0.71 0.300 -2.360 0.056
First Start Absent PC - Phone -0.36 0.388 -0.926 0.627
First Start Absent PC - VR -1.13 0.300 -3.775 0.001***
First Start Absent Phone - VR -0.77 0.300 -2.576 0.034*
Second Start Absent PC - Phone -0.56 0.388 -1.447 0.324
Second Start Absent PC - VR -0.55 0.300 -1.841 0.166
Second Start Absent Phone - VR 0.01 0.300 0.033 0.999
First Middle Present PC - Phone -0.54 0.388 -1.391 0.353
First Middle Present PC - VR -0.77 0.300 -2.554 0.035*
First Middle Present Phone - VR -0.23 0.300 -0.753 0.733
Second Middle Present PC - Phone -1.41 0.388 -3.630 0.002**
Second Middle Present PC - VR -0.93 0.300 -3.093 0.009**
Second Middle Present Phone - VR 0.48 0.300 1.610 0.250
First Start Present PC - Phone -0.66 0.388 -1.698 0.215
First Start Present PC - VR -0.98 0.300 -3.279 0.005**
First Start Present Phone - VR -0.32 0.300 -1.079 0.531
Second Start Present PC - Phone -0.32 0.388 -0.830 0.686
Second Start Present PC - VR -0.90 0.300 -3.002 0.011*
Second Start Present Phone - VR -0.58 0.300 -1.927 0.141

These quantitative fndings highlight the nuanced impacts of different modes under
various conditions. The qualitative results will be essential for further explaining
these patterns and understanding the underlying reasons for the observed differences.

5.4.1.2 Streaming Audio

A linear mixed-effects model analysis was also conducted for the Streaming Audio
strategy. The ANOVA results (Table 5.6) indicated signifcant main effects for Mode
and Playthrough, but no signifcant interactions involving Mode, Playthrough, Part,
or Strategy together. This suggests that while the mode and playthrough infuenced
the scores, their interaction effects were not signifcant.
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FIGURE 5.7: A scatter plot of the total embodiment scores of each of the modes (each
dot represents one questionnaire).

Post-hoc analysis using EMMeans revealed signifcant differences between the VR and
Phone modes under certain conditions, specifcally considering the Playthrough and
Strategy being present or not, as highlighted in Table 5.7 and Table 5.8. For instance,
during the ’First’ playthrough with the ’Start’ part with Strategy ’Absent’, the contrast
between Phone and VR modes showed a signifcant difference (p = 0.0361). Similarly,
during the ’First’ playthrough with the ’Middle’ part with the Strategy ’Present’, the
contrast between Phone and VR modes was also signifcant (p = 0.005). Those two
results are connected because they are with the same modes (Phone-VR) and same
playthrough (First), being both parts of the same game: the frst one starting without
the strategy, and in the middle of the same game, the strategy presented. This is
inconclusive, as it can’t be said with certainty why the results are as is. The expectation
would have been for the part where the strategy is absent for there to be a difference,
and when the strategy was presented for there to stop being a signifcant difference
(which could indicate either the Phone rising in embodiment or the VR lowering).

The scatter plot (Figure 5.8) illustrates the distribution of the aggregated scores,
clarifying the differences between the modes. Notably, while signifcant differences
were found between the VR and Phone modes, there were no signifcant differences
between the PC and Phone modes in most conditions.

Despite the lack of signifcant differences within the modes themselves across all
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conditions, these results underscore the complexity of the interplay between different
modes and strategies in infuencing players’ experiences. The qualitative results will
again provide essential context for these fndings and offer a deeper understanding of
the players’ perspectives.

TABLE 5.5: Mean Scores and Standard Deviations for Streaming Audio Strategy by
Mode and State. The total number of data points for each mode is: HMD = 24, PC =
12, Phone = 12. Within each mode, data points are divided equally between the states

P1, A1, P2, and A2.

Mode State Body Ownership
M (SD)

Self-Location
M (SD)

Agency
M (SD)

Social
M (SD)

Aggregated
M (SD)

HMD (24) P1 (12) 5.83 (1.27) 6.04 (1.08) 5.48 (0.87) 4.77 (1.08) 5.28 (0.81)
A1 (12)
P2 (12)
A2 (12)

5.31 (1.13)
5.25 (1.61)
6.06 (0.92)

5.58 (1.38)
5.75 (1.39)
6.04 (1.10)

5.48 (0.64)
5.52 (0.79)
5.40 (0.80)

5.54 (0.79)
5.61 (0.92)
4.69 (0.87)

5.50 (0.54)
5.56 (0.76)
5.26 (0.69)

P (24)
A (24)

5.54 (1.45)
5.68 (1.08)

5.90 (1.22)
5.81 (1.24)

5.50 (0.81)
5.44 (0.71)

5.19 (1.07)
5.11 (0.92)

5.42 (0.78)
5.38 (0.62)

PC (12) P1 (6)
A1 (6)
P2 (6)
A2 (6)

4.67 (1.14)
4.56 (0.40)
4.89 (0.34)
5.11 (0.86)

4.25 (1.94)
5.25 (1.08)
5.83 (0.61)
4.42 (2.18)

4.63 (1.29)
4.83 (0.89)
5.29 (0.49)
4.58 (1.44)

4.72 (0.46)
5.92 (0.71)
5.71 (0.70)
4.75 (0.81)

4.62 (0.76)
5.40 (0.43)
5.52 (0.46)
4.73 (0.88)

P (12)
A (12)

4.78 (0.81)
4.83 (0.70)

5.04 (1.60)
4.83 (1.70)

4.96 (0.99)
4.71 (1.15)

5.22 (0.76)
5.33 (0.95)

5.07 (0.76)
5.06 (0.75)

Phone (12) P1 (6)
A1 (6)
P2 (6)
A2 (6)
P (12)
A (12)

5.06 (1.12)
4.56 (1.26)
4.56 (1.26)
5.17 (0.94)
4.81 (1.17)
4.86 (1.11)

4.67 (1.33)
3.33 (1.78)
3.42 (2.13)
4.50 (1.61)
4.04 (1.81)
3.92 (1.73)

4.79 (0.43)
5.00 (1.34)
4.75 (0.99)
4.63 (0.63)
4.77 (0.73)
4.81 (1.02)

5.76 (0.41)
5.26 (1.23)
4.76 (0.87)
4.76 (0.51)
5.26 (0.83)
5.01 (0.93)

5.30 (0.43)
4.78 (0.98)
4.50 (0.96)
4.76 (0.42)
4.90 (0.82)
4.77 (0.72)

TABLE 5.6: Type III ANOVA table with Satterthwaite’s method (Streaming Audio)
Signifcant codes: *** p < .001, ** p < .01, * p < .05.

Effect Sum Sq Mean Sq F value Pr(>F)

Mode 4.97 2.49 14.23 < .001***
Playthrough 1.81 1.81 10.38 .005**
Part 0.17 0.17 1.00 .322
Strategy 0.08 0.08 0.43 .514
Mode:Playthrough 0.12 0.06 0.34 .716
Mode:Part 0.99 0.50 2.84 .068
Playthrough:Part 0.00 0.00 0.00 .983
Mode:Strategy 0.05 0.02 0.14 .868
Playthrough:Strategy 0.04 0.04 0.24 .630
Part:Strategy 0.18 0.18 1.02 .325
Mode:Playthrough:Part 0.14 0.07 0.40 .672
Mode:Playthrough:Strategy 0.05 0.02 0.14 .870
Mode:Part:Strategy 0.17 0.09 0.49 .616
Playthrough:Part:Strategy 0.07 0.07 0.42 .525
Mode:Playthrough:Part:Strategy 0.81 0.41 2.32 .107
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TABLE 5.7: EMMeans for Mode by Playthrough, Part, and Strategy for Streaming Au-
dio.

Playthrough Part Strategy Mode Emmean SE

First Middle Absent PC 4.48 0.329
First Middle Absent Phone 4.29 0.329
First Middle Absent VR 4.79 0.261
Second Middle Absent PC 5.34 0.329
Second Middle Absent Phone 4.87 0.329
Second Middle Absent VR 5.73 0.261
First Start Absent PC 4.79 0.329
First Start Absent Phone 4.66 0.329
First Start Absent VR 5.46 0.261
Second Start Absent PC 5.50 0.329
Second Start Absent Phone 5.42 0.329
Second Start Absent VR 5.54 0.261
First Middle Present PC 5.03 0.329
First Middle Present Phone 4.31 0.329
First Middle Present VR 5.35 0.261
Second Middle Present PC 5.50 0.329
Second Middle Present Phone 5.21 0.329
Second Middle Present VR 5.77 0.261
First Start Present PC 4.26 0.329
First Start Present Phone 4.83 0.329
First Start Present VR 4.78 0.261
Second Start Present PC 5.35 0.329
Second Start Present Phone 5.40 0.329
Second Start Present VR 5.78 0.261
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TABLE 5.8: Post-hoc comparisons using EMMeans (Tukey-adjusted) for Streaming
Audio Strategy. Signifcant codes: ** p < .01, * p < .05.

Playthrough Part Strategy Contrast Estimate SE t-ratio p-value

First Middle Absent PC - Phone 0.20 0.403 0.488 0.877
First Middle Absent PC - VR -0.31 0.314 -0.984 0.590
First Middle Absent Phone - VR -0.51 0.314 -1.609 0.250
Second Middle Absent PC - Phone 0.47 0.403 1.177 0.471
Second Middle Absent PC - VR -0.38 0.314 -1.220 0.447
Second Middle Absent Phone - VR -0.86 0.314 -2.729 0.023*
First Start Absent PC - Phone 0.13 0.403 0.314 0.947
First Start Absent PC - VR -0.67 0.314 -2.141 0.091
First Start Absent Phone - VR -0.80 0.314 -2.544 0.036*
Second Start Absent PC - Phone 0.08 0.403 0.195 0.979
Second Start Absent PC - VR -0.04 0.314 -0.140 0.989
Second Start Absent Phone - VR -0.12 0.314 -0.390 0.920
First Middle Present PC - Phone 0.71 0.403 1.774 0.187
First Middle Present PC - VR -0.32 0.314 -1.021 0.567
First Middle Present Phone - VR -1.04 0.314 -3.295 0.005**
Second Middle Present PC - Phone 0.30 0.403 0.735 0.744
Second Middle Present PC - VR -0.27 0.314 -0.847 0.675
Second Middle Present Phone - VR -0.56 0.314 -1.790 0.182
First Start Present PC - Phone -0.57 0.403 -1.420 0.337
First Start Present PC - VR -0.52 0.314 -1.647 0.235
First Start Present Phone - VR 0.05 0.314 0.174 0.984
Second Start Present PC - Phone -0.05 0.403 -0.122 0.992
Second Start Present PC - VR -0.43 0.314 -1.367 0.365
Second Start Present Phone - VR -0.38 0.314 -1.211 0.452

5.4.2 Qualitative Results

As in the frst experiment, inductive coding was used, resulting in 29 codes spread
across 5 themes: Audio, Differences Physical-Virtual, Game Design, Social and Contextual
Factors, and Tracking Issues. All the themes and codes can be seen in Table 5.10, with
the Theme, Sub-theme, and an Example quote from the sub-theme. Separate tables for
codes that came from the two different strategies were not created, as there was some
overlap between the codes between the strategies. While some overlap exists between
codes from the frst experiment and this one, previous codes were not used due to the
inductive nature of the coding process, starting with an empty codebook.
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FIGURE 5.8: A scatter plot of the total audio streaming scores of each mode (each dot
represents one questionnaire).

Additionally, a set of 4 sub-themes were created to keep track of the condition that
applied to each quote, indicating if the person who was quoted was talking about their
frst VR playthrough with the Embodied Interactions strategy, or the PC drone player
on their second playthrough with the Streaming Audio strategy, etc. These sub-themes
aren’t included in the theme table but will be discussed in the subsequent analysis.

TABLE 5.9: The modes that were coded for keeping track of the state of the game for
the quote

Mode Occurrences
Condition Absent-Present 156

Present-Absent 213
Device VR 245

PC 77
Phone 75

Experiment Audio 185
Zoom 183

Turn First 231
Second 168

The following subsections will describe the themes.
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TABLE 5.10: Observations: Themes, Sub-Themes, and Example Quotes and Player ID
that said it, with the number of occurrences in parentheses in the sub-theme.

Theme Sub-theme (#) Example Quotes (Player ID)

Audio Outside Audio In-
terference (42)

“(...) it was not unpleasant, but I was more aware
that there was a person” (P16)

Headphone Immer-
sion (98)

“I thought it was much better to hear them in the
game, because it was really quiet otherwise, because
the headsets were quiet” (P31)

Voice Quality Bad
(22)

“I felt that maybe that was a problem with the con-
nection or something, because P22’s voice was very
broken at the start” (P21)

Audio Latency (33) “It kind of felt like an echo really” (P21)
Game Audio Inter-
feres with Outside
(32)

“It kind of drowns them out a little bit. [talking
about the alarm]” (P23)

Spatial Audio (9) It felt a lot more natural with the spatial sounds, that
when P25 spoke to me through the microphone, I
was able to identify instead of just looking around”
(P26)

Differences
Physical-
Virtual

Being Affected by
the Other Player (24)

“And then you kept like moving me around” (P1)

Affecting the Other
Player (31)

“The way I was moving was just inadvertently inter-
acting with the drone, where I wasn’t intentionally
trying to push you away from the side” (P2)

Physical-Virtual
Mismatch (24)

“I felt as if I was just kind of moving around
3D space and sometimes getting smacked around.”
(P25)

Physical Proximity
Awareness (23)

“After I noticed that the drone was the actual player
I was a bit aware of it after that.” (P16)

Game De-
sign

Embodied Interac-
tion Transfer Effect
(4)

“So when I was in the VR, I think at some point I did
realize that he was telling me the numbers faster.”
(P16)

Intuitive Controls
(33)

“Yeah, for me, the E is second nature, the keyboard,
so just going there is easy.” (P4)

Unintuitive Controls
(20)

“It’s unintuitive [the broken zoom], compared to
the scrolling, which is something that everyone has
done at this point, probably.” (P7)

Narrative Enhanc-
ing Game Experi-
ence (63)

“It felt more realistic to me because I got their audio
right in my ear, just like how in a space scenario,
you’d hear it directly in your ear.” (P27)
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TABLE 5.10: Observations: Themes, Sub-Themes, and Example Quotes and Player ID
that said it, with the number of occurrences in parentheses in the sub-theme.

Theme Sub-theme (#) Example Quotes (Player ID)
Switch of Embodied
Interaction Disrupts
Game Flow (5)

“you’re not thinking about the game, you’re think-
ing about the mechanics of what button do I press”
(P12)

Unfamiliarity with
own Avatar (20)

“On my frst play through, I just sort of imagined
myself as like a little foating camera” (P1)

Unnatural Interac-
tions (22)

“And when you’re pressing the buttons it wasn’t
natural because I wouldn’t press buttons like that”
(P11)

Urgency Diminish-
ing Game Engage-
ment (5)

“So when it came to the keypad, I sort of wanted to
scoot over, press the button, completely forgetting
that the other player was there, and then, whoops”
(P43)

Urgency Enhancing
Game Engagement
(38)

“because it happens right around the point where
the pressure meter starts going faster as well, that
kind of distracts the player enough to let the drone
player fgure out how to do the zoom quickly” (P10)

Virtual Space Size
Enhances Immer-
sion (5)

“I’ve got cramped space to work with and it im-
mersed you a little bit” (P1)

Social and
Contextual

Familiarity with
Games (25)

“Well, it’s a bit biased because I’ve used the WASD
as a player, so it felt normal.” (P6)

Factors No Communication
Enhances Game (2)

“At least for me it was immersive right from the get-
go, because we weren’t really talking.” (P25)

Observable Avatar
of the Other Player
(33)

“It happened because when she tried to enter the
codes, she literally blocked me.” (P6)

Second Playthrough
Knowledge (15)

“But I think it helped because I had been in the VR,
so I knew what it looked like.” (P4)

Not Moving within
the Space (16)

“Didn’t feel like it was a necessity, so you didn’t feel
like exploring.” (P9)

Misunderstanding
Hinders Game
Progress (4)

“So at the beginning, I just felt a little confused and
didn’t know how to.” (P44)

Switching Controls
Disrupts Game Ex-
perience (4)

“I think the scroll is easier, but then, because I was
used to the E, so I couldn’t switch.” (P5)
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TABLE 5.10: Observations: Themes, Sub-Themes, and Example Quotes and Player ID
that said it, with the number of occurrences in parentheses in the sub-theme.

Theme Sub-theme (#) Example Quotes (Player ID)

Tracking Is-
sues

Accuracy of Track-
ing (25)

“The middle numbers are harder [to press].” (P27)

VR Controller Loss
of Tracking (29)

“It randomly put me in some stars.” (P34)

5.4.2.1 Audio

This theme is about anything audio-related, from Audio Latency to Game Audio
Interferes with Outside. Numerous negative comments were noted, especially in the
Audio Latency code, where 7 out of 24 people mentioned it:

“It kind of felt like an echo really.” P21

“When I was in VR it’s slightly delayed, which is kind of weird hearing
them because you can kind of hear them in real life and you can kind of
hear a delayed version of it.” P23

Even with the negative comments, there were 5 out of 24 people who said it actually
made the experience more enjoyable or immersive:

“ It made it harder, that was part of the fun, right? I wouldn’t say it took
me out, it was just more fun, because it became more stressful.” P46

“ When the feedback started happening, it did make it more immersive,
because there was a slight sense of panic.” P45

This shows how the framing of the problem can make a person more receptive to it,
and even frame is as an “expected” occurrence.

Headphone Immersion was mentioned by 26 out of 48 people, indicating how the
headphones they wore helped them feel more immersed in the experience by isolating
the sounds from outside, even at the detriment of not hearing the other person clearly:

“When I had the VR, I liked the headphones. I wouldn’t have taken them
off, even if I couldn’t hear her. It didn’t matter, it was better as an
experience.” P6
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That code is related to Outside Audio Interference (audio from outside the game
interfered with the experience) and Game Audio Interferes with Outside, as 11 people
had diffculty hearing the other person when there were alarms in the game:

“ [when talking about the alarm] I feel like you had to try harder to listen
which kind of takes a little bit away from the game.” P22

5.4.2.2 Differences Physical-Virtual

This is very similar to the Maintaining a Mental Model of the Real Environment, and
Sensory Perception from the frst experiment. There are 4 sub-themes identifed, 2 of
which are opposites: Affecting the Other and Being Affected by the Other:

“I’m like, why am I moving? I was getting really frustrated.” P1

Here, the VR player was unintentionally pushing the PC drone player around, and
this led to the frustration of the PC player.

Physical Proximity Awareness is a code similar to Maintaining a Mental Model of the Real
World from the frst experiment. It refers to players’ awareness of the physical
presence of the other, either through physical touch or through the virtual
representation of the physical:

“ I initially felt kind of weird knowing that there was someone else in the
play space, so I didn’t want to move.” P14

Physical-Virtual Mismatch was also identifed, where the VR player experienced
diffculties pressing a virtual button because the controller wasn’t exactly in the same
place and the button’s behaviour, leading to a mismatch between the physical
expectation of how a button works and the virtual implementation.

5.4.2.3 Game Design

For this theme, everything about the Game Design was covered, such as the
Intuitiveness or Unintuitiveness of the controls, the Switch of Embodied Interaction
Disrupting the Game, or the Narrative Enhancing the Game Experience:

“I didn’t feel out of it because of that, it felt like ‘Okay, that’s an obstacle
introduced for the game’ and it seemed natural in the context.” P9
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Several opposing codes were noted, such as Intuitiveness vs. Unintuitiveness of the
controls, and the fact that Urgency either diminishes or enhances the game experience:

“It was just a bit like, I was so in the moment, I didn’t really have time to
think about it.” P34

This quote’s context is for when the player is talking about an Unnatural Interaction
they experienced in the context of Urgency. This combination of one negative
interaction being overshadowed by a positive one is noteworthy and will be explored
further in the discussion.

5.4.2.4 Social and Contextual Factors

This theme encompasses factors such as the user’s Familiarity with Games and the
self-imposed rule of Not Communicating through talking:

“And the communication was done through the drone, like how the drone
was moving, the fashlight and everything. So that was very immersive
because I couldn’t hear P26 here because he wasn’t talking at all.” P25

This observation highlights the narrative of the game and the way it’s presented,
where players are depicted as strained on a space station with a scientist from Earth
assisting them virtually.

Other factors include the decision to Not Move within the Space of the game,
particularly among Phone players, as many (16 people) noticed that they don’t need to
move a lot for them to do the tasks:

‘Didn’t feel like it was a necessity, so you didn’t feel like exploring. Like if
it said you can explore a bit, maybe I would.” P9

This quote further illustrates how the way you present the narrative of the game, and
the affordances each player has, greatly can affect the experience.

5.4.2.5 Tracking Issues

This theme addresses instances where people complained about losing tracking,
specifcally for the VR or Phone player, as they used the VR tracking in the game.
Sometimes, it’s about the Accuracy of the Tracking, where it either wasn’t as fast and
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responsive, or some drift was introduced. These problems were mainly because there
is a second player in the same space, making it harder for the lighthouse base stations
to see the controllers and headset and track them accurately:

“I felt like the phone was a little bit more immersive just because it was a
bit more accurate for me” P11

Interestingly, this quote confrms some of the results from the Embodied Interactions
strategy, where there wasn’t a signifcant difference in embodiment between VR and
Phone. This suggests that the Phone version benefted from the Embodied Interaction
strategy.

The other code, VR Controller Loss of Tracking, is a more specialised version of the
Accuracy of Tracking, where it addresses instances where the controller lost tracking:

“..but being the drone operator, I found it more like creating dead zones in
the play space that I just couldn’t enter.“ P14

This code is connected to Not Move within the Space, as some people noticed that if they
remained in a single place, they minimised the chance of problems with the tracking
(16 out of 24 people). However, these two codes were kept separate because Tracking
Issues were not a small part of the experience for some people, and the difference
between the controller completely losing tracking for a second or two and the
accuracy of the tracking not being perfect is not small.

5.4.3 Video Analysis

The videos of the playthroughs were analysed and used to help guide the qualitative
analysis. The videos documented instances where people crashed/collided into one
another, and included observations based on this data. As this applies only to the
VR/Phone version of the game, the analysis is mostly centred around those 24 data
points.

The Phone players were divided into 3 different groups: those who mostly stayed in
the same place, those who moved occasionally, and those who explored the whole
space and moved a lot. The number of collisions and near-collisions between VR and
Phone players was also noted.

Out of 24 Phone players, 12 stayed in their starting position throughout most of the
game, 4 moved around occasionally and explored the space, and the rest 8 didn’t stay
in a single place, constantly moving around the VR player and helping them. On
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average, people would get very close and almost touch each other around 2-3 times
(during the Drone fxing task) and crash into one another around 1-2 times during a
single playthrough.

5.5 Discussion

This discussion section is derived from the analysis of both the quantitative and
qualitative data in order to try and understand the complexities of the interactions
between modes. The quantitative analysis revealed somewhat unexpected results,
such as the lack of signifcant differences within modes, while the qualitative
interviews provided insights into participants’ experiences and perceptions. By
combining the two analyses, this discussion aims to shed light on how narrative and
other contextual factors could infuence player embodiment, offering a fuller
understanding of the experimental outcomes.

The questionnaire results show no signifcant difference in the embodiment within the
mode from both strategies, and a number of signifcant differences between the
different modes.

Referring back to the frst experiment, there is one surprising result: in the version
with the Embodied Interaction, there was a signifcant difference between the PC and
Phone, while in the frst experiment, there wasn’t one. It is important to note that
different questionnaires were used, so the results can’t be directly compared, although
the questions were similar. This fnding can be considered an observation rather than
a defnitive conclusion.

Focusing on the results of the ANOVA (Table 5.2 and Table 5.6), they were
unexpected. It was hypothesised that embodiment in one mode would be detectable
withing that mode and potentially in the other, which isn’t shown where looking at
the effects between Mode:Strategy. The inconclusive results suggest that other effects
may be infuencing the experience, or the questionnaire wasn’t detailed enough to
capture the difference. This is further showcased by the fnal effect of the Embodied
Interaction analysis, where Mode:Playthrough:Part:Strategy have a signifcant
difference, meaning there is a complex relationship between them. In contrast, the
interviews revealed a different perspective.

5.5.1 Narrative plays a major part in the experience

One of the key strategies used to minimise disruption during strategy changes was to
use the narrative as a driver for that change. What was not initially realised is that
this, in itself, constitutes a strategy, although not one found in the systematic review.
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The narrative was so prominent in participants’ discussion about the experience that it
was evident as a signifcant factor. By narrative, it is not only meant “game” narrative,
but the whole “meta-narrative” as well. Participants are in a lab setting, doing an
experiment, knowing that things might break, and ready to be more forgiving towards
any “mistakes” that happen. This raises several important questions for experiments
like this in the future:

Question 1: When designing an experiment like this, should efforts be
made to isolate and make the experience as bare bones as possible, so as to
minimise the random variables?

Question 2: Or is the act of isolating it mostly futile, as real-world
experiences are rarely as clear-cut as this, with multiple factors mixing and
affecting one another?

These questions are crucial for understanding such experiences and the design of
studies around them. A signifcant difference might have been observed if the change
had been more noticeable and isolated. For example, if the whole experience involved
the zooming task with an embodied interaction for a few minutes, and then
completely changing the scene and disabling the embodied interaction. Alternatively,
the questionnaire could be more explicit about it, asking specifcally about the
zooming rather than the change as a whole.

Returning to the interview results with this context, 21 participants mentioned how
they felt that the “breaking” of the zoom or the audio was part of the story, so they
perceived it as just another event within the game:

“It did feel more natural, but I think by the context in which you do not
have that anymore, like it’s presented as a malfunction, you now have to
use the options menu.” P9

“But then at the same time, I can see that situation in real life, you would
have to do lots of calculations in your head. So I feel like thinking about
whether I need to type in 50 or 100, it makes sense in a way.” P34

These quotes show how participants felt that the way that the change of the strategy
state occurred “made sense”, and thus it didn’t really take them out of the experience,
or change it in any way.

“These things happen. It happens. Stuff happens. You just get used to it,
especially with some of the new games.” P43
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“Again, I think just expecting everything to be a bit terrible, because that’s
the whole point.” P46

These two quotes highlight on the expectations of the participants, which, due to the
framing of the experiment in a university lab, helped them accept and be less
distracted by such occurrences. It underlines another big theme observed in the data:

5.5.2 A problem comes with a “solution”

When participants discussed a problem, there was often a “solution” that alleviated
said problem. For example:

“[When talking about being pushed by the other player unintentionally]
And I thought it was bad. I thought it was just like the controller was
meant to be like not as responsive because you were in space.” P1

Here, the problem is Being Affected by the Other Player (including both physical and
virtual contact), or being pushed by them. The solution was found in the narrative,
once again.

“[When asked about the Phone drone going out of bounds and if that felt
unnatural] Not necessarily, because for some reason I thought that this was
an opening for the drone to go out from.” P16

In this instance, the design of the space station, which is part of the narrative of being
in space, helped the player to not perceive Unnatural Interactions.

“Personally, I would say it did feel more immersive, although there was
some sort of uneasiness hearing your own voice being said twice. But I
guess that’s just part of the parcel.” P43

The problem identifed here is Audio Latency, but the solution is the Narrative of the
game and setting, and the expectation of the player. This specifc player had a lot of
VR experience, so they anticipated many of the small issues that might arise,
connecting Narrative to Familiarity with Games.

“So instead of thinking about the red lights, you’re like, yeah, we’re on a
mission. Thinking about the environment, you get the code instead. So I
don’t think red lights are an abstraction, they’re more of an environment
that you have to get out of. It’s a natural response that red actually means
threat.” P36
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This quote leads to the next point observed in the data:

5.5.3 Narrative is intertwined with a lot of other codes

The quote itself illustrates how Urgency Enhanced the game experience, due in part to
the narrative of it being in space, being “alone”, and having to act quickly to save the
ship.

“Yeah, the alarm is quite loud and I tried to keep it off so I could hear
better. But I think it’s just part of the game, it makes you focus more
because it simulates a real scenario.” P37

When faced with Game Audio Interfering with the Outside, this player was helped by the
narrative explanation that it’s a part of the game, of the experience, and that it actually
simulates a real-life scenario.

“[When asked if Physical-Virtual Mismatch affected them] It was in the
game, yeah, because realistically also some button might not work, you
know, so it didn’t take the attention out for me.” P41

Here, the problems are Physical-Virtual Mismatch and Unnatural Interactions, but the
solution is found in the Narrative, as similar real-life situations might also have
buttons breaking and not working properly. These instances showcase how the
Narrative signifcantly impacts the game experience, suggesting a new strategy to be
added to the model.

5.5.4 Narrative as a strategy to enhance embodiment

Having the Narrative play such an important role in an experience can greatly help
with the design, as problems or diffculties with the system can be framed in a
narrative way. This is not always possible, of course, but it defnitely has a place in the
Embodiment Aspects and Levels. While it was an unintentional strategy, it is evident that
narrative is crucial, and future studies should explore its impact on embodiment and
immersion in multi-modal experiences. Here it is important to mention Slater’s [79]
“Plausibility Illusion”, as it pertains to a similar phenomenon of a person’s ability to
believe that a certain scenario is happening. This is similar to “narrative”
embodiment, as called in the thesis, but differs to an extent in the level of embodiment
and participation in the narrative.



92 Chapter 5. Application of the Embodiment Model and Strategies 

This is also a form of “Seamful Design” [16], a way to design experiences where the
“seam”, or the problems that can happen in the system (Loss of Tracking, Unnatural
Interactions, etc.), are not hidden, but are part of the experience. The difference
between framing a game as a “computer simulation of a potential emergency in a
space station” and as a “relaxing puzzle game” is signifcant. Integrating the “seams”
in a “computer simulation” would be much easier than in a simple puzzle game.

“[When asked about losing tracking as a drone] Yeah, if the game had been,
I don’t know, set on a farm, and I was moving crates around, then that
would de-immerse me. But because the whole point was communication
diffculties, I’m inferring, it was just part of the experience.” P46

This quote illustrates the importance of narrative and setting. The chosen narrative fts
the theme of “technical diffculties”, enhancing the experience in such a way that some
effects might have been mitigated. This can be an example of “seamful” design: audio
problems that, instead of trying to fx, were used advantageously, making the problem
into a “solution”.

Returning back to the two questions posed at the start of this discussion section, it is
evident that without the narrative, or with a narrative-gameplay mismatch, the
experience would have differed signifcantly. The effect of changing an embodied
interaction would likely have been more noticeable without the narrative to fall back
on when problems arose.

A strong example of the Narrative’s power, as well as the Intuitiveness of the Controls, is
seen in this conversation between the two players during the interview:

“I was just clicking the...” P8
“Oh, you were clicking the numbers on the screen?” P7
“Yeah.” P8
“Oh, I think I just typed it in if you type on the keyboard keypad” P7
“I don’t think you can type.” P8
“Did I not? Oh my god, I don’t even remember what I did. I was that
immersed, clearly. I thought I typed it in.” P7

This player was so immersed, due to the Intuitive Controls and Narrative, that they
completely missed the fact that their zoom function broke, and now they had to use
the mouse to click on each number separately on a screen UI (Figure 5.4). This
demonstrates how Narrative can overshadow changes in embodied interactions. It was
expected that such change would be noticed and refected in the questionnaire results,
potentially lowering the embodiment level.
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Despite the emphasis on Narrative being a big part of the experience, there were
participants for whom that wasn’t as helpful, where they did actually notice the
change and it did affect them in some way.

5.5.5 The surprising Phone results for the Embodied Interactions strategy

As shown in the tables (Table 5.2, Table 5.4) and scatter plot for Embodied Interactions
(Figure 5.7), the Phone version has similar scores to the VR version and better than the
PC version. This was the expected outcome from the frst experiment, making these
fndings particularly interesting. Having done two different strategies, one can
compare the results and see that there is a noticeable difference in embodiment when
using the Embodied Interaction strategy, as opposed to the Streaming Audio one
(Figure 5.7 and Figure 5.8).

The signifcant role of Audio Latency in the Streaming Audio strategy on the Phone
version supports the effectiveness of the Embodied Interactions strategy. A t-test
between the two different strategies’ Phone versions (just a simple total, so both states
where the strategy was present and not) showed a signifcant difference, with a
p-value of p = 0.0217. This further helps reinforce the fact that strategy choice
impacts each mode differently.

Although an experiment where people played the game without any strategies
present throughout the whole game was not conducted (as the frst experiment), a
comparison was made between the Phone with the Embodied Interaction present, and
the Phone with the Streaming Audio not working (representing the normal game).
The t-test between these conditions yielded a p-value of p = 0.0667. Further,
comparing the zoom interaction overall, regardless of the strategy being present or
not, resulted in a p-value of p = 0.0342, indicating a difference.

The implications of this can be threefold: the Streaming Audio strategy was not
executed as effectively due to the Audio Latency and other audio issues; the inclusion of
a new task that uses the phone touchscreen together with the phone holder increased
overall embodiment; or the narrative explanation for the “broken” zoom mitigated its
impact on the sense of embodiment; or a combination of those three options.

5.5.6 Other minor observations

Several minor observations from the interviews are worth noting. Four instances of
Embodiment Interaction Transfer Effect were observed, as hypothesised in the frst
experiment, where embodiment from one player is noticed by the other and in turn,
helps them:
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“ [When asked about whether they could tell the other player was taking a
longer time] I defnitely could tell.” P34

“So when I was in the VR, I think at some point I did realise that he was
telling me the numbers faster.” P16

Additionally, participants with VR experience (Familiarity with Games) took on a
“mentor” role to help the other player when they were confused or unsure what to do,
echoing one of the themes that is also in the previous experiment, Prior Experience.
This was made as an observation from the actual playthrough rather than the
interviews. As in the previous experiment, the fact that the drone is introduced as a
“helper” further supported this dynamic.

Video analysis revealed a trend where the more immersed in the task the players were
(and the VR player specifcally), the more they crashed, which players quickly
recovered from and continued playing without disruptions. There was an instance of
the VR player being so immersed and concentrated on the task at hand, that they
constantly kept crashing into the Phone player (when fxing the drone) and just
continued to play unaffected. When asked in the interview, the player said that they
were just too engrossed in the game and hitting the other player didn’t detract from
the experience, as it felt like a “real drone” was there. This ties back to the Narrative of
the drone around them and the way that the drone player can interact with them
through said narrative.

5.6 Summary

This second experiment was conducted with the aim of fnding how a strategy and its
absence affects embodiment within the mode, hoping that can also transfer to the
other person in the best-case scenario. Research Question 3 asked “How can design
strategies impact the different modes of play in terms of Embodiment?”. Initially,
the quantitative results appeared unexpected and not useful, as the anticipated
difference within the mode, with and without the strategy, was not observed.
However, further examination, supported by the qualitative data, led to several
interesting and helpful observations, including the identifcation of a potential new
embodiment strategy that can be added to the Aspects and Levels models:

Using the Narrative as a way to embody people (similar to the frst
experiment’s Narrative embodiment), as it played a signifcant role in the
players’ experiences. This can be framed as using “seamful” design
principles to accentuate rather than hide the imperfections of an
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experience. Instead of concealing problems with the narrative, these issues
can be incorporated and utilised within the story.

Narrative was found to be linked with many other codes and played a major part in
some of the “solutions” of the problems people mentioned. Examples include
participants not hearing the other player well but rationalising it within the story, or
fnding certain interactions unnatural but reconciling them through the narrative
context.

A recurring theme was the presence of a “problem” with the experience and a
convenient “solution”, often found through the Narrative, such as being pushed by
another player but accepting it due to the space setting.

One of the major fndings was that the results from the Embodied Interactions version
on the Phone versus PC had a signifcant difference in embodiment (p < 0.001),
contrasting with the results of the frst experiment. Although different questionnaires
were used, the observed difference was noteworthy. Using the fact that the Streaming
Audio version without the strategy is the exact same game as the frst experiment, the
Embodied Interactions pinch-to-zoom Phone version and the non-Streaming Audio
Phone version could be compared. This found a signifcant difference with a p-value
of p = 0.0342. Additionally, comparing the two Phone versions with the strategies
both on and off showed a p-value of p = 0.0217.

These fndings suggest that the Embodied Interaction strategy on the Phone did have
a positive effect, indicating that the use of the touch screen on the phone, whether
with a more or less embodied interaction, was benefcial rather than the embodied
interaction alone.

To summarise the answer to RQ3, it was found that different strategies impact the
modes differently (as seen with the Embodied Interaction strategy between the PC and
Phone), but no inter-mode effects (VR-PC and VR-Phone) were demonstrated. This
might be due to the overpowering infuence of the Narrative strategy implemented
alongside the other strategies being tested.

Based on these results, two major questions arise for future research in this
multi-modal feld: Should the testing experience be made as dry and isolated as
possible to identify differences between variables? Or is it more benefcial to analyse a
more comprehensive experience, as real-world applications are not as controlled as lab
environments?

These questions do not have easy answers. However, from the experiment results, it is
suggested that isolating variables is extremely challenging and may not refect the
fnal user experience. Therefore, it may be more useful to analyse and dissect a more
comprehensive experience. Understanding this “full” experience through the
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combined use of quantitative and qualitative analysis is crucial for grasping the
complex interactions within multi-modal VR experiences and their impact on user
embodiment.

In the next chapter, the thesis will be concluded with a summary of the entire study,
going back to the research questions answering them, listing contributions, the
limitations and future work, and providing fnal remarks.
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Chapter 6

Conclusions

In this fnal chapter, the thesis will be summarised, outlining the key activities
undertaken and how the research questions have been answered. The contributions
made by this work will be discussed, followed by a review of the limitations and
future work, concluding with fnal remarks.

6.1 Summary

At the start of this thesis, three main research questions were posited. Subsequently,
two experiments and a systematic literature review were conducted to explore these
questions, providing interesting results and guiding the direction of subsequent
experiments.

The overarching theme of the thesis is multi-modality in VR: how important is it, how
does one design for such experiences, and what factors should people keep in mind
when creating such experiences. To address these questions, a summary of the work
conducted is provided.

The research started with an exploratory experiment to examine the current
multi-modal research in the space. A multi-modal VR game was created for the
purposes of the research and an experiment was conducted to determine whether the
introduction of a second non-HMD player in a VR game helps or detracts from
immersion and co-presence. The results showed only a signifcant difference between
the non-HMD and HMD modes in term of immersion, but not co-presence, as well as
no difference between the two non-HMD modes used (PC and Phone). The interviews
helped interpret the results after inductive coding, showing how “embodiment”, as it
was called, was very important in the experience, and how it was intertwined with a
number of factors. For example, the interviews suggested how increasing embodiment
using a specifc strategy could positively impact immersion and co-presence.
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These qualitative results from the interview highlighted the importance of
embodiment in a multi-modal experience and indicated that a more nuanced
understanding was needed to infuence it meaningfully. In the background section,
embodiment was explored as an experiential factor, noting the lack of an easy way to
discuss multi-modal games and the experience of embodiment within them.

This led to a systematic literature review of embodiment and the different strategies to
affecting it. The review, consisting of 60 papers after exclusion criteria, helped shed
light on the use of the term “embodiment” in the literature, and resulted in the
creation of two orthogonal models of embodiment, the Aspects and Levels of
embodiment. These models, along with a set of strategies to affect different types of
embodiment, were developed to assist in designing experiences with these aspects in
mind.

The fnal experiment utilised the results from the frst experiment and the systematic
review to modify the game and test whether changing embodiment using one strategy
affects the overall embodiment of the players and whether cross-transfer effects exist
between modes. While different types of embodiment were measured, and differences
observed, the quantitative results were inconclusive regarding cross-mode effects.
However, qualitative interview results explained why this was the case: the narrative
strategy used inadvertently overshadowed the actual strategy being tested.

In the next section, the three research questions will be addressed, demonstrating how
the research has answered them.

6.2 Research questions

The following subsections will begin by addressing RQ2 frst, as it provides context
for the other research questions.

6.2.1 RQ2 — Embodiment and its Different Defnitions

“What are the different kinds of embodiment and what are the different
strategies that are used to help achieve them?”

Background research revealed that the literature on embodiment was very diverse,
and potentially confusing, as there were a number of different defnitions from
different felds, including psychology and computer science. This diversity extended
to terms like immersion and presence, which further complicated the terminology.

In the frst experiment, themes were named as embodiment, such as Narrative and
Physical Embodiment, without initially referencing the literature. While similar
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defnitions existed for the latter, Narrative Embodiment was not found in the literature,
the closest phenomena being Plausibility Illusion, talked about by Slater [79].

This prompted a systematic review in order to better understand embodiment and
how it can be affected in different modes. Saturation sampling was used to scope the
study, and “The Engineering Village” database was used to gather a number of
relevant papers. The review covered the past 10 years to provide a modern
perspective on embodiment..

From this review, 16 different codes for embodiment, with 20 different strategies that
affect embodiment, and 39 mappings that connected a strategy to a type of
embodiment were identifed. The following analysis of the codes and data helped
develop two orthogonal models of embodiment: the “Embodiment Aspects” and
“Embodiment Levels”. They build on top of current literature, as a number of
researchers used similar defnitions of embodiment in their papers. The “Aspects”
model is made out of 4 different sub-types, 3 of which are from Kilteni et al.
(Self-Location, Agency, and Body Ownership), and one that was noted from the
literature, Social Embodiment. The fourth one was added because the social aspect is
important when talking about multi-modal multi-user experiences. As an example,
one could be socially embodied just through a phone call, or in a completely virtual
3D environment with other people inside. This is an important addition, as it would
be hard to talk about those experiences without the social embodiment aspect.

Opposite of that stands the “Levels” model. If the “Aspects” are how you are embodied
in a specifc instance, then the “Levels” are how much you are embodied. It consists of
4 levels, at the bottom being the Embodied Avatars (basic control of an avatar). The
next 2 levels stand together: Embodied Cognition and Embodied Emotion (deeper
levels of embodiment involving thought and feeling like the embodied avatar). At the
top is Embodied Identity (the highest level, where identity is tied to the avatar, and
one thinks, acts and feels like the avatar).

Together with those two models came a set of strategies that affect the different
embodiment types, which in turn could be used in the frst experiment to change it
and measure the difference. Using a set model like this could help in future research,
and thinking about it in terms of “Aspects” and “Levels” of embodiment could help
with insight into a multi-modal experience.

Going back to the research question, this systematic review came back with two
different models of embodiment, showing the different types of embodiment found in
the literature, and a set of strategies used to affect said embodiment. With so many
different defnitions of embodiment in the literature and used by researchers, a model
like this could be used to, if nothing else, help people understand the interactions
within a multi-modal experience better.
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For example, it can be useful when researchers aren’t sure what is needed to change in
order to make an experience more embodied in general, or could be used for more
specifc types of embodiment. To enhance social embodiment in a co-located
experience, one might use the Aspects model and employ strategies like Emotion
Projection. To elevate the experience to a more embodied level, the Levels model could
guide the use of strategies like Embodied Interactions.

With RQ2 answered, the focus will now shift to RQ1 and how the mode of play in a
multi-modal experience affects each participant in terms of immersion and
co-presence, two other important variables in a multi-modal setting.

6.2.2 RQ1 — the Different Modalities’ Effect on Immersion and
Co-presence

“How does a non-HMD user’s mode of play in a multi-modal VR game
affect the Immersion and Co-Presence of all participants?”

To investigate this question, a multi-modal co-op VR game was created, incorporating
two non-HMD modes of interaction and play: through a PC (baseline), and through a
novel mode using a tracked Phone. The phone uses one of the controllers to precisely
track its position within the virtual space, creating an effect like a “window” into the
virtual world.

The game, titled ‘StuckInSpace’ , was designed with the VR player being in space as
an astronaut, and the second player being a “drone controller” on Earth, assisting the
VR player. This setup enabled the study to test for signifcant differences between the
PC and Phone versions of the game. Several questionnaires were used to measure the
usability, immersion, and co-presence, helping later to discern any signifcant
difference between the modes.

The hypothesis was that due to the Phone player’s movement and active role around
the VR player, there would be a difference in the co-presence results between the VR
player paired with a PC versus the one paired with a Phone player. The quantitative
results of the experiment were non-signifcant, except for the cases between VR and
non-VR modes (as expected). This prompted an examination of the qualitative
interview data for further insights.

The qualitative interviews were instrumental in explaining the lack of signifcant
quantitative differences. One of the codes in the interview, embodiment, had played a
major role in the participants’ experiences. Participants reported different “problems”
in the various modalities, which were intertwined. For example, people seemed to
have a problem with the physical and virtual world not matching completely, thus
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they had to keep a mental model of the real world, which in turn put a strain on their
ability to feel immersed in the game.

The themes and sub-themes coded from the interviews revealed interconnected
aspects, such as mental model of the real world and observability of the body. These
connections suggested that modifying one part of the experience (e.g., making the
body of the non-VR player easier to see, or more realistic) could affect another aspect
of the experience.

Several recommendations were made based on the results and analysis, and of
potential design decisions researchers might want to keep in mind when designing
multi-modal experiences. A key recommendation highlighted that a single event
could have a positive impact in one mode but a negative impact in another. For
example, physical embodiment on the VR player was positively affected by the presence
of the Phone player, up until the point of accidental contact, in which their immersion
was briefy interrupted. A potential solution could involve designing the game to
minimise direct contact or adjust the size of the Phone player’s avatar.

The balance between co-presence and immersion in a multi-modal setting, such as the
game used in the study, is delicate, as there were multiple factors of varying
signifcance. This in turn makes it harder to isolate the specifcs of the experience that
should be changed to increase immersion or co-presence accordingly.

In addressing the research question, it has been shown that the non-HMD player’s
mode does change the experience of the HMD player, sometimes in a positive way
(e.g., when conversing about the game world), or sometimes in a negative way (e.g.,
physical contact between the VR and Phone player). Immersion and co-presence,
sometimes at odds with each other, were affected by different factors depending on
the mode.

Co-located multi-modal experiences can bring a lot of new and interesting interactions
between people. Many participants showed interest in more multi-modal experiences
particularly in response to the common problem of VR headset owners hosting friends
who merely stand, watch, and wait for their turn with the headset. There was
enthusiasm for using smartphones as a means of interacting with the virtual world.

This aligns with the notion from Gugenheimer et al. that becoming a “part of the social
living room environment” [36] would be a vital part of VR becoming more popular. Not
everyone wants to be completely immersed, and having more options for
participation can only be a good thing. This research has demonstrated the feasibility
of implementing and deploying a co-located multi-modal system using a game ending
and creativity. The challenge lies in the actual design of the experience, for which the
embodiment models created in this research can provide valuable guidance. This
discussion leads into the third and fnal research question.
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6.2.3 RQ3 — the Impact of Embodiment Strategies on a Multi-Modal
Experience

“How can design strategies impact the different modes of play in terms
of Embodiment?”

Having created a multi-modal VR game in my frst experiment together with two
models of embodiment in the second study, the knowledge gained from the
systematic review was applied to modify StuckInSpace to test the hypothesis: Does
changing embodiment affect the modalities as predicted, and what strategies can be
used in order to achieve that?

After analysing the data from the frst experiment, two different strategies were
selected for testing: Streaming Audio and Embodied Interactions. The selection was
informed by examining participant feedback from the frst experiment, contextualised
within the embodiment models, and aimed at fnding a strategy that was both
achievable and appropriate for the desired embodiment changed.

Streaming Audio was chosen to address participants’ complaints about the diffculty of
hearing the other player or confusion about the position of the drone. Positional audio
streaming from the microphone of the non-HMD player to the HMD player was
implemented to alleviate that. The implementation was challenging, especially for the
Phone version, due to inherent latency introduced by having voice data transmitted
over WiFi. This latency, together with the fact that the two participants are in the same
room close to each other, meant that a slight delay could be heard and potentially
could be a detriment to the experience.

Embodied Interactions on the other hand was an easier strategy to implement. An
embodied interaction is an interaction that can be performed effortlessly, such as
pinch-to-zoom on the Phone and using the mouse scroll wheel to zoom on the PC.

The strategies were implemented to switch on/off in the middle of the game, in order
to allow the analysis of their effects. The choice to make the change through a
narrative device, where the drone “broke” or got “fxed” mid-game, unintentionally
introduced a third strategy.

The analysis of the quantitative data didn’t reveal the expected differences between
the strategy present and absent within the mode. The qualitative data later on helped
in understanding why exactly that might have happened. Notably, the Phone version
had similar levels of embodiment as the VR version in the Embodied Interactions
strategy, contrasting with the Streaming Audio strategy, which had the expected lower
levels of embodiment between the Phone and VR versions.

This surprising discovery led to the theory that the data refected a combination of the
new zoom task on the Embodied Interactions Phone version (increasing embodiment),
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and the reduced embodiment from audio latency issues experienced by the phone in
the Streaming Audio version.

The interviews and coding process further cemented that theory, revealing that the
Narrative played a major role in participants’ experience and feeling of embodiment.
This narrative extended beyond the game itself to the context surrounding the game,
such as being in a lab, being observed, and interacting with strangers. The Narrative
had helped narrow the gap between the on and off condition, in some cases so much,
that the participants hadn’t noticed it had happened, or just accepted it without
thinking about it.

Using the Narrative emerged as a new strategy that can be integrated in the two
models created, offering a design tool for multi-modal experiences. This aligns with
the concept of “seamful” design [16], where, rather than hiding the imperfections and
problems of the experience, they come to the front, and can be used to the advantage
of the designer. For example, increased audio latency could be explained within the
story, making it an accepted part of the experience. This also ties to the notion of
“Plausability Illusion” that Slater [79] talks about.

This does pose an important question for future research and design of multi-modal
experiences: Should factors be isolated to be studied separately, or do you go for a
more “real-world” approach, where you have the whole experience and try to analyse
it realistically?

Answering the third research question, it has been shown that the choice of design
strategy signifcantly affects embodiment. This choice in itself has to be made
carefully, considering all the available options. The unintended use of Narrative as a
device to increase embodiment overshadowed the intended strategies, complicating
the quantitative analysis and obscuring the signifcant differences. While the question
was not fully answered, as signifcant cross-mode effects could not be confrmed, the
results provided insights into why this might have been the case.

6.2.4 Discussion

This section provides a short discussion on the implications of the results from the
research questions, and how they relate to some of the literature reviewed.

In the frst experiment, two “embodiment” codes were created, which were not
necessarily connected with the defnitions in the literature. The second user study
showed how “narrative embodiment”, as it was themed, is a crucial part of a
multi-modal game. The lack of studies around it highlighted the need for further
research into the use of narrative as a strategy to affect embodiment.
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The two VR experiments showed the importance of good and thoughtful design,
especially in multi-modality experiences. Small changes in a feature could lead to
major changes to the embodiment and enjoyment of the participants, far beyond what
a standard fat-screen game might experience. This is in part thanks to the immersive
and novel nature of VR, paired with the co-located nature of the multi-modal game.

Literature on co-located multi-modal games confrmed several fndings from the
experiments. For example, Cheng et al. [19] talk about the fact that even though the
non-HMD users aren’t as immersed into a virtual environment as the VR player, they
still experience increased enjoyment when they help the VR player in different tasks.
This was echoed in both experiments, where the interviews showed that many
participants enjoyed the helper role, which made the game more enjoyable. Another
observation was that the more experience a person has with games, and VR in specifc,
the more they expressed enjoyment with helping the other player, possibly due to
their understanding of the VR experience and desire to enchance it for others.

One of the key observations of the thesis is the signifcant impact of design choices on
multi-modal games, which can affect the overall experience in different ways. This
also aligns with the literature, such as the discussion of Lee et al. [50] on the
importance of design in affecting immersion. A number of papers [9, 66] also support
the observation that co-located play can hinder some aspects of the experience while
enhancing others. Physical touch, when expected and matched with the virtual world,
seemed to help players feel more immersed and embodied. The problem was that a lot
of the times it wasn’t expected. There are a few potential solutions where one can try
minimising unwanted and accidental contact, and increase desired physical contact.

Gómez and Fons [30] point out how the mere fact of wearing the HMD prevents social
presence from increasing in a co-located experience, which is in part due to how
“isolating” it is. This research does show that there are different ways of introducing a
second co-located player in a different modality, and that each way brings different
challenges and considerations. The importance of the narrative as a strategy could be
useful when talking about co-presence, as quite a few participants expressed how the
story helped them feel like there was an actual person close to them, trying to help.

The next section summarised the contributions made by this thesis.

6.3 Contributions

This thesis has contributed to the academic community in the following ways:

1. The design and implementation of a multi-modal multiplayer VR game,
StuckInSpace, which was used as a basis of the experiments throughout the
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thesis. This game helped explore multi-modality and the way that design is of
paramount importance for such experiences. Multiple modalities interact with
each other in many different ways, prompting designers to consider their
decisions carefully;

2. A study that looked into the differences between immersion and co-presence
throughout the modes of play (VR, PC and Phone), which put into light some
questions about what embodiment is, and how it is connected to many parts of
the experience. This study also showed the importance of mixed methods
research, where both quantitative and qualitative data-gathering methods were
used. Each one of them helped to gather a more comprehensive understanding
of the whole experience;

3. A framework of embodiment consisting of two orthogonal models: the Aspects
and Levels of embodiment. This framework, developed from a systematic
review, includes a number of different strategies that can be used to affect said
elements of embodiment. This can be used to help design co-located
multi-modal experiences, and informed the fnal experiment;

4. An example use of the embodiment model in the analysis of the results of the
frst experiment, showing how a designer could use this model for deeper
insight into a game, and then subsequently implement some strategies to
potentially improve embodiment in a modality;

5. A user study examining the differences between two separate embodiment
strategies present and absent, and the subsequent analysis and discussion of the
surprising results; and

6. The identifcation of a potential new embodiment strategy from analysis of the
fnal experiment: using the Narrative to help embody people, connected to the
idea of “seamful” design and “Plausibility Illusion”.

These contributions collectively advance the understanding of multi-modal VR
experiences and provide practical insights and tools for future research and design in
this feld.

Contributions number 1 and 2 have been published in two conferences:

• Malinov, Y.-D. (2020) Characterising the Benefts of Multi-Modal Play in Virtual
Reality. in Extended Abstracts of the 2020 Annual Symposium on
Computer-Human Interaction in Play, CHI PLAY ’20, page 10–11

• Malinov, Y.-D., Millard, D. E., and Blount, T. (2021). StuckInSpace: Exploring the
Difference Between Two Different Mediums of Play in a Multi-Modal Virtual Reality
Game. in 2021 IEEE Virtual Reality and 3D User Interfaces (VR), pages 501–510
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6.4 Limitations and Future Work

While this thesis has contributed and helped shed light on the design and intricacies
of multi-modal experiences, several limitations provide future studies with more
avenues for investigation. One limitation would be the sample size of people
throughout the experiments, as that tended to be on the lower side. With a larger
sample size it could possibly have been found that there is a bigger difference.
Although it was a limitation on the quantitative analysis, it wasn’t really a problem for
the qualitative, which gave several interesting observations. Future studies could
beneft from a larger pool of people, helping with the ability to make more
generalisable statements.

Regarding the systematic review, only more recent papers were considered, and
saturation sampling was used. This approach might have led to the exclusion of some
older and more popular papers that talk about embodiment, and potentially missing it
in the fnal model. A potential review of the whole space could offer a more
comprehensive understanding of embodiment in multi-modal experiences.
Additionally, exploration of literature beyond HCI and Computer Science can also
provide novel perspectives on embodiment.

Another major limitation of the technology itself was the Audio Streaming on the
Phone version, as that was as much of a software and implementation limitation as it
was a hardware one. Achieving ultra-low latency with audio communication is a
challenging problem. Future research could potentially look into how the new
strategy found in the analysis, use of narrative, can be implemented in such a way as to
make people feel fewer disruptions caused by the latency, or make it a part of the story
itself. This presents an interesting venue for future research.

The last experiment showed the importance of narrative for designing embodied
multi-modal experiences. Future research could focus on using narrative to enhance
embodiment and to “hide” the problems in the experience in a way by making them
an actual story element in it (“seamful” design, and making use of the “Plausibility
Illusion”). Potential avenues for this could explore the different ways that story and
setting can affect multi-modal experiences and the different types of people that are
more or less affected by this (as some people could embody the narrative stronger
than others in the experiment conducted).

This thesis can be used as a stepping stone into more research in co-located
multi-modal spaces. In particular, it would be fascinating to investigate how different
narratives and settings can infuence various aspects of immersion, co-presence, and
embodiment. Additionally, considering the diverse audience that engages in virtual
reality, exploring the individual differences and preferences in narrative engagement
and embodiment could uncover tailored design strategies.
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Another interesting direction for future research is evaluating the effectiveness of each
strategy or how strongly each strategy affects the experience. It is possible that a
strategy can work really well in isolation, but when introduced into the full
experience, it quickly loses strength because of cross effects and interactions between
strategies.

6.5 Final Remarks

In refecting upon this thesis, my hope is that the work will prove valuable to those
studying embodiment, immersion, and co-presence in VR and multi-modal games
and experiences. I hope that the lessons I learned from the experimental design can
serve as a guide to potential future researchers and designers. Moreover, I trust that
my key fndings will help others create multi-modal experiences that are immersive
and enjoyable, using the insights provided to create environments that captivate and
embody people within a narrative.

The game I created, StuckInSpace, can be used not only as a template for future
mixed-reality multi-modal games but also as a potential example for others
attempting to create such experiences.

In conclusion, with the foundation laid by this research, the future holds promising
opportunities to push the boundaries of co-located multi-modal spaces, enabling a
more captivating, inclusive, and transformative virtual reality experience for a wide
range of users.
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Appendix A

Participant Information Sheet and
Consent Form given to each person
for the frst experiment
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Appendix B

Questionnaires and Interview
questions in the frst study
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Appendix C

Participant Information Sheet and
Consent Form given to each person
for the second experiment



Participant Information Sheet 

 

 

Study Title: Exploring the difference between two different mediums of play in a mixed 

reality game 

Researcher: Yoan-Daniel Malinov 

ERGO number: 54456.A2 V4      

 

You are being invited to take part in the above research study. To help you decide whether 

you would like to take part or not, it is important that you understand why the research is 

being done and what it will involve. Please read the information below carefully and ask 

questions if anything is not clear or you would like more information before you decide to 

take part in this research.  You may like to discuss it with others but it is up to you to decide 

whether or not to take part. If you are happy to participate you will be asked to sign a 

consent form. 

 

What is the research about? 

I am a PhD Computer Science student researching multi-player interactions in and outside 

VR. I am conducting this study to see how different mediums of interacting and playing a 

game alongside a VR player (with a phone or a PC) affect the experience as a whole, how 

each player is affected by the other and to see if there is any notable differences that might 

want to be looked more into in the future. 

You should expect to be asked about your experience with the game that you would be 

trying together with the other participant, the awareness of the other player, how they 

affected you, etc. 

 

Why have I been asked to participate? 

You have been selected for this experiment as you wished to take part beforehand. 

 

What will happen to me if I take part? 

 

You would be playing a mixed reality game with another participant. You will be chosen to 

play the VR headset first or phone/PC first randomly. 

 

Before participation, any surfaces and equipment would be disinfected and sanitised 

according to University policy. You will also be asked to wear a mask throughout the 

duration of the study, unless exempt, in accordance with the university’s COVID-19 policy.  

For more information, you can check the “COVID-19 (Coronavirus) guidance for research 

involving human participants – Non-Clinical, v3.1” at  

https://sotonac.sharepoint.com/teams/RIS/SitePages/COVID-19-response.aspx or ask me a 

copy of the document. 

The room would have been ventilated between each study as well. 

As the main researcher I would also be tested weekly using the University’s Saliva Testing 

Programme and take all necessary measures to minimise the risk for you when participating 

in the study. If you have any questions about the steps that have been undertaken you can 

ask me in person or email me, and I would be happy to answer any worries. 

 

The game is about an astronaut stuck in space and a scientist here on earth that controls a 

drone on the space station. Here the VR player would be the astronaut, and the scientist 

would be the person with the phone/PC. You are tasked from NASA with trying out this 

“new” system. 

 



1. You will play the game with the other participant, which would take approximately 

10 minutes. I would choose randomly if this play session would use the PC or the 

phone as second player. 

a. If you are using the phone, you will be given a phone with the game 

preloaded and a controller for you to be able to track inside the virtual world. 

b. If you are chosen to use the PC, you would be situated in front of the desktop 

and would be given a mouse and a keyboard to play the game. 

c. If you are using the headset, you will be given one controller together with 

the headset to play the game. Headphones are also going to be provided (you 

can use your own if you want). 

2. I would be observing the playthrough of the game and noting down any interesting 

interactions in an empty sheet of paper, that would be later scanned and destroyed 

physically. 

3. A video recording of the play sessions is going to be made for purposes of easier 

analysis of any interactions between the two players later. The video itself is only 

being made for analysis purposes and is not going to be shared outside the research 

team (my supervisors and myself) and current project. It’s going to be kept for the 

duration of my degree. 

4. After finishing the game, you’ll be given a questionnaire about the experience and 

the usability, which would take around 5 minutes, after which you would swap roles 

and play through again. This would take another 10 minutes. 

5. When done, you will again complete the questionnaires specifically for the second 

experience – this would take around 5 minutes. 

6. Finally, there is going to be a short interview with both players together where I will 

start asking you some questions about the experience, about how you felt, how the 

other player affected your experience, etc. I would be audio recording the interview, 

as this is the best way of saving what has been said. The audio recording would be 

then transcribed and deleted, only the text being left. The recording is required and 

not optional so consent needs to be given in the Consent form. 

7. After the end, you’ll receive my gratitude for participating in this study and a £10 

banknote. 

 

The game itself would be logging in the background the time it takes for different tasks to 

be completed, and I use that just for statistics. 

 

The questionnaires, paired with the observations and the interview would help me find if 

there is any difference between the two different modes – phone or PC, and how different 

strategies for embodiment affect the experience. It would also help me find any interesting 

ideas that I haven’t thought about through the interview. 

 

 

Are there any benefits in my taking part? 

There are no direct benefits to you for taking part in the study. By taking part however you 

will help 

expand knowledge different types of interaction in mixed modality games, in this case VR-

Phone and VR-PC. 

 

Are there any risks involved? 

There is a small risk of motion sickness caused by the Virtual Reality headset. This risk 

however has been minimised as good practises for VR have been used when creating the 

game, like not moving the camera within the game and using minimal textures and objects 

to minimise lag that could cause motion sickness.  

There is also a small risk of injury if the player with the headset hits the other player as they 

can’t see what’s happening in the physical world while they’re playing the game. This risk 

however is also minimal, as they would see a virtual representation of the other player and 

will be advised to not make sudden movements. 



If at any point you feel nauseous while wearing the headset you can immediately say so and 

I will come help remove the headset. 

As this is an in-person study and there’s a pandemic, there’s always a risk of contagion -  

steps to mitigate such risk have been taken, such as every surface and equipment being 

used would be disinfected after each playthrough, every participant would be screened 

beforehand about COVID-19 and asked if they’ve had any symptoms or contact with any 

person who was positive. Participants would be encouraged to wear a face mask while in the 

room according to University policy (linked above), and the room would be ventilated after 

each experiment. 

 

What data will be collected? 

As part of this study, a signed form will be collected; the consent form will be digitised, and 

the hard copy version destroyed. These are personal to you and will be kept securely on a 

password protected university desktop that only I can access. 

 

Data will be collected while playing the game, in the form of any interactions you would be 

having or any noticeable thing that I deem interesting. This would be written in an empty 

sheet of paper in the form of “Player 1 helped player 2 by using an in-game item”, “Player 2 

asked for help”, etc. A video recording is also going to be taken for both play sessions (only 

for analysis purposes, not going to be shared via social media), and it’s not going to be 

retained beyond conferment of my degree. 

After that, there are going to be questionnaires about the game and the experience. The 

data would be pseudo-anonymised using your PIN that I would give you at the beginning of 

the experiment.  

 

The game would also be logging the time it takes for different parts to be completed. 

 

The interview is going to be audio recorded. The recording would be kept until it is 

transcribed by me, after which it would be deleted and only text kept. Any personally 

identifiable information would be removed, and I would be using your PIN. 

 

All of this data would help see any differences between the two experiences, the two modes 

of play (phone and PC) and help me find interesting ideas that could be explored in the 

future. 

 

 

Will my participation be confidential? 

Your participation and the information we collect about you during the course of the 

research will be kept strictly confidential.  

 

Only members of the research team and responsible members of the University of 

Southampton may be given access to data about you for monitoring purposes and/or to 

carry out an audit of the study to ensure that the research is complying with applicable 

regulations. Individuals from regulatory authorities (people who check that we are carrying 

out the study correctly) may require access to your data. All of these people have a duty to 

keep your information, as a research participant, strictly confidential. 

All audio recordings would be transcribed and pseudo-anonymised while doing so, and the 

audio would be destroyed. 

All recorded videos will be kept secure on a password protected University machine until the 

end of my PhD, and according to the guidelines for data handling in the Data Protection 

Privacy Notice section below. 

 

 

Do I have to take part? 



No, it is entirely up to you to decide whether or not to take part. If you decide you want to 

take part, you will need to sign a consent form to show you have agreed to take part.  

 

If at any time you decide you do not wish to continue, please just let the me know. 

 

What happens if I change my mind? 

You have the right to change your mind and withdraw at any time without giving a reason 

and without your participant rights being affected.   

 

If you withdraw from the study, I will keep the information about you that has already been 

obtained for the purposes of achieving the objectives of the study only. 

 

 

What will happen to the results of the research? 

Your personal details will remain strictly confidential. Research findings made available in 

any reports or publications will not include information that can directly identify you without 

your specific consent. The results of this study would be used in my final thesis, as well as 

any paper that I might write for any conference or journal.  

As stated above, your data will be pseudo-anonymised using PIN and the only people who 

would have access to your data would be me and my supervisor. 

 

Where can I get more information? 

You can contact me on my email address should you require more information: 

ydgm1g16@soton.ac.uk. 

 

What happens if there is a problem? 

If you have a concern about any aspect of this study, you should speak to the researchers 

who will do their best to answer your questions. You can either do that though email 

(ydgm1g16@soton.ac.uk) or by asking them before starting the study. 

If you remain unhappy or have a complaint about any aspect of this study, please contact 

the University of Southampton Research Integrity and Governance Manager (023 8059 5058, 

rgoinfo@soton.ac.uk). 

 

Data Protection Privacy Notice 

The University of Southampton conducts research to the highest standards of research 

integrity. As a publicly-funded organisation, the University has to ensure that it is in the 

public interest when we use personally-identifiable information about people who have 

agreed to take part in research.  This means that when you agree to take part in a research 

study, we will use information about you in the ways needed, and for the purposes 

specified, to conduct and complete the research project. Under data protection law, 

‘Personal data’ means any information that relates to and is capable of identifying a living 

individual. The University’s data protection policy governing the use of personal data by the 

University can be found on its website (https://www.southampton.ac.uk/legalservices/what-

we-do/data-protection-and-foi.page).  

 

This Participant Information Sheet tells you what data will be collected for this project and 

whether this includes any personal data. Please ask the research team if you have any 

questions or are unclear what data is being collected about you.  

 

Our privacy notice for research participants provides more information on how the 

University of Southampton collects and uses your personal data when you take part in one 

of our research projects and can be found at 

http://www.southampton.ac.uk/assets/sharepoint/intranet/ls/Public/Research%20and%20In

tegrity%20Privacy%20Notice/Privacy%20Notice%20for%20Research%20Participants.pdf  



 

Any personal data we collect in this study will be used only for the purposes of carrying out 

our research and will be handled according to the University’s policies in line with data 

protection law. If any personal data is used from which you can be identified directly, it will 

not be disclosed to anyone else without your consent unless the University of Southampton 

is required by law to disclose it.  

 

Data protection law requires us to have a valid legal reason (‘lawful basis’) to process and 

use your Personal data. The lawful basis for processing personal information in this research 

study is for the performance of a task carried out in the public interest. Personal data 

collected for research will not be used for any other purpose. 

 

For the purposes of data protection law, the University of Southampton is the ‘Data 

Controller’ for this study, which means that we are responsible for looking after your 

information and using it properly. The University of Southampton will keep identifiable 

information about you for 10 years after the study has finished after which time any link 

between you and your information will be removed. 

 

To safeguard your rights, we will use the minimum personal data necessary to achieve our 

research study objectives. Your data protection rights – such as to access, change, or 

transfer such information - may be limited, however, in order for the research output to be 

reliable and accurate. The University will not do anything with your personal data that you 

would not reasonably expect.  

 

If you have any questions about how your personal data is used, or wish to exercise any of 

your rights, please consult the University’s data protection webpage 

(https://www.southampton.ac.uk/legalservices/what-we-do/data-protection-and-foi.page) 

where you can make a request using our online form. If you need further assistance, please 

contact the University’s Data Protection Officer (data.protection@soton.ac.uk). 

 

Thank you. 
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Appendix D

Embodiment Questionnaires used in
the fnal study



Embodiment Survey – ASTRONAUT – Emergency lights off 

Participant Identification Number (PIN)  

 

 

What did you just play on (Circle)? 

VR        Non-VR (PC/PHONE) 

Optional 

Gender?                                                        

Age Group (Circle):  

18-24 years old 25-34 years old 35-44 years old 45-54 years old 55 years or older 

 

If you have any experience with VR, how often do you use VR: 

Daily Weekly Monthly A few times per year Rarely to never 

 

Instructions: In the first part of the game where the emergency lights were off 

and the ship had power, consider your answers to the following statements 

and mark the on that best describes your experience. 

 Strongly 

Disagree 

                     Strongly 

                                    Agree 
BO1. I felt as if the virtual avatar (astronaut) 
was part of my body.                                

BO2. I felt as if the virtual avatar (astronaut) 

was part of someone else.                                

BO3. It seemed as if I might have more than 
one body.                                 

A1. It felt like I could control the virtual body 

as if it was my own body/avatar.                                

A2. The movements of the virtual body were 

caused by my movements.                                

A3. I felt as if the movements of the virtual 
body/avatar were influencing my own 
movements. 

                               

A4. I felt as if the virtual body was moving by 
itself.                                

SL1. I felt as if my body was located where I 
saw the virtual body.                                

    

TURN OVER PAGE 



 

 Strongly 
Disagree 

                     Strongly 
                                    Agree 

SL2. In the computer world I had a sense of 
“being there”.                                

C1. I noticed the other player. 
                               

C2. The other player noticed me. 
                               

C3. The other player’s presence was obvious 
to me.                                

C4. My presence was obvious to the other 
player.                                

C5. I was easily distracted from the other 
player when other things were going on.                                

C6. The other player was easily distracted 
from me when other things were going on.                                

C7. My thoughts were clear to the other 

player.                                

C8. The other player’s thoughts were clear 

to me.                                

 

 

 

 

 

 

 

 

 

 

 

 

 



Embodiment Survey – ASTRONAUT – Emergency lights on 

Participant Identification Number (PIN)  

 

 

What did you just play on (Circle)? 

VR        Non-VR (PC/PHONE) 

Optional 

Gender?                                                        

Age Group (Circle):  

18-24 years old 25-34 years old 35-44 years old 45-54 years old 55 years or older 

 

Instructions: In the second part of the game where the emergency lights were 

on and the ship lost power, consider your answers to the following statements 

and mark the on that best describes your experience. 

 Strongly 
Disagree 

                     Strongly 
                                    Agree 

BO1. I felt as if the virtual avatar was part of 

my body.                                

BO2. I felt as if the virtual avatar was part of 

someone else.                                

BO3. It seemed as if I might have more than 
one body/avatar.                                 

A1. It felt like I could control the virtual body 
as if it was my own body/avatar.                                

A2. The movements of the virtual body were 
caused by my movements.                                

A3. I felt as if the movements of the virtual 
body/avatar were influencing my own 

movements. 
                               

A4. I felt as if the virtual body was moving by 

itself.                                

SL1. I felt as if my body was located where I 

saw the virtual body.                                

 

 

    

TURN OVER PAGE 



 Strongly 

Disagree 

                     Strongly 

                                    Agree 
SL2. In the computer world I had a sense of 

“being there”.                                

C1. I noticed the other player. 

                               

C2. The other player noticed me. 
                               

C3. The other player’s presence was obvious 

to me.                                

C4. My presence was obvious to the other 
player.                                

C5. I was easily distracted from the other 
player when other things were going on.                                

C6. The other player was easily distracted 
from me when other things were going on.                                

C7. My thoughts were clear to the other 
player.                                

C8. The other player’s thoughts were clear 
to me.                                

 

 

 



Embodiment Survey – DRONE – Emergency lights off 

 

Participant Identification Number (PIN)  

 

 

What did you just play on (Circle)? 

VR        Non-VR (PC/PHONE) 

 

Optional 

Gender?                                                        

Age Group (Circle):  

18-24 years old 25-34 years old 35-44 years old 45-54 years old 55 years or older 
 

Instructions: In the first part of the game where the emergency lights were off 

and the ship had power, consider your answers to the following statements 

and mark the on that best describes your experience. 

 Strongly 
Disagree 

                     Strongly 
                                    Agree 

BO1. I felt as if the drone was part of my 

body.                                

BO2. I felt as if the drone was part of 
someone else.                                

BO3. It seemed as if I might have more than 
one body/avatar.                                 

A1. It felt like I could control the drone as if 
it was my own body/avatar.                                

A2. The movements of the drone were 
caused by my movements.                                

A3. I felt as if the movements of the drone 
were influencing my own movements.                                

A4. I felt as if the drone was moving by itself. 
                               

SL1. I felt as if my body was located where I 
saw the drone.                                

    

TURN OVER PAGE 



 

 Strongly 
Disagree 

                     Strongly 
                                    Agree 

SL2. In the computer world I had a sense of 
“being there”.                                

C1. I noticed the other player. 
                               

C2. The other player noticed me. 
                               

C3. The other player’s presence was obvious 
to me.                                

C4. My presence was obvious to the other 
player.                                

C5. I was easily distracted from the other 
player when other things were going on.                                

C6. The other player was easily distracted 
from me when other things were going on.                                

C7. My thoughts were clear to the other 

player.                                

C8. The other player’s thoughts were clear 

to me.                                

 

 

 

 

 

 

 

 

 

 

 

 

 



Embodiment Survey – DRONE – Emergency lights on 

 

Participant Identification Number (PIN)  

 

 

What did you just play on (Circle)? 

VR        Non-VR (PC/PHONE) 

 

Optional 

Gender?                                                        

Age Group (Circle):  

18-24 years old 25-34 years old 35-44 years old 45-54 years old 55 years or older 
 

Instructions: In the second part of the game where the emergency lights were 

on and the ship lost power, consider your answers to the following statements 

and mark the on that best describes your experience. 

 Strongly 
Disagree 

                     Strongly 
                                    Agree 

BO1. I felt as if the drone was part of my 

body.                                

BO2. I felt as if the drone was part of 
someone else.                                

BO3. It seemed as if I might have more than 
one body/avatar.                                 

A1. It felt like I could control the drone as if 
it was my own body/avatar.                                

A2. The movements of the drone were 
caused by my movements.                                

A3. I felt as if the movements of the drone 
were influencing my own movements.                                

A4. I felt as if the drone was moving by itself. 
                               

SL1. I felt as if my body was located where I 
saw the drone.                                

    

TURN OVER PAGE 



 

 Strongly 
Disagree 

                     Strongly 
                                    Agree 

SL2. In the computer world I had a sense of 
“being there”.                                

C1. I noticed the other player. 
                               

C2. The other player noticed me. 
                               

C3. The other player’s presence was obvious 
to me.                                

C4. My presence was obvious to the other 
player.                                

C5. I was easily distracted from the other 
player when other things were going on.                                

C6. The other player was easily distracted 
from me when other things were going on.                                

C7. My thoughts were clear to the other 

player.                                

C8. The other player’s thoughts were clear 

to me.                                
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