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Fast, frequent, direct and favourable time railway travels are the common goal of passenger 

railways, which has been summarised as three challenges: balancing direct services and 

transfers, managing the trade-off between coverage and short travel times, and addressing 

scheduling complexities across different national railway contexts after analysing worldwide 

cases and related railway planning stages. A research focus on line planning, timetable 

generation, and platforming is therefore established. 

This thesis proposes a review framework for capacity in passenger railways, covering concepts, 

influencing factors, measurement, and passenger evaluation. Both train paths and timespan 

have their own suitable scenarios. Open tracks and platform numbers are the most critical 

factors for mesoscopic modelling. Measuring capacity through timetabling aligns with the 

research goal and includes key capacity-related passenger experience aspects such as 

availability and travel time. Following this, this thesis proposes a capacity-related service 

scheduling process for China’s High-Speed Railway (HSR) by systematically analysing network 

management approaches, passenger characteristics, and operational factors for regional and 

long-distance HSR. Centralising congested HSR sections is regarded as the approach of 

determining train densities across other parts of the network. Origin and Destination (OD) groups 

are discussed as the suitable dimension for describing passenger behaviours and demand 

features. Operational factors are classified into attributes and timetabling details, and dwell time 

and overtaking are recognised as crucial for a short timetable timespan. Offering transfers for 

cross-line trains moving in the opposing direction at busy nodes could potentially benefit 

passengers.  

As service scheduling problem containing line planning, timetable generation and platforming. 

It first divides the line planning into two stages. The first stage is a selective work which minimises 

interchange locations using a weighted maximum spanning tree approach. The second stage 

optimises service frequency for OD pairs through a weighted set covering problem. The objective 

is to minimise both the number of intermediate stops and operational costs, while meeting 

service requirements for different OD. The analysis shows that offering flexibility in train services 

(fast, semi-fast, and local trains) allows each OD pair to benefit from shorter travel times. This 

thesis then introduces an integrated timetable generation and platforming mesoscopic model 

that uses train path flow balance, time-mapping, and precedence constraints. The advantage of 

the model’s structure is verified against macroscopic models. A heuristic algorithm is developed 

to generate feasible timetables for large-scale networks efficiently. The analysis reveals that the 

number of platforms plays a more significant role in reducing timespan than overtaking rules. 

Additionally, adding extra stops on fast trains brings certain levels of extra passenger benefit 

without extending the timespan. This thesis is the first to propose classifying cross-line train 

movements into following and opposing types, and the trade-off is defined as the potential 

affected train path number. 

In short, this thesis provides a rich theoretical framework for railway capacity in academic 

research and an integrated capacity management solution that encompasses a wide range of 

factors, detailed operational levels, and feasible methods for real-world railway operations.
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GJT ................................... Generalised Journey Time 

HK .................................... Hong Kong 

HSR ................................. High-Speed Railway 

ITF .................................... International Transport Forum 

JR ..................................... Japan Railway 

LPPA ................................ Line Planning based on Passenger Assignment 

OD ................................... Origin and Destination (passenger route) 

OECD ............................... Organisation for Economic Co-operation and Development 

OT .................................... Origin and Terminus (train starting and ending) 

ORR ................................. Office of Rail and Road 

PEI ................................... Passenger Experience Indicator 

RSI ................................... Railway Supply Indicator 

RP .................................... Revealed Preference 

SNCF ............................... Société nationale des chemins de fer français 

SP .................................... Stated Preference 

SILMST ............................. Selecting Interchange Location based on Weighted Spanning Tree 

STN .................................. Space-time network 

UIC .................................. International Union of Railways 

UK .................................... United Kingdom 

V&V .................................. Verify and validate 

WMST .............................. Weighted Maximum Spanning Tree 

WSTP ............................... Weighted Set Covering Problem 
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Chapter 1 Introduction 

1.1 General motivation 

Railways are a fast, efficient, and green public transport mode (International Union of Railway 

(UIC), 2018). The overall economic, social, and environmental benefits lead to more countries 

proposing new ‘fast’ passenger railway or high-speed railway (HSR) projects to provide links 

between regions and cities. Taking HSR as an example, there were 56,000 km of HSR in operation 

worldwide in 2021, and this mileage is expected to double by 2050 (UIC, 2022).  

The railway network is typically formed and interconnected through the construction of railway 

lines in phases, and maintaining fast, frequent, and direct services for every journey, namely every 

passenger origin-destination (OD) pair, is increasingly challenging as the network develops. If 

railway operators aim to cater for more passenger requirements and improving service quality in 

the passenger railway planning process, it will cause additional challenges in terms of the 

capacity utilisation of the network (Yan et al., 2019). The rationale behind this is that the available 

track occupation time on a daily basis and infrastructure amounts are limited, against many 

possible service combinations which can be scheduled into the network. Not all possible 

passenger journeys, can be arranged by 'attractive' train services which have:  

§ preferred arrival and departure times aligned with OD characteristics,  

§ minimised in-vehicle time, and 

§ the provision of multiple daily train options.  

A direct solution is building more railways and purchasing more rolling stocks so that the network 

railway capacity will have an obvious increase, but the HSR or the fast railway is one of the most 

expensive transport systems. Before proposing any railway infrastructure or fleet expansions, 

railway companies prefer modifying operations first, represented by the timetables, to see 

whether they can:  

§ improve the capacity utilisation: adding more trains while retaining a similar capacity 

utilisation level or using a lower capacity utilisation to deliver a similar level of service. 

§ improve the service quality of the timetable: the timetable works better towards a series 

of goals (e.g., fast travel and dense train traffic) to make an optimal capacity utilisation 

of the infrastructure.  

This essentially requires railway operators to process a systematic knowledge of the capacity in 

passenger railway scenarios, enabling an optimal railway capacity utilisation. When managing a 
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fully-connected railway network, whether it is HSR or otherwise, the consideration arises that 

what kind of train services should be scheduled into the network? What kind of timetable strategy 

should be adopted? Is it possible to balance service quality and railway capacity? 

1.2 Research scope analysis 

The capacity of a railway network is influenced by many stages of railway planning process (UIC, 

2013). A service scheduling problem typically covers network planning, line planning, timetable 

generation, platforming and routing (track allocation problem), and possibly other tactical sub-

schedules (e.g., rolling stock circulation, crew scheduling). A representative passenger railway 

planning process can be seen in Figure 1.1. Consequently, exploring an optimal capacity 

utilisation problem can be conducted based on these planning stages with various perspectives 

and modelling details.  

Besides, considering the funding part of this PhD research, this thesis mainly takes China HSR as 

case study background, and it is reasonable to give a research scope analysis, introduce some 

key facts of China HSR, identify the commonality of the problem regardless of railway contexts, 

and set up several primary research boundaries. 

 

Figure 1.1  The passenger railway planning process (Liao, 2021; UIC, 2013) 
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1.2.1 Railway capacity at railway planning stages 

1. Network planning. 

The working content of network planning is determining the nodes and links (Canca et al., 2019) 

to construct railways and is deeply affected by different countries' planning and operating 

traditions. Another important part of network planning is to decide the operation attributes of a 

railway project. Deciding operation attributes is positioning some key transport characteristics 

(Liao, 2021) of a railway project, reflecting the demand features cross the network, consisting of:  

§ network interdependency (i.e. whether network can be divided into independent parts) 

§ service type (e.g., direct services or requiring interchange),  

§ train mix type (e.g., passenger trains only network with the mix of stopping patterns),  

§ top train speed levels (e.g., 350km/h, 300km/h, 250km/h, 160km/h), 

§ the periodicity of the timetable.  

The dimension of a railway project can therefore be processed into the next phase, consisting of 

technical details and layout decisions (UIC, 2013), such as selecting the suitable rolling stock 

type, matching the signalling system, deciding the minimum distance between two stations. UIC 

(2018) lists three primary passenger railway types with their distinctive operation attributes:  

§ long-distance intercity railways,  

§ regional (short-distance intercity) & suburban railways, and  

§ urban railways.  

However, it should be noted that the definitions of these three railway types entirely depends on 

railway organisations in countries. For example, NetworkRail (2013) in the UK defines long-

distance rail travel as exceeding 80.5 km (50 miles) or between large cities (towns) separated by 

over 48km (30 miles). Deutsche Bahn (DB) in Germany (DB, 2023) defines regional railways to be 

within travel distance shorter than 50km or with travel time under one hour. SNCF (ARAFER, 2016) 

in France categorises regional railways as trains operating within the same region. The Office of 

Rail and Road (Office of Rail and Road (ORR), 2023) in the UK, on the other hand, classifies 

regional railways by jointly considering region and travel distance: ScotRail (by region), 

TransPennine Express (by region and distance), and some CrossCountry services (by distance). 

Interestingly, some rail networks can have multiple railway types or combined features, such as 

rail transit networks in London, Paris, and Tokyo. For example, the service coverage of Thameslink 

indicates that it can act as urban railway serving central London, regional railway serving satellite 

towns around North and South London, and intercity railway serving long-distance destinations, 
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such as Peterborough and Brighton. Meanwhile, Transilien SNCF, exhibits both features of 

regional and urban railways serving central and suburban Paris. 

In short, the network planning frames the overall capacity utilisation features of a railway network. 

Accordingly, studies that examine whether planned or proposed expansion of infrastructure can 

meet transport needs are classified as capacity planning or expansion in this thesis. 

Representative works include Lai & Barkan (2011) and Rosell & Codina (2020). 

2. Line planning. 

The working content of line planning is to determine the operation elements for each train, namely 

a train line: the stop plan, the rolling stock composition, and frequency (Fu et al., 2015; Schöbel, 

2012). To be more detailed, the stop plan contains originating (O) and terminus (T) stations and 

intermediate stopping stations of a train line. When a line plan is proposed, most service qualities 

can be analysed, such as expected In-vehicle time for each passenger OD, service frequency, 

direct travel, or a transfer. Railway capacity at this stage can be considered in various ways. One 

approach is to treat it as a constraint by defining upper limits on the number of train (lines) that 

can pass through each railway section  (Burggraeve et al., 2017; Hu et al., 2023). Alternatively, 

capacity can be incorporated into the objective function, such as minimising operational costs, 

which often leads to models that conclude with a reasonably small number of train (lines) (Zhang 

et al., 2020). In some cases, however, railway capacity is omitted entirely from the model (Fuchs 

& Corman, 2019). A major issue arises that a line plan might not guarantee a feasible timetable at 

the timetable generation stage (Bešinović et al., 2021; Fuchs et al., 2022).  

In summary, line planning determines most of the service content of a passenger railway network. 

As railway operators might wish to schedule a line plan which satisfies most service qualities for 

all passenger ODs, it is possible that the proposed line plan is infeasible as a result of ignoring the 

railway capacity constraints.  

3. Timetable generation and platforming. 

In most cases, line plans act as inputs of the timetable generation which forms the train traffic by 

assigning conflict-free time slots to train lines. At the timetable generation stage, infrastructure 

constraints (e.g., platforming) and operational rules (e.g., dwell time, headways) need to be 

carefully considered (Zhang, 2022; Zhang, 2019). The issue of infeasibility remains in the 

sequential steps: timetabling, platforming and routing. This is because the results from timetable 

generation are usually at a macroscopic level, so conflicts or constraints at the platforming and 

routing stage can still render the overall schedule plan infeasible (Goverde et al., 2016). When 

observing the train traffic, it is natural to consider buffer time (Landex, 2008) or slack time of 

critical train paths (Goverde, 2007) to schedule a robust timetable, see Bešinovic (2017) as an 
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example, so that the timetable can be 'reliable' and 'stable' at the real-time traffic management 

stage. 

In summary, the timetable generation stage finalises the remaining service contents of a railway 

network: arrival and departure times of trains and interchange opportunities (Guo, 2015; Li, 2018) 

for some passenger OD pairs. Compared to other passenger railway planning stages, the 

timetable is regarded as the core denotation of capacity in passenger railways (Zhang & Nie, 2016) 

because it represents the capacity consumption of a service proposal for a given railway 

infrastructure. Accordingly, studies that modify service networks with capacity constraints, or 

deliver capacity-related objectives, are classified as capacity analysis or optimisation in this 

thesis. 

4. Other tactical planning stages. 

The working content of rolling stock circulation is to match the train paths on the timetable while 

satisfying their maintenance requirements (Li, 2019). Moreover, Liao (2021) experiments with the 

relationship between the railway capacity and rolling stock amount via a hybrid space-time 

network formulation. The result shows that the marginal increase in railway capacity decreases 

with the growth of rolling stock, and potentially affecting the real-time performance of the 

timetable, such as causing delays (Armstrong & Preston, 2017). A similar conclusion has also 

been reached by Yin et al. (2023).  

 

Figure 1.2 Different types of railway capacity shown in time-space graph (Liao et al., 2021) 

5. Summary 

To schedule a service plan in a dense and busy railway network, it requires concluding all service 

contents and assessing critical service qualities. Meanwhile, this thesis focuses on a known 

railway context with established infrastructure layouts, omitting network planning from its scope. 
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While acknowledging the important impact of crew scheduling and rolling stock circulation on 

railway capacity, they are regarded as subsequent steps following the timetable generation in this 

thesis. Therefore, this thesis is defined as a service scheduling problem primarily covering the line 

planning and timetable generation stages, and carefully considering the influence of platforming 

(Figure 1.3). The term of timetabling is introduced in the following paragraph to cover these three 

stages of passenger railway planning. A service plan shall contain the line plan, the feasible 

timetable (or time-space graph), and the platform arrangements. 

 

Figure 1.3  Railway planning stages covered in this thesis 

1.2.2 Typical features of China high-speed railway 

China’s HSR network has been planned and constructed in phases. At the end of 2023, China had 

built 45,000-kilometres of HSR for passenger-only transport, finishing 80% of the '8+8' grid-based 

HSR master plan (Figure 1.4), which is updated from a '4+4' grid-based HSR master plan in 2016. 

China Railway comprises 18 railway bureaus where each bureau serves several provinces and/or 

municipalities: e.g. Beijing, Tianjin, Shanghai, and Chongqing. As a latecomer to operating HSR, 

the operation of China HSR shows some mixed infrastructural and operational features between 

Japanese Shinkansen, railways in Western Europe, and China conventional railways. Regarding 

rolling stock holding, China Railway possesses 3,541 sets of HSR multiple units, equivalent to 

4,073 standard sets by regarding each 8-car multiple units as a standard set (Lu, 2023). 
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Figure 1.4 China mainland '8+8' gird-based HSR master plan. 

1.2.2.1 Infrastructure and layouts 

1. Basic layout: station and HSR lines 

For intermediate stations, China HSR sets dedicated platform tracks for stopping trains, and the 

open tracks are separate for passing trains (see Layout A in Figure 1.5). This basic station layout 

is the same with most stations in Japanese Shinkansen. From a perspective of capacity utilisation, 

HSR stations like this can host over-taking behaviours between trains, and trains can run with a 

shorter headway. In many intermediate stations in Great Britian and Netherland, for example, 

open tracks also act as platform tracks. In that case, the next train on the last scenario needs a 

longer headway to ensure the operation safety.  
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Figure 1.5 China HSR stations and layouts (Zhang, 2022) 

For node stations, they connect different railway lines of the network. The Layout B and C in Figure 

1.5 show typical HSR node station layouts in China. In layout B, line one and line two are arranged 

in parallel, while open tracks of line two are placed at each side of line one in layout C. From a 

capacity utilisation perspective, if there is not a train service that needs to cross these two lines, 

trains only running at these two lines are separated. Compared to layout B, a stopping train from 

line two in layout C has to cross the open track of line one, possibly affecting passing trains from 

line one. 

2. HSR major cities with multiple stations. 

HSR stations in most capital cities of provinces, provincial-level cities (Dalian, Shenzhen, 

Qingdao, Ningbo, Xiamen), and municipalities usually connect multiple HSR lines, significantly 

increasing the route conflicts if attempting to arrange direct trains linking every direction. 

Evidence has shown that stations linking multiple HSR lines can easily become the capacity 

bottlenecks of the network (Nie et al., 2021; Zhang, 2022). Figure 1.6 shows the direction roles of 

Nanjing South HSR station. 

 

Figure 1.6 Direction roles of Nanjing south HSR station. 
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Previous literature has testified and proved that the terminus (T) and originating (O) stations easily 

suffer from insufficient capacity (Liao, 2021; Wang et al., 2023; Zhang, 2022). However, this 

situation is expected to change because the network planning of China HSR (China Government, 

2020) plans that those cities will build more than one HSR station if that is not already the case. 

Each station accommodates specific directional roles in serving trains. In this thesis, these cities 

are collectively named as 'China HSR major cities'. Accordingly, China HSR major cities are 

equipped with depots and maintenance bases, so that stations can either be the terminus or 

origin of train services. From a capacity utilisation perspective, multiple stations can increase the 

total hosted train volumes, and affiliated track layouts can help avoid route conflicts for all 

directions. Figure 1.7 shows directional functions of HSR stations in Beijing and London. 

 

(1) HSR stations in Beijing, China 

 

(2) London mainland railway terminals, the UK 

Figure 1.7  Directional roles of Beijing HSR stations and London terminals 
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3. Regional HSR:  

Within the China HSR context, there is no rigid definition of regional HSR. The conceptualisation 

of China regional HSR is similar to Transport Express Régional of SNCF: regional HSR lines are 

translated as 'inter-city line' (China Railway, 2020), in which regional HSR trains are dispatched 

by a single railway bureau, train codes begin with 'C', and have the following features:  

§ Usually run within a single province or a metropolitan area. 

§ Might run between HSR stations and airports. 

§ Originating or terminating at stations in China major HSR cities. 

Inevitably, metropolitan areas often boast connectivity through multiple HSR lines in China. 

Taking Nanjing and Shanghai as examples (Figure 1.8), these cities are linked by six HSR lines, 

offering passengers in both cities a choice of three stations. Similar connectivity is observed in 

other city pairs or groups such as Beijing and Tianjin, Chengdu and Chongqing, Guangdong 

Province. From a capacity perspective, regional HSR significantly enhances the service coverage 

of the HSR network. Multiple HSR lines, in turn, allocate more capacity for long-distance HSR 

trains. Concurrently, long-distance HSR trains can extend their service range into regional HSR 

lines, enabling passengers from smaller cities to access direct trains to major cities. Similar 

operational models can be seen with HSR in France and Italy, where HSR trains run on 

conventional railways to extend their service range into more cities. 

To summarise, the main topology feature of China HSR network consists of 'artery' lines linking 

all HSR major cities and 'capillary' lines as regional HSR. Overall, China HSR plays similar roles of 

long-distance and regional railways classified by UIC (2018). 

 

Figure 1.8 HSR links between Nanjing and Shanghai 
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1.2.2.2 China HSR trains and service outlook 

1. General train types of China HSR 

There are two ways of categorising HSR trains in China. The first way is determined according to 

whether a train path needs to traverse multiple railway lines: original-line and cross-line trains. 

Original-line trains run solely on a single railway line, while cross-line trains run on multiple lines. 

The full China HSR railway lines list can be read in UIC (2022). The second way, neither based on 

travel distance nor travel time, is summarised according to whether a train path needs to traverse 

multiple provinces. Contrasting with regional HSR trains described above, long-distance HSR 

trains are collectively defined in this thesis as train paths that need to traverse multiple provinces, 

excluding Xinjiang and Gansu, and Table 1.1 gives a conclusive summary. 

Table 1.1 the China HSR train category 

Dispatching unit Province level 

Railway line 

Original-line train Cross-line train 

Single bureau 

Single province & 

metropolitan areas 
Regional HSR trains 

Cross province Long-distance HSR trains 

Cross bureau 

2. Priority of cross-line and long-distance trains 

The timetable generation for China's High-Speed Rail (HSR) follows the same principles as China 

conventional railway timetabling. Train paths are graphed into the timetable by the following 

priority (Zhang, 2019): 

§ The first rank: long-distance and cross-line trains, 

§ The second rank: long-distance and original-line trains, 

§ The third rank: other trains dispatched by a single railway bureau, 

§ Adjusting lower ranked train paths first if conflicting with higher ranked trains,  

§ Within the same rank, cross bureau train paths hold a higher priority than single bureau 

train paths. 

§ Rolling stock circulation is determined after the timetable generation. 

Presently, two top 'artery' HSR lines, which are Beijing-Shanghai line and Beijing-Guangzhou-

Shenzhen line are occupied by a large number of cross-line trains, both exceeding 70% in 

proportion. The rationale behind this priority arrangement has two reasons  (Li, 2022; Li, 2020; Xu, 
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2020; Zhang, 2019): the first is that the long running time of long-distance HSR trains only allows 

limited time windows either for reasonable arrivals or departures. Arranging their train paths first 

can prevent graphing infeasibility. The second is that the China HSR put significant efforts to 

maintain direct transports to/among China HSR major cities. From a capacity utilisation 

perspective, fixed positions of high ranked train paths limit the potential for capacity increase or 

any timetable adjustments. 

Figure 1.9 shows a train density comparison between China HSR and Japan Shinkansen collected 

on 13th January 2024 (modified from a GIS work by Li & Pi (2024) (Other details can see Appendix 

A). Beijing-Shanghai line and Beijing-Guangzhou-Shenzhen line has more HSR line connections, 

while Japan Tokaido and Sanyo Shinkansen does not have HSR line connection with each other. 

The Tokyo-Osaka HSR train density of Japan Shinkansen is much higher than these two China HSR 

arterial lines, suggesting the negative capacity impacts of running excessive cross-line trains in 

China. 

 

Figure 1.9  HSR train density comparison between China and Japan (Li & Pi, 2024). 

3. The stop plan and timetable periodicity 

China HSR shows similar stop plan features when comparing trains in the UK, Western Europe, 

and Japan Shinkansen. A summarised figure (Figure 1.10) is given based on Zhang et al (2020).  

Starting with trains in in Western Europe and Japan, one of the common scheduling styles is 
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passenger OD. Notice that different countries adopt distinctive names for this three-level train 

setting, and a summary is given in Table 1.2. 

 

Figure 1.10 Examples of stop plans based on distance and station levels. 

Moving forward, the terminus stations and stop setting of Southwestern Railway (SWR) and 

London North Eastern Railway (LNER) services in the UK are influenced by two key factors: the 

outbound distance from the origin station and the hierarchical intermediate station levels. In 

Figure 1.10, Station A represents London terminals, while Stations E and I serve as terminus 
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between Stations A and E corresponds to the route from London King’s Cross to York. Similarly, 
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As a summary, China’s HSR stop planning incorporates both running distance and station 

hierarchy, but its stop-setting patterns are less distinct compared to the more structured 

approaches observed in Western Europe and Japan. 

Stop plan features shape the service pattern of a railway network. Scholars in China (Nie et al., 
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As for aperiodic timetables, trains with similar or the same stop plans do not need to repeat on 
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to form the service network. Currently, China HSR adopts the aperiodic timetable as the main 

norm, but periodic services can be seen on some regional HSR and partial F-trains.  

Table 1.2 Examples of three-level-based train setting 

Country F-train (level 1) S-train (level 2) L-train (level 3) 

Netherlands Intercity Inter Region Intra Region 

Germany Intercity Express Intercity, Europe City 
S-bahn, Regional-Bahn 

Regional Express 

Switzerland 
Intercity 

(Neigezug) 

Inter Region, 

Reseau Express 

S-bahn, 

Reseau Express Regional 

Spain AVE, Larga Distancia Media Distancia Avant 

Italy Frecciarossa (360km/h) Frecciargento (250km/h) Frecciabianca (200km/h) 

Japan Nozomi Hikari Kodama 

1.2.2.3 Worldwide HSR comparison 

Despite the unique topology and service outlook of China HSR, some similarities between China 

HSR and other railway contexts can still be observed. Table 1.3 gives a topology and timetable 

summary of major HSR countries, and Table 1.4 lists representative HSR lines as detailed layout 

comparison. Table 1.3 is an extended work based on Drábek et al. (2021) and railway websites. 

Table 1.3 HSR in representative countries 

Country Topology Service range Service scheduling Periodicity 

China Fully-connected N. HSR only Network-based D, E 

Germany Fully-connected N. Mixture Network-based B 

Japan Tokyo-based H. HSR only Line-based B 

France Paris-based H. Extending Line-based C 

Spain Madrid-based H. Mixture Line-based D 

Italy Bologna-based H. Extending Network-based D 

The explanation (Drábek et al., 2021) of Table 1.3 is as follows: 

1. Topology 

§ Fully-connected network (N.): multiple railway lines are connected as a network. 



 

32 

§ Single-hub-spoke (H.): several railway lines are built radially around an obvious centre. 

2. Service range: 

§ HSR only: HSR trains only run on the newly built or upgraded HSR tracks. 

§ Extending: HSR trains can extend their services on conventional railway networks while 

HSR tracks only allow HSR trains running. 

§ Mixture: the conventional and HSR tracks are connected as a network, and HSR trains 

and other trains use the same infrastructure. 

3. Service scheduling: 

§ Network-based: scheduling timetables at network levels. 

§ Line-based: scheduling timetables line by line and allow some branch services. 

4. Timetable periodicity: 

§ Fully periodic (A) and almost fully periodic: only a minor irregularity (B) 

§ Periodic services in peak hours only (C) 

§ Partially periodic: only a certain extent of periodic services in some areas (D) 

§ Aperiodic: no periodic services (E) 

Table 1.4  Selected HSR line and station information 

Country Railway line Length  Number of stations Line connections 

China Beijing-Guangzhou-HK 2430 km 47 12 

China Shanghai-Kunming 2266 km 55 13 

China Beijing-Shanghai 1318 km 23 12 

Japan Tokyo-Osaka-Hakata 1068 km 35 1 

Spain Madrid-Barcelona-Figueres 752 km 9 3 

France Paris-Lyon-Marseille 718 km 10 10 

Germany Berlin-Hannover-Wurzburg 606 km 8 ＞ 10 

Italy Turin-Milan-Roma-Salerno 591 km 9 9 

To determine the line connection amount, two conditions must be satisfied: 

§ There exists track connection linking two HSR lines. 

§ The HSR train services use the track connection to extend or cross-line. 

Regarding timetable periodicity, most countries introduce various levels of periodic services. It 

can be argued that timetable level (A) might be entirely notional/theoretical. From a practical 

perspective, timetable level (B) is more reasonable by allowing varying service frequency during 

in/off peak hours to match time-dependent passenger demands. In terms of HSR timetable 
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periodicity in China, only partial networks, such as trains running between Shanghai and Nanjing, 

Beijing and Tianjin, Guangzhou and Shenzhen, have periodic inter-city train services. 

Regarding network topology, only China and Germany have fully-connected networks, and both 

share a similar level of railway line connections, but China HSR has much longer line length and 

more station numbers in general. Japan can only reach similar levels of station number and line 

length after combining Tokaido and Sanyo shinkansen, however, there is no 'cross-line' train 

running from Tokyo to Hakata (Japan Railpass, 2023). The only line connection is an extension, 

not a tree branch, from Hakata to Kagoshima-Chuo. Additionally, the operating distance of China 

HSR trains are much longer than any other trains in the world. Tian (2018) calculated the total 

operation distance of China's HSR trains railway timetable in 2017 shown as the Table 1.5. 

Regarding service range, France and Italy can extend HSR services on conventional railways, and 

Germany adopts a mixture between Intercity Express (HSR name) with other trains, making the 

service scheduling seemingly challenging. But the network statement of EU (Rail Net Europe, 

2021) show that HSR trains in those countries have higher priority in the timetable generation, 

which is similar with cross-line and long-distance HSR in China. Although Japan, France, Spain, 

and Italy HSR are all shaped as one-centre trees, all HSR lines and trains terminates at Tokyo 

station, most HSR trains terminates at stations in Paris, while HSR lines and trains go through the 

Madrid and Bologna station, leading to different distances of service range.  

Table 1.5 Operating distance distribution of China HSR trains in 2018. 

Distance HSR train number Percentage 

0-200km 210 9.78% 

200-500km 613 28.54% 

500-1000km 622 28.96% 

1000-1500km 466 21.69% 

1500-2000km 143 6.66% 

2000km 94 4.36% 
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1.2.2.4 Summary 

To summarise, China HSR adopts the similar infrastructure layout (double-open-track with 

platform tracks) as the majority of Japan Shinkansen, maintaining a certain level of independence 

in operation tasks such as train running directions and platforming. Most China major HSR cities 

have multiple HSR stations to accommodate trains from/to certain directions, increasing the 

total railway capacity and potentially preventing route conflicts. The railway line length and 

number of stations on China HSR are much longer and greater than any other railway systems. 

Based on this, China HSR still has complex line connections, which is similar to Germany. China 

aims to operate HSR services as the positions of long-distance and regional railways classified 

by UIC (2018). Notably, a clear timetable generation priority is given to cross-line and long-

distance China HSR trains. Other service plan features such as hierarchical stop or train settings 

are less obvious, and aperiodic timetables are typical of China HSR.  

1.2.3 Identified common challenges 

1.2.3.1 Trade-off between direct transport versus interchange 

Beginning with a sample railway network with six cities shown in Figure 1.11 (1), if a railway 

operator aims to ensure direct transport for every passenger OD, it requires at least six train lines 

for each direction (i.e. 12 types of train service) in Figure 1.11 (2). Supposing track layouts near 

the station B and C can support trains for all possible directions, it can be estimated that there 

would be a significant amounts of routing conflicts among these 12 types of service.  

 

Figure 1.11  Railway links and two service scheduling styles. 
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Comparatively, if allowing passenger transfer at station B and C, only two train lines (four types 

of service) are needed in Figure 1.11 (3), and route conflict types are less than Figure 1.11 (2). 

Furthermore, if station B and C adopts layout B in Figure 1.5, there is no route conflict among all 

trains, both train lines could arrange a high frequency of services. In fact, Figure 1.11 (3) is how 

cities operate underground (metro) or some urban railways where only limited train line types are 

provided (e.g., Docklands Light Railway in London). 

For a more complex railway network or those stations linking multiple railway lines, it triggers the 

discussion regarding the trade-off between direct transport and interchange. If track layouts 

cannot support direct transport between all ODs, is it possible to arrange successful transfer 

connections? if track layouts can support trains for all directions, what would be the suitable 

underlying capacity utilisation strategies and rationales? What is the boundary between requiring 

passengers to transfer or arranging a direct train that causes extra route conflicts? Combining 

with China HSR contexts, what are the potential capacity benefits of reducing the priority of cross-

line trains?  

1.2.3.2 Increasing coverage versus challenging in-vehicle time & capacity 

Stop setting of a train line inherently leads to two conflicting aspects. The first conflict lies 

between railway operators and passengers. Any additional stops at the middle of a passenger 

journey (i.e. OD) will extend the in-vehicle time (Hu et al., 2023). On the other hand, adding one 

extra stop will boost more direct links among passenger ODs. In long distance travels, the 

additional stops and the extended in-vehicle time for passengers will be much longer compared 

to fast trains.  

Table 1.6 Travel time comparison between F-trains and L-trains in the UK and China HSR 

From to In-vehicle time Total stops Max. speed Distance 

Southampton 

Airport 

London 

Waterloo 

1h 11min 4 

160km/h 112km 

1h 46min 14 

Beijing Nan 

(South) 

Shanghai 

Hongqiao 

4h 29min 3 

350km/h 1318km 

6h 34min 14 

Table 1.6 presents a comparison of travel times between two sets of passenger trains with the 

highest and lowest number of stops. From Southampton Airport to London Waterloo, adding 10 

more stops only extends the In-vehicle times by 35 minutes on this 112km journey. Conversely, 

due to the greater acceleration and deceleration penalties characteristic of HSR rolling stock, 

adding 11 more stops on a 1318 km China HSR line results in an increase of 125 minutes. 
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Although the HSR train with 12 stops can serve 66 passenger ODs, there is uncertainty regarding 

the types and numbers of passenger ODs attracted by this train. 

Reducing extra stops of each train line and increasing the combination of train lines with fewer 

stops seems to be a good approach to reduce the In-vehicle time and enhance the attractiveness. 

However, this strategy gives rise to the second conflict between the capacity and diverse 

combinations of train lines, which has partially explained in Figure 1.10. Consequently, it is 

impossible to arrange non-stop direct trains for every passenger OD. 

In short, there seems to be an ‘impossible trinity’ between coverage (if providing direct services 

to all passenger ODs), frequency, and In-vehicle time due to the limited railway capacity, 

requiring a systematic analysis and review in this thesis, and corresponding solutions. 

1.2.3.3 Scheduling styles versus capacity utilisation features 

The capacity utilisation not only reflects the passenger demand features across different 

countries but also incorporates subjective preferences when scheduling HSR services, such as 

partially shown in Table 1.2 and Figure 1.10. Other scheduling preferences can be based on total 

passenger demand volume, turnover (passenger-kilometre), or equality among passenger ODs. 

Higher demand volumes can be seen on 'short' distance railway travels, but 'long' distance 

railway travels contribute to higher turnovers. such as in China HSR (Li, 2022; Li, 2020), France 

(Autorite De Regulation des Transports, 2019), the UK (ORR, 2023), and Germany 

(Bundesnetzaguntur, 2022). Interestingly, both short or long-distance railway travels are 

associated with large and major cities in these countries, triggering the capacity challenges on 

busy lines or around the major stations over which types of travel should be prioritised. 

A common service scheduling style is that F-trains are designed for fast travels with less 

intermediate stops across major cities, whether in the UK, Europe, or East Asia. In Tokaido 

Shinkansen, the frequency of F-trains, which is 12 trains per hour (Japan Railpass, 2023), is much 

higher than S-trains and L-trains (2-3 trains in total per hour), while in China HSR, the total 

frequency of F-trains are far less than other trains with more stops, and there is less obvious 

frequency differences between F-trains, S-trains, and L-trains in Netherland (Luijt et al., 2017) or 

major services in the UK (Rabot, 2023). The service pattern difference between China and Japan 

could be seen as the results from city population scales (i.e. potential travel demand difference) 

along the HSR lines. Trains in Netherland and the UK, however, offer more equal service 

frequency for more passenger OD compared to Japan Shinkansen. On the other hand, retaining 

direct transport connections, represented by cross-line trains across the China HSR network, can 

also be prioritised as a means of scheduling an equal and fair service network. 
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Whatever the circumstances, the determination of a service plan, containing any service pattern 

or scheduling style, should satisfy the demand features of the corresponding railway context and 

try to deliver a balance between service quality and railway capacity.  

1.2.3.4 Summary 

An optimal capacity utilisation of a passenger railway network must sufficiently consider service 

quality of a schedule plan for most ODs. Conversely, railway capacity serves as an effective 

assessment method to verify and validate (V&V) the deliverability and feasibility of a service plan 

proposal. As stated in Section 1.1, the optimal capacity utilisation of a passenger railway network 

should make full use of the existing infrastructure where the trains are expected to provide direct, 

fast, and frequent services to the most passenger ODs. This essentially requires this thesis to 

establish the theorical relationship between railway capacity and service qualities of a passenger 

railway and provide a comprehensive method to compare the capacity and passenger experience 

trade-offs between different service plan proposals. 

1.3 The research aim and objectives 

To schedule a service plan that contains fast, frequent, and ideally direct transport service for 

most ODs across the network, the resulting shared challenges motivate this thesis to formulate 

the main research aim: 

To design a systematic timetabling solution which could improve both capacity utilisation and 

timetable service quality. 

The objectives of this research are: 

1. To identify the passenger and railway operator factors affecting railway capacity. 

2. To assess the key capacity-related service qualities in passenger railways. 

3. For a given railway network, develop a line planning method which can test various service 

scheduling styles. 

4. For a given railway network and a proposed train line plan, develop a method to measure the 

capacity utilisation of the feasible timetable. 

5. To determine an optimal timetable that has either: a) reduced capacity utilisation (i.e. 

timespan) whilst maintaining similar service qualities, b) improved service qualities while 

retaining a similar capacity utilisation level, or c) reduced capacity utilisation and improved 

service at the same time. 
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1.4 Research significance 

From a perspective of academic knowledge, this thesis will make the following contributions: it 

will summary the methodological equivalence of timetable scheduling and capacity assessment 

and analysis. By refining the passenger travel experience into a service indicator system, it will 

establish a theoretical relationship between service quality indicators and capacity utilisation 

indicators. The thesis will identify a collaborative optimisation method suitable for enhancing 

both service quality and capacity by reviewing previous studies and analysing the key affecting 

factors of railway capacity from the aspects of passenger and railway operation. It will also 

propose a comparative framework for service quality indicators and capacity utilisation 

indicators, enabling a trade-off analysis between passenger convenience and operational 

efficiency for railway operators. 

From a perspective of practical operation, this thesis will help railway operators or planners 

integrate passenger experience into the service planning process, represented by line planning 

and timetable generation. It will allow the scheduling of high-quality timetables that fully utilise 

the capacity under varying railway contexts, represented by infrastructure and facility layouts, 

demand features, planning traditions. Additionally, this thesis will systematically outline the 

representation form of railway capacity within major railway planning stages and summary the 

infrastructural and operational affecting factors of railway capacity from macro, meso, and micro 

aspects. This can help railway operators and planners to identify the key capacity-affecting 

factors relevant to their current operation status and to adopt improvement measures. 

1.5 Thesis structure 

Chapter 1 identifies three common challenges through an analysis of railway planning stages, 

operational features, and capacity utilisation across various countries. These challenges, which 

are balancing direct services and transfers, managing the trade-off between coverage and short 

travel times, and exploring scheduling complexities for a specific railway context, are distilled into 

the research aim, with specific objectives set to achieve this aim. 

Chapter 2 reviews the definitions, influencing factors, measurement methods, and passenger 

considerations by categorising key research elements. It constructs a comprehensive knowledge 

framework and identifies key aspects for capacity planning in passenger railways. 

Chapter 3 establishes well-founded passenger assumptions based on OD groups. Through a 

macro-to-micro analysis, it develops a general approach to management, highlighting key points 

in operational attributes and timetable details. A workflow for capacity optimisation is formed, 

defining a staged solution for line planning and timetable generation. 



 

39 

Chapter 4 first introduces a method based on the maximum spanning tree to locate interchange 

points without manual setting based HSR connecting major cities. Line planning is modelled 

using the set covering problem, aiming to minimise intermediate stations, ensuring equitable 

access to fast services for all OD pairs. 

Chapter 5 builds a mesoscopic-level integrated capacity measurement& timetable generation 

model based on discussions in Chapter 2 and validate the effectiveness with the macroscopic 

model. The model is able to generate a feasible timetable with a minimum timespan. As selective 

workflows, four potential capacity improvement methods are proposed, tested, and discussed. 

Chapter 6 summarises the findings of the previous chapters, present the overall conclusions and 

contributions of this thesis, identify the limitation and future work directions based on this thesis. 
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Figure 1.12 The top half of the thesis structure 
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Figure 1.13  The bottom half of the thesis structure  
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Chapter 2 Literature review 

The capacity utilisation of a passenger railway network is jointly affected by the infrastructure 

layout and the structure of the service plan (i.e. the line plan and its produced timetable) in 

detailed. At the same time, scheduling a service plan with high service qualities are the goal of 

improving the capacity utilisation of the network and passenger experience. Based on this view, 

the literature review of this thesis needs to answer the following questions, and the following 

paragraphs are titled and structured accordingly: 

§ What is the concept framework of railway capacity?  (Section 2.1) 

§ What are the affecting factors of railway capacity? (Section 2.2) 

§ How to measure the railway capacity? (Section 2.3) 

§ What is the mathematical linkage between railway capacity and the timetabling process? 

(Section 2.3.2) 

§ How previous research considers demand features and evaluates passenger 

experience (section 2.4)? 

§ How demand features and passenger experience evaluation affect the railway capacity 

and other supplies by railway operators (Section 2.4.1)? 

§ What assumptions and conclusions can be collected? (Section 2.4.2-2.4.5) 

§ What are the academic gaps among previous research works? (Section 2.5) 

2.1 The concept framework of railway capacity 

The debate on the definitions of railway capacity stems from different emphasis on ‘volume 

(quantity)’ and ‘value (quality)’ aspects of capacity (Armstrong & Preston, 2017). Despite no 

unified definition achieved over the years, a common pattern between different railway capacity 

definitions is that the capacity is the maximum 'qualified' rail transport products by subjecting to 

limited railway resources and operational constraints. In the former sentence, the ‘maximum’ 

represents the volume, while defining a ‘qualified’ rail transport product depends on different 

stakeholders (i.e., railway operators, planners, passengers, infrastructure managers). 

2.1.1 Capacity balance factors from UIC406 

Train speed, train number, stability, and heterogeneity are four inter-related factors and are 

identified together as capacity balance factors in UIC (2004), which is one of first standards 

indicating the relationship between quantity (i.e. train number) and quality aspects (i.e. stability) 

of railway capacity. More derived concepts of quantity and quality aspects of railway capacity will 

be introduced in the following sections (Section 2.1.2 and 2.1.3).  
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These four balance factors are represented as four axes, with the capacity features of a railway 

context forming a quadrilateral defined by the chords from the four quadrants in a qualitative 

manner. The capacity balance remains constant for a given level of infrastructure provision; 

therefore, any adjustment to one of the four contributing factors must be offset by corresponding 

changes in one or more of the others. Heterogeneity here is the diversity of train traffics caused 

by the train line types (Khadem Sameni, 2012). Other heterogeneity definitions can be seen in 

Lusby et al. (2018). The stability here represents the margins and buffers that have to be added to 

the running time of trains and between trains to ensure that minor delays are absorbed (UIC, 

2004). 

Figure 2.1 shows capacity utilisation scenarios for different HSR railways and a metro system, 

attributed to each background's own infrastructure features and layouts, operational attributes 

and service scheduling styles, and diverse transport needs. 

 

Figure 2.1  Capacity balance factor features of different railway systems (UIC, 2015) 

2.1.2 Quantity aspects of capacity in passenger railways 

There are three familiar capacity concepts in the literature which are theoretical capacity, 

practical capacity, and capacity occupation rate (Krueger, 1999). Theoretical capacity is 

accumulated from the homogeneous train traffic subject to a strict minimum headway and 

removing the maintenance time and other allowances. Theoretical capacity is the upper limit of 

a railway system. Practical capacity, on the other hand, needs to take account of infrastructure 
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constraints, train traffic mix, and a certain level of stability. The capacity occupation time rate 

(UIC, 2013) is the ratio of occupancy time or used time by train paths to a defined time period in 

a given railway network, also commonly known as capacity utilisation or consumption (level). 

Other similar capacity definitions can be obtained from Khadem Sameni (2012) and Borndörfer & 

Lamorgese (2018), and a partial summary is given as Table 2.1. 

Table 2.1  Partial terminology of railway capacity (Besinovic & Goverde, 2015) 

Term Parts of similar terms 

Theoretical Capacity Design Capacity (Ryes et al., 2013), 

Absolute Capacity (Kozan & Burdett, 2005) 

Practical Capacity Achievable Capacity (Ryes et al., 2013),  

Effective Capacity (Goverde & Hansen, 2013) 

Capacity Occupation Infrastructure Occupation (UIC, 2004),  

Occupancy Time (UIC, 2013),  

Capacity Utilisation (e.g., (Goverde, 2007) , (Petering et al., 2016))  

Used Capacity (Abril et al., 2008) 

Capacity Occupation Rate Utilisation Rate (Landex, 2008) 

Capacity Consumption (UIC, 2013) 

Depending on the research objectives or infrastructure details required, railway capacity can also 

be divided into the station capacity, the line capacity, the corridor capacity, the junction capacity, 

the network capacity, etc. (Mussone & Wolfler Calvo, 2013; UIC, 2013). The railway station is a 

special case because major stations are the key nodes of a railway network, subject to long dwell 

times and various routing conflicts. They can easily suffer insufficient capacity resulting in train 

congestion around stations, particularly if train services are growing dramatically, as for example 

in the cases of London Gatwick Airport and East Croydon in the UK (Network Rail, 2020). To 

describe this dynamic traffic congestion at railway stations, an inventory (rate), which was 

originally used in freight yard scenarios, can be introduced to represent the number of current 

dwell trains in a station by jointly calculating the arrival and departure patterns of trains (Dick, 

2023). 

When denoting the railway capacity of a timetable, it is commonly accepted (Besinovic & Goverde, 

2015) that railway capacity is defined as the maximum number of completed train paths that can 

be run in each railway infrastructure within a given period, subject to a set of operational rules. 

The dual description is defined in this paper as capacity occupation: the minimum timespan (i.e. 

makespan) of running and competing a certain number of train paths occupying a given railway 
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infrastructure, subject to a series of operational rules, which accounts starting from the 

departure time of the first train to the arrival time of the last train in a timetable (Petering et al., 

2016; Sparing & Goverde, 2017; Zhang & Nie, 2016). The difference is drafted as Figure 2.2. 

 

Figure 2.2  Different railway capacity denotations 

Liao et al (2021) further divided the capacity of the timetable into infrastructure-driven capacity 

and vehicle-driven capacity respectively. Vehicle-driven capacity is the produced timetable after 

train paths have matched all rolling stock circulations, while the infrastructure-driven capacity 

does not necessarily take into account rolling stock circulations. Liao (2021) pointed out that the 

delivery process, driver preparation time, and maintenance requirements of rolling stock made 

vehicle-driven capacity value usually stay below the infrastructure-driven capacity, especially in 

rolling stock shortage situations.  

 

Figure 2.3  Relationship among railway capacity concepts 

Moreover, errors, delays, disruptions, and other unexpected factors might happen when a 

timetable is put into practice. Therefore, the timetable will not perform exactly as planned. 

Researchers mentioned at Bešinović et al. (2021) and Robenek et al. (2016) regarded how 

timetables actually work as one kind of railway capacity as well. To avoid confusion, the real-time 

timetable performance in each railway network is defined as the deliverable capacity. The 
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relationships among different definitions can see in Figure 2.3. The dotted line in the Figure means 

that some exceptions can happen. For example, if a timetable is strictly scheduled by following 

the rolling stock circulation (Liao et al., 2020), the capacity utilisation value equals the vehicle-

driven capacity. Similarly, if no significant changes and cancellations happen, the deliverable 

capacity value equals the capacity utilisation value. 

2.1.3 Quality aspects of capacity in passenger railways 

A concern that comes from only viewing quantity aspects of railway capacity is that this single 

dimension cannot represent the full nature of rail transport products. A simple example is that 

the same quantity capacity value might be measured from two different railway networks and/or 

under different operation situations. Considering the different transport needs, operation styles 

& objectives, railway system performance etc, this thesis defines quality aspects of railway 

capacity as efficiency and performance indicators.  

The indicators of railway efficiency depend on stakeholders' viewpoints (ITF, 2019). The basic 

capacity-related efficiency indicators in passenger railways are mainly railway usage data based 

on distance and products, such as train/person/seat kilometres in a defined time, as reported by 

the UK (ORR, 2023). In a reserved-seat environment, Li (2020) and Zhang (2012) believe that the 

capacity provision of a timetable should effectively meet the demand features across the network. 

The capacity-related efficiency in this case is based on how the supplies of a timetable meet the 

demands. Comparatively, in an unreserved-seat environment, the capacity-related efficiency is 

regarded as crowdedness level. If a train is too crowded, it suggests demands for additional train 

services (ORR, 2023). Similarly, In urban railways or other railway contexts whether service 

pattern is simple and periodic, passenger flow during peak/off-peak hours represents the 

intensity of transport demands (Cheng, 2018). Next, scholars like Burdett (2015) believe that 

every railway line has different 'prices' because of profitability or potential economic 

contributions to regional development, and railway capacity should not simply be the sum of train 

paths. Therefore, it is a natural thought to combine those usage data with economic terms that 

are based on revenue or cost data (ITF, 2019). 

Regarding performance indicators, delays, disruptions, and other unexpected errors can happen 

during the real-time traffic management stage of a timetable. According to Goverde & Hansen 

(2013), performance indicators have four levels in the timetabling process: feasibility, stability, 

robustness, and resilience:  

§ Timetable feasibility is the ability of all trains to adhere to their scheduled train paths 

with conflict-free condition.  
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§ Timetable stability is the ability of a timetable to absorb initial and primary delays so 

that delayed trains return to their scheduled train paths. Hence, a timetable is 

stable if any train delay can be absorbed by the time allowances in the timetable 

without active dispatching (i.e., re-routeing, re-scheduling and/or cancellation of 

trains).  

§ Timetable robustness is the ability of a timetable to withstand design errors, 

parameter variations, and changing operational conditions.  

§ Timetable resilience is the flexibility of a timetable to prevent or reduce secondary 

delays using dispatching (and) can be viewed as the complement of robustness. 

More recently, Bešinović (2020) has detailed the inter-relationships between robustness and 

resilience. The whole resilience of the railway system consists of the robustness with which 

timetables are maintaining original performance levels when disruptions happen, the 

vulnerability which represents how much timetable performances drop given disruptions, the 

survivability which represents how long the timetable performance stays below the original level, 

the response which represents the period that the system starts to take actions and the timetable 

performance stops dropping, and the recovery which is when the timetable performance comes 

back to normal. The relationship among these concepts is drafted as Figure 2.4. 

 

Figure 2.4  The resilience of a railway system 

2.1.4 Discussion 

The capacity balance factor graph shown as Figure 2.1 can effectively compare capacity 

utilisations of different railway systems from a general level, primarily caused by the network 

planning of railway systems. The dimensionality unit of measuring railway capacity is either the 

number of train paths or the timespan of running train paths, and they both belong to practical 
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capacity category. There is a slight application scenario difference between adopting train paths 

and timespan. Train paths are usually represented as a possible ‘provided’ capacity from of a 

defined railway infrastructure, depending on the variety of train paths. The timespan, however, is 

more likely to be regarded as a capacity consumption of a proposed line plan in a defined railway 

infrastructure.  

The provision of a 'good' capacity cannot only view total train paths or capacity occupation rate. 

To illustrate this with an example based on Figure 2.2, suppose an underground line has a 

minimum headway of two minutes, allowing for 30 trains to be dispatched in an hour. These 30 

trains could all be non-stop services from the origin to the terminus station, or they could all be 

stop-by-stop services. Both line plans would make full use of the railway infrastructure with high 

occupation rates. However, it is evident that arranging a stop-by-stop line plan requires a much 

longer timespan and provides much greater service coverage compared to the non-stop line plan.  

Therefore, it is necessary to introduce efficiency indicators of railway capacity, which are mainly 

developed from statistical usage data and evaluated with economic terms. Performance 

indicators of delivered capacity need to be analysed via a timetable. It can be concluded a 

timetable shall have sufficient tolerances against initial real time errors. Thus, the capacity 

utilisation level of a railway system cannot be 100% of the practical maximum.  

2.2 The affecting factor of railway capacity. 

From the perspective of infrastructure manager and railway operators, most studies (e.g., Landex, 

2008; Abril et al., 2008; Khadem Sameni, 2012;   Borndörfer & Lamorgese, 2018; Liao, 2021) 

commonly agree that the influencing factors can be divided into infrastructural factors, technical 

factors, and operational factors. Technical factors mainly contain track conditions which 

determines the speed limits, signalling system and block section length which are the vital 

components determining the headway among trains, station distributions across the network 

(network topology), track layouts (platforms and switch areas), and rolling stock features etc. Liao 

(2021) systematically summarised and testified the capacity increase measures regarding 

infrastructural factors, and the summary is given as Table 2.2. 

Table 2.2 Key capacity influence factors at different levels of railway infrastructural detail 

Detail levels Key influence factor Capacity increase measures Capacity denotation 

Macroscopic Station positions  

(terminus station) 

Depot 

Increasing station number in 

major cities 

Increasing depot number 

Train path 
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Detail levels Key influence factor Capacity increase measures Capacity denotation 

Mesoscopic Open track number 

Platform number 

Increasing open tracks 

Isolating platform tracks 

Headway 

Timespan 

Microscopic Track layout 

Track circuit 

Conflict-free routes 

Route aggregation 

Blocking time 

Occupation rate 

Utilisation Gannt chart 

The amount of open track, platform tracks, and track layout are the vital factors that distinguish 

the railway infrastructure layout of different countries. It affects how overtaking behaviours and 

the headway among trains. Gao (2022) gives some examples of track layouts on a railway line 

(Figure 2.5) when operating a mix of fast (i.e. fewer stops) and slow trains (i.e. more stops) in the 

network. 

 

Figure 2.5  Different track layouts of a railway line 

Operational factors, which will be explained in detail in Chapter 3, mainly contain network 

interdependency (Parbo et al., 2016; Zhang, 2019), traffic mixture (heterogeneity) of timetables, 

routing and platforming etc. It should be noticed that the heterogeneity of the timetable is also 

affect by the line plan whose major task is to decide the stop plan of trains. 

2.3 Measuring railway capacity. 

Most literature still follows a well-accepted but conventional standard based on Abril et al. (2008), 

and recently supplemented by Khadem Sameni & Moradi (2022), where capacity studies are 

simply divided into analysis (mathematic formular-driven method), simulation (supported by 

(1) Open tracks act as platform tracks

(2) Open tracks and isolated platform tracks (blue)

(3) Isolated open tracks (orange) for fast trains
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business software), and optimisation (models and algorithms). However, there is a clear trend 

that the methodology of capacity studies is becoming more integrated and comprehensive. For 

example, Mussone & Wolfler Calvo (2013) created a capacity optimisation model with constraints 

based on analytical formulas that calculate the junction capacity, line capacity, and interference 

between trains. Similarly,  Zhou (2022) calculated unused time-space block areas by using the 

arrival and departure times of successive trains. Then, each used time-space block area is further 

abstracted as weighted vertices, and capacity measurement is therefore defined as a traveling 

salesman problem (i.e. optimisation). In short, the increasingly various research processes make 

the existing capacity classification method reluctantly applicable. 

The nature of thesis indicates that the timetable is not only the transport product for passengers, 

but also a denotation of the railway capacity. Based on whether a research process requires a 

timetable, this thesis uses a new railway capacity study classification, and the following title is 

listed accordingly. 

2.3.1 Measuring capacity without a timetable 

2.3.1.1 Formula-based methods 

1. Headway formula  

The UIC in code 405 (Khadem Sameni, 2012; Liao, 2021) gives the following formular as the basic 

principle for measuring the railway capacity: 

𝑁 = 𝑇
𝑡! + 𝑡" + 𝑡#  (2-1) 

§ 𝑁 is the railway capacity, counted as competed train path number. 

§ 𝑇  is the defined time period, which can be hour (s), a day, etc. 

§ 𝑡!  is the average minimum headway between trains. 

§ 𝑡"  is the necessary buffer time added to the headway to against initial delays. 

§ 𝑡#  is the extra time parameter that compensates for the diminishing returns in travel 

time reduction when the number of block sections increases. 

The research focus of later studies based on headway formula is how to reasonably value 𝑡!  by 

jointly considering track condition, signalling systems, rolling stock features. Examples can see 

previous works (Abril et al., 2008; Kozan & Burdett, 2005; Mussone & Wolfler Calvo, 2013).  

Considering the variety of train stops, leading to the heterogeneity, another branch of 

development based on headway formulae is the coefficient method (Lai et al., 2015; Hao Yang et 

al., 2011). The basic principle is first introducing a particular stopping pattern as the ‘standard 
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train’, regarded as the ‘basic train equivalent.’ Other trains with stopping patterns that differ from 

the standard train are categorised as ‘other types of trains.’ Due to the variations in stopping 

patterns, these trains may produce different headways at each station, resulting in a 

corresponding coefficient (2-4). Railway capacity (2-2) is then calculated as the total number of 

standard trains (2-3) minus the equivalent number of standard trains represented by the 

coefficients of the other types of trains. 

𝑁 = 𝑛$ −)(𝜀% − 1)𝑛%  (2-2) 

𝑛$ =
𝑇

𝑡!‘ + 𝑡" + 𝑡#  (2-3) 

𝜀% =
ℎ' + ℎ(
𝑡!  (2-4) 

§ 𝑁 is the railway capacity, counted as train number. 

§ 𝑛$ is the 'standard' train number in the timetable. 

§ 𝑛%  is other type of train number in the timetable. 

§ 𝜀%  is the coefficient of train 𝑛%. 
§ 𝑇  is the defined time period, which can be hour (s), a day, etc. 

§ 𝑡!‘  is the average minimum headway by assuming standard trains are the only train 

types in the timetable. 

§ 𝑡"  and 𝑡#  are the same meaning with those in formula (2-1). 

§ ℎ'  is the arrival headway time between the standard train and train 𝑛%. 
§ ℎ(  is the departure headway time between the standard train and train 𝑛%. 

The 'average' headway essentially indicates a fact that the train traffic among trains are usually 

heterogenous, which is caused by the variation in speed, stop patterns and headway times. 

Landex (2008) proposed the heterogeneity formula of train traffic as following, suggesting that if 

the calculation result approaches to 0, train traffic is homogenous, and vice versa. 

𝐻𝑒𝑡𝑒𝑟𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = 1 − ∑ [𝑅𝐷𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒 × 𝑅𝐴𝑟𝑟𝑖𝑣𝑎𝑙])
%*+

𝑃 − 1  (2-5) 

𝑅𝐷𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒 = 𝑚𝑖𝑛{ ℎ(,%ℎ(,%-+ ;
ℎ(,%-+
ℎ(,% } (2-6) 

𝑅𝐴𝑟𝑟𝑖𝑣𝑎𝑙 = 𝑚𝑖𝑛{ ℎ',%ℎ',%-+ ;
ℎ',%-+
ℎ',% } (2-7) 

§ 𝑃 is the number of observed headways, indexed by 𝑖. 
§ 𝑖 is the index of headway. 

§ ℎ(,%  is the 𝑖th departure headway time between a pair of successive trains. 
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§ ℎ',%  is the 𝑖th arrival headway time between a pair of successive trains. 

2. Queuing theory  

The queuing theory regards facilities inside a railway network as servers and trains as customers. 

The 'arrival- dwell or other operation tasks - departure' process is assumed as stomatic possibility. 

By setting the Kendall’s notation first, several performance indexes could be evaluated, such as 

queue length, queuing time, delays. For example, Weik et al. (2016) employed a single-server 

queueing system to calculate the average delay time, analysing the relationship between the 

maximum available train number under a time period (i.e., capacity) and the level of service (i.e., 

delays). Huisman et al. (2002) utilised train occupancy times and a semi-Markov queueing model 

to predict train waiting times, thereby estimating the maximum available train number under a 

time period (i.e. capacity) within a specified period. Yuan & Hansen (2007) analysed the 

relationship among train number, timetable reliability, and punctuality via a queuing model. 

Further interest on queuing theory application on railway can read the review given by Weik et al. 

(2016). 

2.3.1.2 Graph-based method 

Railway capacity can be measured by simulating the train path on time-space graph, which can 

be divided into simulation methods and compression methods.  

1. Compression methods 

There are two compression methods: UIC 406 compressions (UIC, 2013) and Capacity Utilisation 

Index (CUI) (Armstrong et al., 2011). The former takes the theoretical/technical headway as a 

compression unit, while CUI takes the ‘planning’ (i.e., theoretical plus supplement) time intervals 

at a railway station or a railway line as a compression unit. Despite the unit difference, the 

principles of these two methods are the same: moving every train path in the same direction 

without changing the train precedence and train trajectory until all train paths are closely-

arranged with each other. More details can read Landex (2008), Armstrong et al. (2011), and Zhang 

(2015). Moreover, Max-plus algebra (Goverde (1998, 2007)) can be understood as a 'compression’ 

method: the route arrangement of trains that follows a pre-set order and blocking time can be 

denoted as a matrix form, thus the capacity can be measured.  

2. Simulation methods 

Simulation methods typically analyse proposed performance indexes of timetables before 

implementation, providing adjustment suggestions, and allowing railway capacity to be 

calculated and evaluated. Typical business software includes OpenTrack (Dicembre & Ricci, 

2011) from Switzerland, RailSys (Lindfeldt, 2015) from Germany, Rail Traffic Control (Shih et al., 
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2015) from the US, Capacity Management System from the UK, DNOS from Netherland, PETER 

from TU Delft, RAILCAP from Belgium, DEMIURGE from France (Khadem Sameni, 2012), and 

Treno (Trenolab, 2022) from Italy.  

Besides business software, other techniques can simulate the railway network. For instance, 

Chen (2009) scheduled regular timetables on a high-speed railway via Petri Network. Iliasov et al. 

(2013) developed a signalling platform called SafeCap, which identifies bottlenecks in the railway 

network. Ma (2015) estimated the capacity influence of train combinations with different speeds. 

Vieira et al. (2018) developed a discrete events system to analyse railway efficiency, defined as 

the rate of total train paths generated by a heuristic algorithm and used capacity. 

2.3.1.3 Discussion 

Formula-based methods can give a quick and general capacity estimation of railway system and 

some possible system performances. However, both headway formula and queuing theory have 

significant limitations when applied to large and dense railway networks. The headway formula 

relies heavily on the accurate determination of parameter values, which requires extensive 

empirical data. Additionally, the coefficient method is limited to scenarios with a restricted 

variety of train types or affected by a dominant standard train type (Gao, 2022).  

Regarding queuing theories, one of the fast evaluation applications is that analysing the 'queuing 

length' and 'delays' suggest the potential capacity bottlenecks and a need to expand the 

infrastructure. Assuming an average arrival headway is 𝑎  minutes from 𝑛  directions and the 

average dwell time is 𝑐  minutes, the minimum platform number required is 𝑝 = G./
'
H , where  

⌈ ⌉,is the ceiling function symbol (Zhao et al., 2023). Accordingly, the switch area, which handles 

all departure operations of trains, can be simulated as a single server. Because all trains must 

merge into the open track, both the dwell time and platform number can affect the station 

inventory significantly. 

Compared to formula-based methods, graph-based methods can conclude more precise railway 

capacity measurement results. In most cases, both compression and simulation methods are 

preceded by a timetable generation step, thereby forming as a research cycle of timetable 

generation, railway capacity measurement and assessment, and feedback. Examples can see 

Abril et al, (2008); Gao (2022) and Goverde et al. (2016). The compression method allows for the 

easy assessment of the occupation intensity, represented as capacity occupation rate, of 

different parts of the railway infrastructure. This helps identify network bottlenecks and 

determine which parts of the network have the potential to accommodate more trains. The 

accompanying drawback is that the compression methods exclusively emphasise on capacity 

occupation rate while offering limited explanatory potential regarding service quality of the 
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timetable. For example, some trains show strong attractiveness and competitiveness due to their 

timeliness, giving them priority in the timetabling process. However, they may have a negative 

impact on the overall capacity occupation rate.  

The simulation method provides the highest precision in capacity measurement by simulating 

train operations to verify the feasibility of timetable proposals. It also should be noticed that the 

development of advanced signalling systems (i.e., moving block signalling) (Landex & Wittrup, 

2023) will possibly change the fundamental principles of railway capacity measurement in future, 

such as in forming microscopic train trajectories (Wang & Goverde, 2016), describing train 

relationships (e.g., virtual coupling) (Quaglietta et al., 2020), and trains can even behave like a 

road traffic congestion: queuing and then forming a ‘shockwave’ (Diaz de Rivera & Dick, 2021). 

With the growth of computing power and developments of artificial intelligence, simulation 

methods have a promising future in railway capacity study. However, due to the extensive initial 

scenario setup and parameter preparation required, the simulation method demonstrates its 

advantages more effectively in research motivations such as testing the influence of random 

disturbances (e.g., severe weather, equipment failures), microscopic operational details (e.g., 

switch operations), and nonlinear operations (e.g., train dynamics, passenger boarding and 

alighting), compared to the nature of this doctoral thesis. 

2.3.2 Measuring capacity with a timetable 

When a train operates within the network, it utilises the time-space resource (Liao, 2021) and is 

represented as capacity consumption (UIC, 2013): the signalling system divides a railway 

network into individual block sections, the total occupation time, which consists of signal 

preparation, reaction, approaching, actual occupation, and clearing time, is also called the 

blocking time. Comparatively, the headway is the time interval between a pair of successive 

trains occupying a block section. Capacity measurement establishes a mathematical link with 

the fundamental safety rules in timetabling: headway or blocking time. 

Measuring capacity with a timetable in this section essentially means generating a feasible 

timetable with optimisation methods while integrating capacity constraints or objectives. The 

great extensibility of optimisation models can deeply combine railway operation rules, goals, and 

interests of different parties (i.e. railway operators, passengers) and railway planning stages, thus 

forming integrated problems. Representative reviews can see Ball et al., (2007); Bešinović et al., 

(2021); Cacchiani et al. (2015); Caimi et al. (2017); Harrod (2012); Niu (2021); Zhang (2020) , Li 

(2022) and Zhang (2019). 
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2.3.2.1 Principles of scheduling theory: job (flow)-shops models 

Scheduling theory was first applied in railway planning by Szpigel (1973) because the modelling 

principle is similar to the occupation of block sections: a job (i.e. train) can only be processed (i.e. 

an operation, a movement) by one machine (i.e. station and block section) at a time, and each 

job follows a specific operation precedence to complete the train route. The scheduling theory in 

railway timetable scheduling is to find the job (i.e. trains) schedule which has the minimum 

complement time (i.e. makespan) or tardiness  (Pinedo, 2007).   

Depending on interpretation difference, scheduling theory on railway timetable scheduling can 

be modelled as either flow-shop scheduling problem or job-shop scheduling problem. All jobs 

(i.e. trains) at flow-shop scheduling follow the same occupation precedence of machine (i.e. 

stations and block sections) while each job at job-shop scheduling problem could have their own 

precedence. It appears that the flow-shop scheduling model could show more advantage on 

scheduling timetables for singular direction of a railway line, but the literature evidence shows a 

preference on job-shop scheduling, see the review given by Lange & Werner, (2018).  

Depending on perspective difference, the solution process of the job-shop scheduling problem 

needs to convert time-dependent graphs into static forms such as alternative graphs (Corman et 

al., 2010) or disjunctive graphs (Burdett & Kozan, 2006). Alternative graphs show alternative job 

processing precedences at each machine, while disjunctive graphs represent alternative in 

machines (i.e. stations, or platforms of a station) of each operation. A natural concern rises when 

dealing with stations which contains multiple platforms, Lange & Werner (2018) therefore 

summaries three types of parallel-machine (units) problems (Figure 2.6): 

 

Figure 2.6  Different approaches of parallel machine (units) 

§ The parallel-machine approach (D’Ariano et al., 2007): the train routes are fixed, and the 

station layout is known. 

§ The machine-unit approach (Liu & Kozan, 2009): the train routes are flexible, and the 

station layout is known. 
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§ The buffer approach (Burdett & Kozan, 2010): the train routes are flexible, and the 

station layout is unknown. 

A machine-unit job-shop scheduling model example (Liu & Kozan, 2009) is shown below. 

Table 2.3 Symbols and the explanation of a job-scheduling problem 

Symbols Meaning 

𝑛 numbers of jobs (i.e. trains) where the index is 𝑖 = 1,2,3, . . 𝑖, . . 𝑗. . . 𝑛 

𝑚 numbers of machine (i.e. stations or block section) where the index is 𝑘 = 1, . . . , 𝑚 

ℎ numbers of units of a machine (i.e. platforms) where the index is 𝑙 = 1, . . . , ℎ 

𝑜 index of operation precedence of a job where the index is 𝑜 = 1, . . . , 𝑚 

𝑠%01  Starting time of job 𝑖 at 𝑙	𝑡ℎ unit of machine 𝑚1. 𝑠%01 ≥ 0. 

𝑝%01  Processing time of job 𝑖 at 𝑙	𝑡ℎ unit of machine	𝑚1.	𝑝%01 ≥ 0 

𝑥%01  = 1 if job 𝑖 is assigned 𝑙	𝑡ℎ unit of machine	𝑚1.  𝑥%01 = 0, otherwise. 

𝑦%201  = 1 if both job 𝑖 and job 𝑗 are assigned 𝑙	𝑡ℎ unit of machine	𝑚1, and job 𝑖 is proceed 

before job 𝑗. 𝑦%201 = 0, otherwise. 

𝑟%301  = 1	if 𝑜	𝑡ℎ operation of job 𝑖 requires 𝑙	𝑡ℎ unit of machine 𝑚1. 𝑟%301 = 0, otherwise. 

𝐶 The job competition time. 

𝑀 A very large positive number. 

The model structure is formed as: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒	𝐶 

           ∑ ∑ 𝑟%3014
1*+

!
0*+ (𝑠%01 + 𝑝%01) ≤ ∑ ∑ 𝑟%3-+014

1*+
!
0*+ 𝑠%01	 (2-8) 

	∑ ∑ 𝑟%3014
1*+

!
0*+ (𝑠%01 + 𝑝%01) ≤ 𝐶  (2-9) 

 𝑠201 + 𝑝201 +𝑀(𝑦%201 − 1) ≤ 𝑠%01  (2-10) 

𝑠%01 + 𝑝%01 +𝑀(𝑦2%01 − 1) ≤ 𝑠201  (2-11) 

∑ ∑ 𝑥%014
1*+ = 10

0*+   (2-12) 

𝑦%201 + 𝑦2%01 ≤ 1 (2-13) 

𝑥%01 + 𝑥201 − 1 ≤ 𝑦%201 + 𝑦2%01  (2-14) 
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Constraint (2-8) restricts that the starting time of (𝑜 + 1)𝑡ℎ  operation of train 𝑖  should not be 

earlier than the complement time of 𝑜	𝑡ℎ  operation of train 𝑖. Constraint (2-9) restricts that the 

complement time of each operation of each job at the machine 𝑚 (i.e. the last) is no earlier than 

the makespan.  𝑖 + 1  cannot enter the block section unless train 𝑖  leave the block section. 

Constraint (2-10) - Constraint (2-14) indicates the coupling relationships among decision 

variables, guarantying the there is only one operation of one job is processed at one unit of a 

machine. 

2.3.2.2 Principles of space-time network modelling 

The difference between Job-shop models and space-time network (STN) modelling is that STN 

sets a binary variable representing the occupation of discrete time element while time element in 

job-shop models is continuous (Lange & Werner, 2018). Brännlund et al., (1998) divided time 

period of STN and tracks into one-minute time slots and block sections, and the binary decision 

variable 𝑥."6 = 1  means train 𝑛 occupies block section 𝑏 at time instant 𝑡. Some basic concepts 

are list as following: the graph is 𝐺 =	 (𝑉, 𝐴),	 𝑣 = (𝑖, 𝑡) ∈ 𝑉 represents the time instant of a vertex, 

and 𝑎 = (𝑖, 𝑗, 𝑡, 𝑡′) ∈ 𝐴	represents a space-time arc. 𝑖, 𝑗, 𝑖′, 𝑗′are the space index, and 𝑡, 𝑡′, 𝜏, 𝜏′ are 

the time index. The objective function is written as 𝑚𝑖𝑛	𝑍 = ∑ ∑ 𝑐.,'𝑥.,''∈8. , and 𝑐.,'  represents 

as a cost. 

The model is mainly structured via the multi-commodity flow and safety constraints.  The multi-

commodity flow is written as ∑ 𝑥.,' = ∑ 𝑥.,''∈8'∈8  where  𝐴-  represents entering direction, 

and 𝐴9represents leaving direction. Regarding safety constraints, there are three methods which 

are incompatible arc set (Caprara et al., 2002, 2006; Zhang et al., 2020; Zhang et al., 2019), 

cumulative flow variables (Meng & Zhou, 2014, 2019), and recourse variables (Wang et al., 2023):  

§ The incompatible arc set Ψ(𝑎) collect all possible arcs representing the overlapping (i.e. 

incompatible and conflicted) between a pair of successive trains regarding their arrivals, 

departures, and running between stations. The corresponding constraints are written 

analogously as  ∑ ∑ 𝑥.,' ≤ 1'∈:('). . A similar modelling principle is hypergraph (Harrod, 

2012) which introduce a second binary decision variable to represent this afflicted 

occupation of block sections spatio-temporally. 

§ The cumulative flow variable essentially establishes the logic link between the actual 

time and decision binary variables. The actual arrival time and departure time of train 𝑛 

is defined as 	𝑎.,%,2  and 𝑑.,%,2  respectively, and supportive binary variable 𝑎.,%,2,6  and 

𝑑.,%,2,6	represent the train 𝑛 arrive or depart from 𝑖  to 𝑗 respectively. The actual arrival 

and departure time are calculated as 𝑎.,%,2 = ∑ 𝑡 × (𝑎.,%,2,6 − 𝑎.,%,2,69+)6∈=  and 𝑑.,%,2 =
∑ 𝑡 × (𝑑.,%,2,6 − 𝑑.,%,2,69+)6∈= , so that the headway can be written with big-M constraints. 
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§ The resource variable essentially defines that occupation of a block section is a period 

ℎ.,%,2,> = 1; 𝜋 ∈ [𝑡, 𝑡 + ℎ𝑒𝑎𝑑𝑤𝑎𝑦], simulating the headway constraints as ∑ ∑ ℎ ≤ 1>. . 

By setting ℎ.,%,2,> = 𝑥.,' , the decision variable is therefore coupling with resource 

variable.  

STN demonstrates excellent extensibility in timetabling modelling. It is effective for both macro 

and micro timetable modelling and is applicable to both periodic and non-periodic timetables. 

For instance,  Zhang et al. (2020) researched routing and platforming problems based on the 

macro-level timetable based on the incompatible arc sets from (Caprara et al., 2002, 2006). Wang 

et al. (2023) employed a resource variable modelling system and a branch-and-price strategy to 

study the issue of overlapping conflicting routes in routing and platforming problem. Meng & Zhou 

(2014, 2019) used cumulative flow variables to investigate micro-level robust timetable modelling. 

Zhang et al. (2019) adopted a replication variable strategy to replicate a single-period timetable 

into a periodic timetable. Li (2022) set the concept of actual time in cumulative flow variables as 

a cost, making the STN objective function representative of the capacity consumed by the 

timetable. Liao et al. (2021) combined decision variable with the occupancy of micro-block 

sections to design a hybrid STN modelling method for capacity evaluation. Yao et al. (2023) 

embedded passenger routing problems into STN-based timetable modelling, enabling the 

assessment of timetable service quality. For further detailed reviews regarding STN, refer to Wang 

et al. (2022)'s work. 

2.3.2.3 Principles of event-activity network modelling 

Given a set of events (vertexes): 𝑖, 𝑗 ∈ 𝑁, activity (arc): [𝑖, 𝑗] ∈ 𝐴 (i.e. representing from event 𝑖 to 

event	𝑗), and the time instants of events 𝑣2 , 𝑣%, and a time window (𝑙%2 , 𝑢%2) , the model of event-

activity network (EAN) is to find a solution which satisfies all 𝑙%2 ≤ 𝑣2 − 𝑣% ≤ 𝑢%2. Any activity of 

trains, such as running, dwell, headway, can all be written analogously.  

Some major extensions of 𝑙%2 ≤ 𝑣2 − 𝑣% ≤ 𝑢%2  are as follows. If the timetable is operated in a cyclic 

nature, the model introduces a cycle time 𝑇 and a module binary variable 𝑝%2  which equals to 1 

only if 𝑣2 ≤ 𝑣%  , and the aim is to find solution which satisfies all 𝑙%2 ≤ 𝑣2 − 𝑣% + 𝑇𝑝%2 ≤ 𝑢%2, named 

as periodic event scheduling problem (PESP). Define 𝑥' = 𝑣2 − 𝑣% + 𝑇𝑝'  and 𝐶-, 𝐶9  as two 

directions of an undirected graph 𝐺, the PESP can be re-written as cycle periodicity formulation 

(CPF). Supporting proofs and detailed formulations can be found in Odijk (1996) and Peeters 

(2003). Furthermore, if set 𝑣%  has the flexibility of a time window(𝑣% , 𝑣%), and 𝑣2 − 𝑣% + 𝑇𝑝%2 ≤ 𝑢%2  

is changed into 𝑙%2 + d𝑣% − 𝑣%e ≤ 𝑣2 − 𝑣% + 𝑇𝑝%2 ≤ 𝑢%2 − (𝑣2 − 𝑣2). Caimi et al. (2011) regarded this 

as a method to deal with microscopic timetable infeasibility after achieving a feasible 
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macroscopic timetable from PESP. Further interests on the extension and integration of EAN can 

read a review given by Liebchen & Möhring (2008) and Zhang (2020). 

The evidence indicates that EAN has conducted extensive research on capacity measurement. 

Sparing & Goverde (2013) established a capacity assessment model with the objective function 

of minimizing the cycle time. In their subsequent work (Sparing & Goverde, 2017), they analysed 

the relationship between flexible dwell times, running times, and the stability of the timetable. 

Similarly, Heydar et al. (2013) and Petering et al. (2016) developed a capacity assessment model 

for a single-track railway in one direction, also with the objective function of minimizing cycle time. 

This model operates on a micro-scale (i.e., including platform selection), but did not allow 

overtaking behaviours among trains. Zhang & Nie (2016) then designed constraints for modelling 

overtaking behaviour, analysing the impact of factors such as speed differentials and stopping 

patterns on capacity. In their subsequent studies (Zhang et al., 2019; Zhang & Nie, 2017), they 

attempted to introduce the concept of time window to analyse the impact of cross-line trains on 

capacity. Chen (2017) focused on minimising the latest arrival time to enhance the bottleneck 

segment throughput capacity of a railway line. Yan & Goverde (2019), based on their own previous 

work (Yan & Goverde, 2017), designed four optimization objectives—minimising travel time, 

timetable robustness, among others—to explore the trade-offs between these objectives. Li et al. 

(2023) introduce an extended EAN to access the capacity of railway network where the model 

contains platform choices and the capacity impact of cross-line trains. The results are very 

similar to the work by Li (2020) that if cross-line trains account for over 40%, the overall capacity 

of the network will decrease. Apart from capacity assessment, Lamorgese et al. (2017) designed 

a feedback mechanism between macro and micro timetables based on the EAN to assess 

whether infrastructure expansion is needed to achieve a capacity increase. 

2.3.2.4 Considering robustness in the timetable 

As a common feature, robustness refers to how a system reacts in the presence of arbitrary errors. 

Depending on data availability, how to convey errors into model language mainly divides studies 

into recoverable robustness optimisation (Anderegg et al., 2009) and stochastic programming 

(Khan & Zhou, 2010). Recoverable robustness optimisation inevitably generates overly 

conversative solutions because every uncertainty needs to be considered, leading to a low-

capacity occupation level. Stochastic programming usually gives specific solutions after errors 

and initial plans become known. However, stochastic errors programming still proved to be very 

challenging considering the complex model structure and the large problem scale at the 

timetable generation stage (Bešinović et al., 2021; Goverde & Hansen, 2013).  

Besides, robustness perspectives contribute to various measurements and definitions of 

robustness: buffer time (Landex, 2008), slack time of critical paths (Goverde, 2007), realised 
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passenger travel time (Dewilde & Sels, 2011), and metric-based assessment (Andersson et al., 

2013). Lusby et al. (2018) give an exhaustive summary of robustness at each railway planning 

stage, similar terminologies and methodologies. 

2.3.2.5 Discussion 

1. Mathematical features of modelling methods 

As general, most timetabling model principles belong to mixed integer programming where the 

train operation rules and relationships among trains are either written as constraints or linked by 

binary variables. Although the amount of literature on timetable scheduling using job-shop 

models is significantly less than that on space-time networks (STN) and event-activity networks 

(EAN), the modelling principles, such as big-M and precedence constraints, have profoundly 

influenced the development of timetabling models. These constraints effectively describe the 

sequencing of trains and numerous if-then scenarios in train operations. 

From the summary of safety constraints in Section 2.3.2.2, it is clear that blocking time and 

headway are fundamentally equivalent (Liao, 2021; Meng & Zhou, 2019), differing only in their 

perspective on capacity (Figure 2.7). Blocking time describes the occupation of time-space 

resources, whereas headway refers to the time interval between successive events, such as 

trains' behaviours: arrival, dwell, and departure. 

 

Figure 2.7 Blocking time and headway denotations on a time-space graph 

In terms of representing railway capacity, both STN and EAN demonstrate distinct advantages at 

the application level. If train numbers are used as the capacity form within a defined railway 

infrastructure, the STN, where decision variables primarily represent the formation of an 

integrated train path, offers greater structural benefits. In contrast, when assessing the capacity 

required by a proposed line plan, the EAN where the main model structure represent the time 

instants and cost could easily represent the timespan as a 'capacity consumption'. 
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2. The debate of model detail levels  

Depending on data availability or research motivation required, it is common to classify 

timetables into macroscopic and microscopic levels. A macroscopic level timetable regards 

railway stations as 'grey boxes' while a microscopic level timetable usually regards every block 

section as a modelling unit. Microscopic level timetabling allows regard every track circuit as a 

modelling unit, therefore the routing conflicts can be considered in detail. However, the 

drawback of microscopic timetabling is requiring significantly larger data input compared to 

macroscopic level (Bešinović et al., 2021). A recent trend has started to consider railway 

infrastructure at the mesoscopic level, see Goverde et al. (2016) and Zhang et al. (2020, 2022) as 

examples. Mesoscopic level modelling simplifies the routing conflicts at the switch areas. One 

strong supporting reason is that the routing at the switch area can be 'partially packed' as an 

aggregation (Corman et al., 2009; Lu et al., 2022; Schlechte et al., 2011), and an empirical 

headway verification has been tested by Li (2019). Figure 2.8 shows detail levels of railway 

infrastructure and routing aggregations. Nevertheless, routing and platforming is a natural 

integrated step with timetable generation and determining the route aggregation level would be 

key to achieving the balance of controlling model complexity and considering more operational 

rules. Further interests on platforming and routing can see the review by Schlechte (2012). 

 

Figure 2.8  Levels of railway infrastructures and route aggregation 
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3. The conflict between integration trend and decomposition algorithm development 

The integrated problems contain several isolated passenger railway planning stages as a whole, 

which is increasingly popular in the academic field (Lestari et al., 2024). Most claimed that 

integrated problems own the advantage of avoiding the repetitive loop between feedback and 

adjustments (Shown in Figure 1.1) with higher solution efficiency. However, by comparing at their 

solution processes, decomposition techniques are their dominating methods (Leutwiler & 

Corman, 2023). Decomposition techniques divide the problem into either parallel smaller 

problem, where the search for the satisfying gaps between upper and lower bounds, or into a 

master problem and sub-problems. In the latter approach, each sub-problem begins its solution 

process based on a base solution from the master problem, followed by the iterations and 

stopped by reaching predetermined gaps. From the algorithm perspective, the feedback and 

adjustment process in the integrated problem merely transfers human intervention of passenger 

railway planning in stages to the programming. Additionally, to maintain solution efficiency, the 

integrated problem model either oversimplifies model constraints, operation rules, or railway 

scenarios. This simplification leads to weaker interpretability of the integrated problem 

concerning railway operation reality. Based on this observation, it is questionable whether 

defining the service scheduling problem in this thesis as an integrated problem is a more 

advantageous choice. 

4. The uniqueness for simulation-based method 

This thesis would agree that simulation methods mentioned in section 2.3.1 can exert their full 

potential in researching resilience and robustness in the timetabling, because the basic 

modelling unit from simulation represents a probability of change. Therefore, they can simulate 

even more severe situations such as disruptions or closures. Simulation methods follow the 

general features of discrete event dynamic systems (Vieira et al., 2018): defining transitions or 

status updating (changing) rules.  

Additionally, focusing on capacity of the network does not mean ignoring initial robustness or 

stability of the timetable. The determination process of the minimum headway applied in a 

railway network shall consider certain levels of buffer time (Ning et al., 2009; UIC, 2013). 

2.4 Evaluating passenger experience. 

Passenger experience, sometimes referred to in other literature as passenger-oriented (Hu et al., 

2024) or passenger-centric (Parbo et al., 2016) approaches, is a significant academic branch 

within timetabling problem. However, research within this field can present diverse definitions, 

interpretations, methodologies, and research pathways depending on the attributes of the 
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railway project. The recent work by Hartleb et al. (2019) has highlighted that any timetabling 

concerning passenger experience should consider the following aspects: what elements 

constitute passenger experience (section 2.4.1)? How is it expressed (section 2.4.2)? How are 

passengers' origin-destination (OD) routing handled (section 2.4.3)? Additionally, how to 

reasonably hypothesise about passenger behaviours and intentions (2.4.4)? This section 

accordingly uses these questions as the following section headings. 

2.4.1 Passenger experience indicator (PEI) list 

Passenger experience covers not only the In-vehicle stage, but also before and after boarding 

stages (OECD/ITF, 2014). Academic and empirical evidence across European, Asian, and North 

American countries have commonly summarised the passenger experience into indicators within 

the following aspects (OECD/ITF, 2014; Transportation Research Board of the National 

Academies, 2013): availability, travel time, reliability, accessibility, care, comfort, safety, and 

information. Among these aspects, availability, travel time, and reliability are closely related to 

railway capacity because they essentially exert requirements for timetabling process. The 

remaining five aspects help improve passengers' well-being' during their travels. Those indicators 

are named as railway capacity-related passenger experience indicators (PEI) in Table 2.4. 

Table 2.4 Railway capacity-related passenger experience indicators 

Aspect Passenger experience indicator (PEI) 

Availability (1) Coverage 

(2) Direct travel 

(3) Transfer 

(4) Service hours 

(5) Daily/weekly frequency  

(6) Hourly frequency 

Travel time (7) In-vehicle time 

(8) Transfer time 

(9) Schedule delays/adoption time 

Reliability (10) Punctuality  

(11) Cancellation 
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Availability refers to train services in terms of geography, service time range, and frequency. It is 

common that not all travels can be served by a direct train, and not all railway operations follow 

a cyclic nature (i.e., the same train service repeats with a periodicity); travel mode is divided into 

direct travel and transfer, and the frequency is divided into daily (or weekly) and hourly frequency 

accordingly. Daily (or weekly) frequency means there is at least one desired train in a day or in a 

week but does not necessarily follow a cyclic nature. Comparatively, hourly frequency usually 

refers to periodic timetables (e.g., timetables in the UK, the Netherlands, and Germany). Hourly 

frequency can increase in peak hours and decrease in off-peak hours to meet demand changes.  

The travel time has In-vehicle and out-of-vehicle parts in general. Only the schedule delays are 

not wholly a travel time cost PEI. Schedule delays are the difference, either being earlier or later, 

between passenger desired arrival/departure time and actual times given by the timetable (van 

Wee et al., 2008). Desired arrival/departure time can vary from person to person, evidence 

(Lestari et al., 2024; Wheat & Wardman, 2017) shows that increasing the frequency of the train 

services can decrease the schedule delays statistically and negative mental feelings of 

passengers and extending the operating hours can satisfy more special travel needs. (e.g., the 

potential to catch the last metro after a late-night arrival) (Hu et al, 2023). 

The reliability of a railway system in passengers' view is essentially its punctuality (Parbo et al., 

2016) and the extent to which trains run as planned. The concern of cancellations (ORR, 2023) is 

also valued by passengers as well.  

2.4.2 Passenger experience evaluation function 

There are mainly two types of passenger evaluation functions: travel time-based and utility-based 

function. For travel time, it further divided into absolute travel time and perceived travel time. The 

perceived travel time is also known as generalised journey time (GJT) in the UK (Railway Delivery 

Group, 2018). Absolute travel time is the actual time cost (i.e. station-to-station time) for every 

passengers, jointly optimising the absolute travel time with either a timetable or a line plan is one 

of the objectives in research, see examples like  Dewilde & Sels, (2011); Wang et al., (2015); Yan 

et al. (2019); Zhu (2019) and Hu et al. (2023). Perceived travel time is a weighted travel time which 

covers the whole travel process (Ortúzar & Willumsen, 2011). In urban railway scenarios where 

trains are usually operated with a cyclic nature, how to quantitatively express transfer 'cost' is a 

key focus (Cheng, 2018). In intercity railway scenarios, the UK adopts the GJT consisting of the 

following components (Railway Delivery Group, 2018): 𝐺𝐽𝑇 = 𝑇 + 𝐻 + 𝐼, where 𝑇 is the station-

to-station travel time, including any transfer time, 𝐻 is service interval penalty, and 𝐼 is the sum 

of all interchange penalties. In a series of works by Wardman (2012, 2022) and Wheat & Wardman 

(2017), the GJT is rewritten as 𝐺𝐽𝑇 = 𝑇 + 𝛼𝐻 + 𝛽𝐼, where 𝛼, 𝛽 are newly added coefficients. The 
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motivation behind this was to challenge whether the current formulation of GJT used the 

appropriate weighting and adopted the historical ticket data to determine the elasticity (i.e. how 

easy the demand can be affected). The findings indicate that greater weight should be assigned 

to interchange. In short, the investigation result shows very limited evidence integrating perceived 

travel time at the timetabling stage. Comparatively, introducing perceived travel time in delay 

management is more common, such as  Goverde (2005); Högdahl & Bohlin (2023) and Isaai & 

Singh, (2001), because perceived travel time can represent the priority among passengers 

(groups): who go first. 

On the other hand, utility-based functions are commonly shown on passenger routing (i.e. OD 

assignment or distribution) or choice modelling (read section 2.4.3), rather than in timetabling 

issues (Hartleb et al., 2019). Cheng (2018) further summarises that studying utility-based 

function essentially is the quantitative research of influence factors or key stages of passenger 

travel process, such as waiting time (Gong et al., 2021; Niu & Zhou, 2013), adoption time (i.e. 

weighted waiting time) proposed by Polinder et al. (2020), and transfer time (Li, 2018; Wong et al., 

2008). Typical function structure types are additive functions (Li, 2020), multiplicative functions 

(Liu, 2012), natural exponential functions (OECD/ITF, 2014). The investigation of this thesis shows 

that (Mei et al., 2021) is one of rare studies who integrates passenger utility and timetabling where 

the passenger utility is written as continuous approximation form. Further interest regarding 

utility-based function can see the work by Ortúzar & Willumsen (2011). 

2.4.3 Passenger routing or distribution 

Choice modelling is assigning a utility to each route, and the percentage or the possibility of 

passengers selecting a certain route depending on the utility of the route or alternative routes. 

Multiple available routes generate the following step called passenger OD distribution (i.e. 

assignment), which is seen more frequent on road traffic. Comparatively, singular route is much 

more common for railway travels, especially for long-distance railway travellers, and 

predetermining the passenger route choice is therefore an acceptable assumption. Following 

those natures, representative examples of the timetabling problem considering passenger 

routing or distributions can classified into Table 2.5. Further interests regarding passenger routing 

could see the review part by Hartleb & Schmidt (2022) and Yao et al. (2023). 

Regarding choice modelling structure, logit-based models are dominant players in this field, see 

evidence proved by Cheng (2018) and Li (2020). Because of the non-linear nature of logit-based 

models, the effectiveness of logit-based model linearisation is proved by Haase & Müller (2014) 

and Hartleb & Schmidt (2022), and the following works (Hartleb et al., 2023; Hu et al., 2024) can 

integrate choice modelling better with their overall optimisation models in timetabling. 
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Alternatively, the choice modelling can be denoted as a linear additive form consisting of 

deterministic parts and an error term. Deterministic part represents the 'known and concluded' 

utility, such as station-to-station travel time, and error terms represent the 'unknown and hidden 

part', such as passenger preferences or statistical errors (Train, 2002). 

Table 2.5 Research pathways of passenger routing and distribution in timetabling 

 Predetermined route Integrated choice modelling 

Singular route Pätzold & Schöbel (2016) 

Liebchen (2018) 

This thesis 

Yao et al. (2023) 

Gattermann et al. (2016) 

Goerigk & Schmidt (2017) 

Löbel et al. (2020) 

Distribution Robenek et al. (2016) 

Yao et al. (2024) 

Sels et al. (2015) 

Hartleb & Schmidt (2022) 

Hu et al. (2024) 

 

2.4.4 Passenger preferences 

Passenger investigation data is the input of choice models, provides vital reference for 

reasonable assumptions, and verifies service quality of timetables. There are two types of 

investigations: stated preference (SP) and revealed preference (RP). SP investigation is presented 

with hypothetical scenarios and collects passenger preferences, representing passenger 

expectations on service quality. RP investigation presents the observed and collected behaviour, 

using data from ticketing and any other historical record. The insights of RP suggest the passenger 

decision preferences and real-world behaviour patterns, indicating the compromise between 

current railway supply and passenger expectations (Lee, 2014). RP conclusions not only reflect 

the gap between current service levels and passenger expectation, but also validate the model 

results based on SP data. 

Structures of SP or RP questionnaires are highly flexible depending on the investigation goals 

(Guo, 2015; Li, 2022; Li, 2015; Li, 2020; Wardman, 2022; Wheat & Wardman, 2017; Zhang et al., 

2016). Despite the differences in railway contexts, some characteristics of long-distance 

travellers are commonly shared:  

§ mostly planned travels,  

§ less elasticity (i.e. stable demands),  

§ showing stronger concern regarding transfer and interchange, and  

§ valuing more on arrival time rather than departure time.  
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Regarding transport modes, China HSR has a strong competition with civil aviation (Wang et al., 

2020; Yang et al., 2018), and evidence shows that flights only show its advantage when the travel 

time is later than 19.00 or earlier than 10.00, and for passengers from/to Northwest China. 

2.4.5 Discussion 

It could be concluded that the line planning decides critical contents of a service plan, thus 

delivering most aspects in PEIs. Time-based and utility-based functions are two typical passenger 

evaluation functions reflecting passenger experience. Utility functions further require choice 

modelling and input from SP or RP investigations, or any other empirical data, which can evaluate 

the full passenger travel process. If trying to integrate utility functions into optimisation models, 

a core challenge is the linearisation of the utility function.  In terms of valuation of the coefficients, 

perceived travel time, or GJT in UK, requires empirical data as a basis for the component values. 

Considering passenger experience in timetabling stages can help deliver more precise and 

satisfactory services to different passengers (or passenger groups), specially based on key 

insights from SP and RP investigation results. However, Wheat & Wardman (2017) challenges the 

validity of SP investigation: some questions may mislead passengers due to their lack of 

professional knowledge. For instance, a transfer time of approximately 15 minutes was found to 

be preferred by most passengers in China HSR during a SP investigation (Guo, 2015; Li, 2020; 

Wheat & Wardman, 2017), however, this preference is often unrealistic, as passengers frequently 

overlook many factors, such as the anxiety caused by crowdedness, unfamiliarity, facilities 

(Wheat & Wardman, 2017), in the transfer process that prolong their actual transfer time. 

There is a clear trend that research related to utility function is mostly applied to urban railways, 

regional railways or other periodic services with short travel distances (Lestari et al., 2024). These 

railway scenarios also typically do not require seat reservation, and the service patterns (i.e. the 

stop plans of services) are simple. Consequently, passengers can alter their travel behaviours, 

train service at other time, train service with different routes, or other transport modes at a 

relatively low cost. Demand characteristics are therefore highly time-dependent (Gong et al., 

2021; Meng & Zhou, 2019; Niu & Zhou, 2013). This observation aligns with Wheat & Wardman, 

(2017), who noted that short-distance travellers might exhibit higher price and service elasticity, 

indicating that demands of short-distance travellers are more easily influenced by the varying 

price regarding during/off-peak trains, crowdedness levels and availability of trains. Therefore, 

utility functions can investigate the key influencing factors and are used for enhancing the 

attractiveness of railway services, especially for travellers who are not commuters. 

Comparatively, it is worth debating whether to adopt the utility function in railway contexts 

dominated by long-distance passengers. Firstly, from the perspective of choice modelling, 
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alternative services that occupy different routes for long-distance passengers are in fact very 

limited. For those OD pairs with less demand, provided services only have one route with lower 

frequency, passengers have to either make compromise to those service or change into other 

transport modes (Hu et al., 2024). For those popular OD pairs, they are often served by high-

frequency fast trains on a singular route. Additionally, Lu (2021) has testified the alternative 

routes of all ODs within China HSR network and concluded that 'impedance' of alternative routes 

is very high in such a large network scale, represented by either no available HSR services or 

excessively additional travel distance. This indicates that the alternative routes, even provided 

with HSR services, are very unattractiveness. Secondly, from a perspective of service time 

difference, services with high 'utility' values due to time-related preferences, thus more likely 

attracting more passengers, will be eliminated by dynamic ticketing in subsequent stages to 

adjust actual passenger demand (Yuan et al., 2018). Thirdly, from the perspective of utility 

function form, the utility functions usually contain factors that the timetabling cannot cover, such 

as comfort, safety, accessibility, and information, which is far less relevant with railway capacity. 

In fact, Wheat & Wardman (2017) verified that the GJT function can better fit ticket sales data to 

reflect passenger preferences compared to the utility functions, and they argued that travel time 

represents the most vital aspect of railway travels. 

2.5 Summary and gaps 

This literature review systematically explains the concept framework and measurement methods 

of railway capacity, briefly introduces the influencing factors of railway capacity, and summarises 

methods of evaluating passenger experience. Each section mainly sorts the principles of 

methods, highlights the difference among research pathways and natures, analyse the research 

motivations behind, and ends up with a corresponding discussion. At the same time, 

supplementary review recommendations are listed for further interests. 

Regarding a conceptual framework of railway capacity, an extended railway capacity concept 

framework is built based on the capacity balance factors graph from UIC406, concluding as 

quantity and quality aspects and covering the whole railway planning process. Regarding 

influencing factors of railway capacity, the key infrastructure factor is the track layout including 

open track number and isolated platform tracks. Regarding railway capacity measurement, the 

development history of optimisation models shows that the majority of models involves mixed 

integer programming, and the mode complexity depends on detail levels of simulating the 

infrastructures, describing the operation rules, and integration levels of models. Besides, it can 

be expected that software-based simulation methods will have broader integration with 

operational research due to advances in chip technology and artificial intelligence. Another 
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conclusion is that timetabling models with capacity constraints or objectives fit better with the 

research nature of this thesis. Regarding evaluating passenger experience, availability, travel 

time and reliability are first concluded as capacity-related PEI aspects, which can be addressed 

by timetabling goals. Although more precise passenger behaviours reflected by choice models, 

applying utility-based evaluation function in long-distance railway travels has been questioned 

by strong reasoning, and time-based evaluation function is therefore more applicable. 

By comparing the insights derived from this literature review and the latest statistical review given 

by Lestari et al. (2024) who clustered 333 effective timetabling papers from 944 samples, this 

thesis confidently identifies the following academic gaps: 

§ Very few studies have explored the reasons behind the controversial and diverse 

definitions and interpretations of railway capacity. As explained and answered in 

Section 1 and 2.1, this can be attributed to specific focused railway planning stages, 

railway contexts influenced by distinctive styles of network planning, varying transport 

needs and demand features (i.e. passengers in urban railways, regional railways, or 

long-distance railways), and the variety of research motivations. 

§ Although multiple objectives have been mentioned in some papers, few studies have 

been able to combine passenger experience indicators (PEI) and capacity in a deep and 

comprehensive way. As a result, the trend of capacity-related papers predominantly 

focuses on the increased capacity rather than improved capacity. There is a significant 

need to develop railway capacity methodologies that better meet passenger demand 

features and make more effective utilisation of infrastructure. 

§ From a perspective of addressing the challenges proposed in section 1.2.3, existing 

academic results lack convincing theories or methods, primarily due to the adaptability 

of existing methods to different application scenarios. For examples, alternative routes 

and frequent transfers are commonly accepted by urban railway passengers but not by 

long-distance passengers. Arranging 'stop-by-stop' trains does not increase travel time 

significantly for short-distance travel. In other words, it is necessary to divide cluster 

ODs in a reasonable manner, rather than uniformly setting all ODs to be completely 

equal in terms of meeting PEIs. Managing network-level services require more 

coordination and constraints within network parts. There is a need to divide country-

based macroscopic operation features (i.e. services in Japan, Germany, Netherland, the 

UK, China) into operation factors (Chapter 3) to conclude effective solution principles. 

In summary, this literature review establishes extensive academic linkages with existing research and 

serves as a guidebook connecting related topics beyond just railway capacity. It provides a reference 
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for the research pathway in the subsequent chapters and highlights the key points of modelling and 

assumption aspects. 
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Chapter 3 Capacity-related service scheduling process 

The introductory chapters have concluded that line planning, timetable generation, and 

platforming are crucial stages in passenger railway planning that affect capacity utilisation of a 

railway network. Furthermore, improving capacity utilisation necessitates a comprehensive 

consideration of the service quality across various OD pairs, which has been categorised in the 

Passenger Experience Indicators (PEI) table. This chapter aims to develop a capacity-related 

service scheduling process based on a detailed analysis of the passenger and operational factors 

influencing railway capacity. 

3.1 Passenger factors 

3.1.1 Understanding passenger decision and clustered groups 

The ticket purchasing process for an individual passenger is influenced by personal attributes 

such as occupation, gender, age, financial affordability. These factors contribute to the 

passenger's preferences on certain service qualities. After comparing against train booking 

information and dynamic prices, passenger will make the decision that suits them best (Yuan, 

2020). In other words, the decision to purchase the same train ticket can stem from entirely 

different passenger attributes, and for the same OD travel demand, different purchase outcomes 

may arise, such as variations in In-vehicle time, departure or arrival times, and seat class.  

 

Figure 3.1  Formation of clustered OD groups 
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Correspondingly, from the railway operator's perspective (Figure 3.1), these individual ticket 

decisions accumulate as OD flows and reveal several objective attributes, such as the OD, date, 

seat class, and train code (i.e. indicating the travel time), distance, demand volume. Railway 

operators cluster into specific OD groups based on these objective attributes. Thus, when 

interpreting the demand characteristics of ODs, various dimensions emerge, such as long-

distance versus short-distance ODs, ODs between different city tiers (i.e. station pairs), and 

distinctions between 1st and 2nd class passengers, which links to various travel purposes such 

as business, commuting, tourism etc. All ODs together constitute the diverse railway OD groups 

or OD markets (Sun et al., 2018). In other words, one OD encompasses multiple demand 

characteristics. For example, the OD pair from Beijing Nan (South) to Shanghai Hongqiao in the 

China HSR network is characterised as long-distance travel, high demand volume, the B-B (from 

Big station to Big station, the rest states similarly) station pair, and very profitable OD group (Hu 

et al., 2023, 2024; Li, 2020). 

Among the various objective attributes, the station pairs derived from city tiers, along with travel 

distance demonstrate a stronger correlation with HSR demand volume. Table 3.1 and 3.2 show 

the OD percentage of a long-distance train and between station pairs (Tian, 2018). Train G1204 

operates from Shanghai to Harbin, and the total operating distance is 2,422km.  

Table 3.1 Passenger loading distribution during the itinerary of train G1204 

Travel distance Passenger Passenger 

percentage 

person∙koilmeter person∙koilmeter 

percentage 

0-200km 538 21.21% 51,798 3.06% 

200-500km 650 25.36% 201,429 11.88% 

500-1000km 639 25.20% 472,508 27.88% 

1000-1500km 523 20.62% 627,505 37.02% 

1500km-2000km 130 5.13% 219,648 12.96% 

>2000km 56 2.21% 122,260 7.21% 

Total 2,536 100.00% 1,695,148 100.00% 

It can be concluded that ODs with travel distances between 200 to 1500 km have a higher 

percentage of passenger loading, and ODs with travel distances between 500 to 1500 km 

contribute the majority of turnover, representing profitable OD groups where ticket fares are 

calculated based on mileage. Passengers whose travel distance is over 2,000km contribute the 

least share of the train load. On the other hand, ODs associated with Big stations contribute 
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significantly to the HSR profitability. Therefore, these two objective attributes are considered 

crucial in shaping future timetable structures and in determining the provision of railway capacity 

consumption. Firstly, station pairs represent the transportation generation and attraction driven 

by economic, population, administrative, and industrial factors between cities, which have been 

widely verified (Li, 2022; Li, 2015; Li, 2020; Tian, 2018). Secondly, the advantage of HSR travel 

distance also reflects the favour and tolerance of passengers for the length of travel time on HSR. 

It has already demonstrated that ultra-long-distance OD pairs (over 1500 km) have less 

advantage in travel time (Wang et al., 2020) compared to civil aviation and are less economical 

(affordable) than overnight sleeper trains (Sun et al., 2018). 

Table 3.2 Daily bidirectional travels between station pairs on the Beijing-Shanghai HSR line 

Station pair OD pairs Passenger  Percentage 

B-B stations 15 77,710 53.04% 

B-M stations 66 41,410 28.26% 

B-S stations 36 17,580 12.00% 

M-M stations 55 5,790 3.95% 

M-S stations 66 3,615 2.47% 

S-S stations 15 416 0.28% 

Total 253 146,521 100.00% 

On the other side, from the perspective of transportation product supply, the multiple stops of a 

singular train create numerous direct OD transportation possibilities 𝐶.? = (𝑛2) =
.(.9+)

?
, where 𝑛 

is the total stop number of a train. Each direct OD transportation changes in product attributes 

like arrival time, departure time, and travel time with the train operating. This means that one train 

could be a 'fast' service for some ODs, while act like a 'slow' service to other ODs. Compared to 

air travel, where an aircraft typically makes at most one stopover, resulting in three direct 

transportation products (𝐶@? = @×?

?
= 3 ), one train can offer a significantly greater variety of 

transportation products. 

It should be acknowledged that, although OD groups can be further subdivided (e.g., by coach 

and seat class; geography topology of cities) and verified with actual data (Ma, 2018), this thesis 

argues that detailed categorisation of OD groups is better suited to tactical passenger demand 

predictions and dynamic ticketing studies, which is up to the 15-day ticketing window (Yuan, 

2020). Based on station pairs and travel distance, sufficient distinct groups can be established. 

This allows for the prioritisation and ranking of capacity-related service qualities, such as travel 
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speed and frequency, between OD groups, and providing a solid foundation for delivering a 

diverse and high-quality HSR service network with limited railway supply. 

3.1.2 Understanding passenger transfer process 

The latest investigation (Fu et al., 2024), from a pure enumeration perspective, shows that more 

than 90% of ODs in China HSR network do not have direct services. Although they might not 

account for the major travel parts of the China HSR, the service network needs to provide effective 

transfer services (mandatory transfer) if those passengers insist on choosing HSR. Scheduling 

interchange services involves determining the interchange location, the form of transfer (within 

the same station or between different stations), and the interchange connections between trains 

(Guo, 2015; Li, 2018). A typical transfer process is depicted as Figure 3.2. Wardman (2001) further 

defines the transfer time consisting of Figure 3.2 (1) and Figure 3.2 (4) as access time, Figure 3.2 

(2) as walking and adjust time, and Figure 3.2 (3) as waiting time. 

There are two types of passenger transfers: mandatory and voluntary transfers. Mandatory 

transfers occur when no direct service is available. Passengers opting for voluntary transfers 

typically do so to achieve a shorter total travel time or to benefit from higher frequencies of 

interchange trains.  

 

Figure 3.2 Transfer steps at an interchange station 

Voluntary transfers can be easily affected by the following aspects of interchange environment 

(OECD/ITF, 2014; Wardman, 2001): reliability, information, accessibility, and comfort. Each of 

these plays a critical role in shaping passengers’ transfer experiences and their willingness to 

engage in future interchanges. 

Reliability pertains to passengers’ confidence in successfully catching their connecting train. This 

is particularly significant as passengers often fear missing their connections, especially in 

(1)

(2)+(3)

(4)

(1) Access time: oR-boarding and going upstairs,

(2) Walking & adjust time: Walking to the interchange train gate/travelling to other stations,

(3) Waiting time: suitable waiting, 

(4) Access time: going downstairs and boarding again.
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infrequent services in the timetable. However, in networks operating periodic timetables with 

flexible arrangements (e.g., no mandatory seat reservations), passengers have the reassurance 

of being able to board later trains, thus reducing perceived risks. 

Information refers to the clarity and accessibility of signage, maps, and digital guidance systems 

within the station. These tools are crucial for enabling efficient navigation, particularly for 

passengers unfamiliar with the station layout. Effective information systems minimise the time 

required to locate platforms or facilities and alleviate the stress associated with transferring. 

Accessibility relates to the ease with which passengers can utilise station facilities and navigate 

transfer processes. For instance, the availability of lifts and escalators is essential for individuals 

with reduced mobility, heavy luggage, or accompanying young children. Additionally, the ticket 

re-checking process can significantly influence transfer efficiency—stations that require 

passengers to exit and re-enter may discourage transfers due to the added inconvenience. 

Comfort is associated with the physical and psychological environment of the station. Factors 

such as the cleanliness of the station, the availability of seating areas, and the level of crowding 

all significantly affect passengers’ overall experiences. Overcrowded or poorly maintained 

stations can leave a negative impression, potentially discouraging passengers from choosing 

transfers in the future. 

By addressing these elements, railway operators can enhance the overall interchange condition, 

encouraging greater acceptance of transfers. However, according to the current investigation in 

this thesis, there is no systematic study that analyses passenger factors affecting the willingness 

to transfer. Nevertheless, it can be reasonably inferred that passengers carrying large luggage and 

/or travelling with children or elderly persons, those not experiencing significant travel time 

savings from transferring, or those with physical disabilities are less likely to opt for voluntary 

transfers. 

3.1.3 Concluded assumptions of passenger and OD groups 

Due to the lack of precise OD data for the whole China HSR, it is necessary to cross-reference 

existing literature (Li, 2022; Li & Pi, 2024; Li, 2020; Lu, 2021) to reasonably infer the demand 

characteristics of China HSR OD. The individual passenger behaviour and choices primarily pose 

the following concerns: 

§ The first stems from the fact that passengers can have multiple routes for the same 

destinations, and face attractions from other transport modes. 

§ The second arises from whether the HSR service network implicitly encourages 

voluntary and multiple transfers and passengers' attitudes towards transfers. 
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§ The third is the inability to accurately capture schedule delays of PEI. 

§ The fourth is the travel time preference differ from ODs. 

This thesis makes the following assumptions and responses: Firstly, the overall principle for 

scheduling the service network in this thesis is based on revealed preferences (RP), assuming 

known backend data. Purchase decisions align with passengers' expectations of service 

qualities, and the passenger route aligns with the train line itinerary; otherwise, it is presumed 

they would choose alternative transport modes. This also means that the any prediction regarding 

passenger behaviours and choice modelling is not included in this thesis. Voluntary transfers are 

treated as two or more direct travel demands. Lastly, according to Sections 2.4.4 and 2.4.5, the 

distinction of alternative routes, attitudes towards transfers, schedule delays, and travel time 

preference is highly related to OD groups differing from travel distance. For medium and long-

distance travellers: 

§ The passenger routes can be regarded as limited or singular.  

§ Voluntary transfer might occur if considerable travel time saving can be achieved. 

Multiple transfers, however, are not considered as it strongly discourages passengers 

to choose HSR services.  

§ Schedule delays are considered within the goal of increasing daily frequency or the 

number of trains calling at the station. 

§ The time preference of the entire travel range is from 10.00 to 16.00 (Li, 2022; Y. Li, 2020), 

accounting for over 80% of daily travel. 

The evidence supporting multiple transfer assumptions stems from two major reasons:  

Firstly, the current service structure of China HSR network connects all major cities with direct 

fast trains. This arterial HSR is supplemented by regional HSR services, which function as 

capillaries to support the network. Such a system design inherently minimises the need for 

multiple transfers, as most origin-destination (OD) demands can be satisfied with either direct 

services or at most a single transfer. 

Secondly, Guo (2015) conducted a reliable stated preference (SP) survey specifically 

investigating transfer behaviour on China HSR network, with a substantial sample size of 5,000 

respondents. The survey findings (Table 3.3) reveal that for travel distances of 500–900 km, only 

30%–32% of passengers were willing to accept a single transfer. For travel distances exceeding 

1,100 km, the willingness to transfer starts at 40% but decreases incrementally by approximately 

2% for every additional 200 km, eventually falling to just over 30%. These results strongly suggest 

that the willingness to accept multiple transfers would be even lower. Additionally, the same 
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study examined transfer times, showing that even with transfer times set at 15 minutes and 30 

minutes, 63% and 67% of passengers, respectively, still preferred direct train services. 

Table 3.3 The proportion of passengers willing to transfer at different travel distances 

Distance (km) 100 300 500 700 900 1100 1300 1500 1700 

Proportion 46% 40% 32% 31% 34% 42% 40% 27% 32% 

For short-distance travellers (see Figure 1.8), assumptions of these aspects are:   

§ The passenger routes can be multiple supported by regional HSR network.  

§ Frequent voluntary transfers, avoiding services running at 'artery' HSR lines, small 

schedule delays due to the high frequency of regional HSR services. 

§ Wider travel time preference range compared to medium and long-distance traveller. 

The implications of travel time preference are: Firstly, this time range can be understood as the 

peak hours of HSR, during which high-intensity passenger flows may form in busy HSR network 

sections, potentially causing intense capacity utilisation. Secondly, any service that departs or 

arrives within this time period can be regarded as having high 'utility' or 'low' schedule delays. For 

service network scheduling, this travel time preference serves as an encouraging guideline rather 

than a mandatory requirement. For instance, the HSR service from Shanghai to Xi'an takes over 7 

hours, making it impossible to satisfy both departure and arrival time within the time range of 

10.00-16.00 indicated above. 

3.1.4 Summary 

This section explains the difference between the passenger and the railway backend perspectives 

regarding OD demands, concluding that station pairs and travel distance are the two most 

significant factors in identifying distinct OD groups. The existing literature review commonly 

concludes that there are obvious distinctions between short-distance and medium-to-long 

railway passengers in various aspects. Regarding transfer and interchanges, and the general 

finding is that passengers are more likely to accept interchange when service frequency is higher 

or shorter travel time can be achieved, and less so when it is lower. Consequently, short-distance 

passengers are best served by regional HSR services with periodic services. For medium-to-long-

distance travel, an analysis reveals that HSR services show limited competitiveness for journeys 

over 2,400 km. These findings offer valuable insights for prioritising different origin-destination 

groups or developing appropriate service strategies.  
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3.2 Operational factors 

3.2.1 Railway supply indicators (RSI): delivering service qualities 

Section 2.4.1 has listed passenger service expectations or desire with 11 indicators classified in 

three aspects. To align these expectations with the actual services provided, corresponding 

railway supply indicators (RSI) are also presented below, detailing the quality of services from the 

railway operator's perspective. Clarifying this differentiation helps prevent confusion in the later 

sections. For example, transfer mainly refers to passenger behaviours, and interchange mainly 

refers to the facilities and trains provided by the railway operators. 

Table 3.4 The mapping between PEI and RSI 

Aspect Passenger experience indicators Railway supply indicators 

Availability 

(1) Coverage 1. Reachability 

(2) Direct travel 2. Direct service 

(3) Transfer 3. Interchange train 

(4) Service hours 4. Operating hours 

(5) Daily/weekly frequency  

5. Service frequency 

(6) Hourly frequency 

Travel time 

(7) In-vehicle time 

6. Transport speed 

7. Stop plan 

8. Dwell time 

(8) Transfer time cost (walk and wait) 9. Platforming and routing 

(9) Schedule delays/adaption time 10. Service frequency 

Reliability 

(10) Punctuality  

11. Resilience and robustness 

(11) Cancellation 

To schedule a good passenger railway network, railway operators and planners need to consider 

as many PEIs as possible at every stage of railway planning. RSIs are the direct information from 

a proposed timetable, and how PEIs of all journeys are satisfied can be analysed via RSI. Not all 

PEIs can perfectly be satisfied for each journey because the railway capacity of a network is 

always limited. Prioritising PEIs according to different contexts and determining the appropriate 

RSIs as the operators' goals can fully realise a high-quality utilisation of network capacity. 
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3.2.2 General approaches of the service network management 

There are several styles of managing the service network: handling the network as the single unit, 

dividing the network into sub-networks, regarding the network as nodes and lines, and treating 

differently on intense and underutilised parts differently.  

 

Figure 3.3 Service network classifications 

In real railway operations, these approaches are often interwoven. In smaller railway networks 

with relatively balanced demand between OD pairs, managing the network as a single unit 

ensures that service improvements are equitably distributed across all potential OD travels. This 

approach allows for consistent service standards, especially in networks where demand patterns 

do not vary significantly. China regional HSR is a typical example of this approach. In contrast, 

dividing the network into sub-networks is often employed in larger and/or more complex railway 

systems. This method reduces the computational and operational complexity of managing 

constraints across the entire network. By focusing coordination efforts primarily at the 

boundaries of these sub-networks, railway operators can optimise operations and service within 

each sub-network. Dividing into sub-networks is a common practice in real-world railway 

operations that, such as China arterial HSR, whilst five dispatching regions which further divide 

into 14 routes in Great Britan’s railway. 

The latter two approaches are often discussed together. In railway operations, node stations are 

often the focus, rather than railway lines, due to their role in temporarily holding trains (i.e. 

inventory), adjusting train precedence, and managing train traffic released on the sequential 

railway lines from or to several directions. The availability of sufficient sidings is therefore critical. 

Furthermore, emphasising the congested parts of the network typically implies that capacity 

research focuses on high-density network parts, as well as the closely associated nodes and lines, 

thereby reducing the scope of analysis. This is a logical approach, as underutilised areas offer the 

flexibility to accommodate diverse services or absorb adjustments stemming from high-density 

areas, especially for China HSR where the train density is highly uneven (See Appendix A). 
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3.2.3 Operational attributes 

1. Network interdependency 

From a microscopic perspective, network interdependency refers to train movement 

relationships established by precedence constraints (Parbo et al., 2016), thus forming routing 

conflicts and the 'operational coupling' relationships among trains in railway operation. From a 

macroscopic perspective, dedicated railway line or platform users (i.e. railway operators) reduce 

network interdependency and negative capacity effects, such as delay propagation 

(Vansteenwegen & Oudheusden, 2006). Take the overground part of Tokyo station (Figure 3.4) as 

an example: platforms 1-10 are assigned to JR (Japan Railway) East, where at least seven types of 

trains are running separately. Platforms 14-19 and 20-23 are set for running HSR trains 

(Shinkansen) operated by JR East and JR Central, respectively. 

 

Figure 3.4  Track layouts and users of Tokyo stations (dedicated platforms) 

However, if lines in a railway network are fully connected and trains in all directions are allowed 

to run on the network, a higher network interdependency is expected, and more types and 

numbers of routing conflicts are generated near station areas. Take Changsha Nan station at 

China HSR network as an example (Figure 3.5); if there is a train running from Kunming to 

Guangzhou through the connection point E, its departure route conflicts with other departures 

from Beijing to Guangzhou, arrivals from Guangzhou to Beijing, and passing routes running on the 

Beijing-Guangzhou line. Therefore, larger headways need to avoid these conflicts, causing 

negative effects on railway capacity utilisation. 
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In short, network independence not only reduces the scale of delay propagation during a 

disruption but also reduces routing conflicts within each independent network part. This 

arrangement allows scheduling more trains in the network, thereby possibly increasing overall 

railway capacity. 

 

Figure 3.5  Track layouts of Changsha Nan HSR stations (mixed-use platforms) 

2. Service type (e.g., direct services or requiring interchange) 

Section 1.2.3.1 partially explained the trade-off between operating direct trains and services 

requiring interchanges. Figures 3.3 and 3.4 further illustrate that Tokyo Station is expected to have 

a higher volume of transfers due to its more independent railway sub-networks. In contrast, 

Changsha Nan HSR Station can accommodate a broader variety of direct trains due to providing 

more directional track connections, thereby reducing the need for passenger transfers. This 

contrast is even more apparent when comparing underground metro systems and long-distance 

railway networks, where metro systems typically require more frequent transfers than long-

distance railway services. 

3. Train speed levels and mix types 

Some HSR trains, such as the German ICE, operate on upgraded tracks that can also 

accommodate conventional passenger trains and freight trains. Freight trains, due to their 

heavier weight, require longer acceleration and deceleration times and generally travel at lower 

speeds compared to passenger trains. Consequently, the headway between freight and 

passenger trains must be greater. In the timetable generation stage, passenger trains, particularly 

HSR trains, are typically given priority for preferred time slots, as seen with Schnellfahrstrecken 
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(high-speed railway infrastructure) in Germany. Conversely, the United States is one of the few 

countries where freight trains often have higher priority. 

In newly built HSR networks, such as those in Japan and China, only passenger trains utilise the 

railway infrastructure. In these networks, higher headway values are necessary due to the 

operation of passenger trains at different speeds—350 km/h, 300 km/h, and 250 km/h. In 

summary, the fundamental principle in both scenarios is that trains operating at different speeds 

require longer headways, thus resulting in lower levels of railway capacity utilisation. 

4. The periodicity of the timetable 

Section 1.2.2.3 already compared different railway systems regarding the periodicity of the 

timetable around the world. Some common features shared by countries adopting periodic 

timetables, such as Germany, the Netherlands, and Switzerland (Lei Nie, 2019), are believed to a 

positive effect on capacity utilisation. Firstly, the stop plans of trains are simple and hierarchical 

(e.g., fast, semi-fast, slow trains; Intercity Express, Intercity, Interregional), leading to more 

homogeneous train traffic and a more balanced service level throughout the day. Secondly, these 

countries also have good interchange facilities at their stations (See Figure 3.6 Switzerland 

railways), enabling a high coverage of train services by simplifying the proposed train line types.  

 

Figure 3.6  The timetable of IC and ICN in Switzerland (Guo, 2015) 

Comparatively, aperiodic timetable allows more flexible stopping patterns so that more ODs can 

be covered by direct services (Fu et al., 2015; Hu et al., 2023, 2024).  Besides, there is an ongoing 

debate regarding which type of timetable can achieve higher capacity utilisation. Proponents of 

periodic timetables (Yan et al., 2019; Yan & Goverde, 2019) argue that homogeneous train traffic 
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enables lower headway values. In contrast, advocates of aperiodic timetables (Li, 2022; Liao, 

2021; Zhang, 2019; Zhang et al., 2019) suggest that avoiding rigid time windows for aperiodic train 

lines allow for greater flexibility, potentially leading to a more compressed timetable.  

3.2.4 Timetabling details 

In this thesis, timetabling refers to the process of determining all operational details of a railway 

system: the types of train services to be offered (train line planning), the schedules for these 

services (timetable generation), and their platform arrangement (platforming and routing). In 

practice, additional constraints arise from infrastructure maintenance, rolling stock circulation, 

and crew assignment (Nie et al., 2021). Once a detailed timetable is established, the railway 

capacity utilisation of a railway network can be represented microscopically as a time-space 

graph. 

1. The stop plans of a line plan 

Apart from determining the frequency, the core content of line planning is the stop plan of trains, 

which contains the origin (starting) and terminus (end) stations (OT stations) and intermediate 

stops (calling points). Those stops form the itinerary of a train line, indicating which railway line 

to occupy (Fuchs et al., 2022). As previously discussed at Section 1.2.3.2, there is a trade-off 

between the total stop number (to achieve larger OD coverage through direct services) and 

maintaining acceptable or even attractive travel time cost. Previous works (Hu et al., 2023, 2024) 

suggest that passengers must often make a compromise: either endure slower trains with 

numerous stops or make a transfer at a major station to possibly achieve a shorter total travel 

time. 

 

Figure 3.7  Capacity utilisations (timespans) of different train departing orders 

Stopping at a station requires more time for a train to accelerate and decelerate compared to 

passing through. The impact of a train dwell on railway capacity depends on the position of 
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adjacent trains on the time-space graph. If trains with different stopping patterns are adjacent to 

each other on the time-space graph, a larger headway is needed to isolate these trains, resulting 

in a higher capacity utilisation value, see the following paragraph and Figure 3.7 (1) and (2) as 

supplementary explanation.  

2. Train traffics of a timetable 

Train departure order at originating stations, precedence changes (overtaking), and dwell time 

allowance are the key elements of train traffic. In railway networks without separate platform 

tracks, the train departure order determines the whole train traffic for the entire timetable. In this 

case, if the departure precedence is optimally arranged, the time cost is minimised, resulting in 

low-capacity utilisation value (Figure 3.7 (3)). 

In contrast, in networks with separate platform tracks, train precedence can change within 

different sections of the railway (i.e. overtaking). As a result, the timetable can lead to lower 

capacity utilisation value (Figure 3.8).  

 

Figure 3.8  Effects of overtaking behaviours on capacity utilisations (timespans) 

Moreover, whether adding dwell time allowance can impact the following train and the train traffic. 

A minimum dwell time is necessary to complete passenger boarding and alighting. However, if a 

stopping train adheres strictly to the minimum dwell time and the following train is passing, the 

following passing train requires a higher headway to ensure safety. Conversely, allowing dwell 

time allowance allows the following train to overtake the stopping train while maintaining a 

'compressed' timetable (Figure 3.9). Similarly, as discussed in Section 2.3.1.1, dwell time 

allowance and platform numbers can jointly affect the station inventory and capacity utilisation 

of the station.  
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Figure 3.9 Effect of time allowance on capacity utilisations (timespans) 

3. Platforming and routing conflicts 

The objective of platforming is to minimise routing conflicts (Schlechte, 2012; Wang et al., 2023; 

Zhang et al., 2020) and arrange the maximum number of parallel conflict-free routes (Li, 2019), 

which are significantly influenced by station types and track layouts. During timetable generation, 

it is crucial to assess whether a railway station has sufficient platforms and an efficient switch 

layout design. Insufficient platforms can prevent a station from accommodating many stopping 

trains within a short period. Additionally, an inefficient switch design can increase the number 

and types of routing conflicts, consequently, extending the train headways. 

 

Figure 3.10  HSR track layout parts of Tokyo station 

The opposite conflict, where trains travelling in opposite directions request the same switch 

occupation, is known to have longer headway compared to other types of headways (Liao, 2021; 

Zhang, 2022). A simple example can be observed at the HSR platforms of Tokyo Station (Figure 

3.10). The tracks at platforms 14-19 and platforms 20-23 have similar switch layout settings. It is 

evident that there is a routing conflict between the arrival of Train B and the departure of Train C 

and Train A, whereas the arrival of Train D does not conflict with the departure of Train E, which is 

a conflict-free route. If one of the tracks at platforms 20 and 21 were located on the lower side of 

platform 23, the conflict between Train B, Train C, and Train A would not occur, like the layout at 

platforms 14-19. 
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4. Joining and splitting train sets 

There are two straightforward rolling stock utilisation measures that can help alleviate intense 

capacity utilisation or bottlenecks during peak hours. The first measure is to couple multiple train 

sets to increase seat capacity. The second is to couple train sets with different terminus stations 

that partially share the same itinerary. This operational mode requires only one train path in the 

busy parts of the network, thus releasing space for other trains and is commonly implemented in 

the UK, Germany, Switzerland, and other Western countries. Figure 3.11 shows an example. 

 

Figure 3.11  Joined train sets with different terminus stations 

3.2.5 Organising interchanges 

For an HSR service network that values more on direct transportation, replacing some direct 

services for cross-line passenger flows with services that contain transfers can help eliminate 

complex route conflicts of trains in the switch areas. The cumulative effect of this change is very 

likely to enhance the overall network capacity, such as potentially arranging more trains, 

improving the independency level of network parts (Nie et al., 2021) and therefore more stable 

timetable performance (Parbo et al., 2016), as previously discussed. Following this motivation, 

transfers between different stations within the city are not included in this thesis because trains 

in different stations are regarded as network independency. 

1. Principles of deciding interchange location 

Many scholars (Guo, 2015; Hu et al., 2024; Ke et al., 2024; Li, 2018; Nie et al., 2021;Nie, 2019;  

Zhang, 2019) argue that it is not advisable to arrange too many interchanges in a large-scale 

intercity railway service network, as creating feasible transfers essentially introduces additional 

constraints into timetabling, which increases the likelihood that the desired timetable will be 

unfeasible. Reasonable prerequisites, such as the selection of interchange locations (Schiewe, 

2020), are recommended to be set in advance. The interchange location is recommended to have 

the following conditions: 

§ Sufficient platforms or equipped with depot to accommodate trains. 

A B C

D

To C To D To C To D To C

To
D
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§ High frequency of train services to provide multiple interchange trains. 

§ Extensive interchange directions to ensure convenient connections among HSR lines. 

From the perspective of optimal capacity utilisation, sufficient platforms can allow trains to dwell 

for extended periods to support smoother interchange. Similarly, if a train terminus at an 

interchange location, equipping a depot can enable quick train clearances. Both can maintain a 

good level of station inventory. Besides, an interchange location should have a high frequency of 

train services to maintain a stable level of interchange, ensuring that even if passengers miss a 

connection, they can still catch the next available service. Likewise, an interchange location 

should be situated in the network accommodating trains from multiple directions, providing 

interchange opportunities across different railway lines. While interchanges help manage 

capacity, direct services should still be prioritised on railway network parts with low train density. 

2. Deciding transfer types based on cross-line train direction 

From the perspective of analysing train running directions, it is important to identify and to limit 

those opposite conflicts when operating cross-line trains (i.e. the opposing conflicts depicted in 

Figure 3.12). Figure 3.12 shows how connection tracks form the conflict types at Changsha Nan 

(South) station. 

 

Figure 3.12  Routing conflict types by operating cross-line trains 

The following direction is defined in this thesis as the scenario where cross-line trains (green 

arrows in left side of Figure 3.12) run in the same direction with original-line trains (orange arrows 

in the left side of Figure 3.12) when arriving at or departing from the node station, resulting in 

smaller headways compared to opposing conflict routes. The opposing direction is defined as the 

scenario where the cross-line trains (yellow arrows in left side of Figure 3.12) move in reverse 

order with original-line trains when arriving at or departing from the node station.  

This section further explains why the difference between cross-line train movements in the 

following scenario and original-line trains train movements is smaller. Referring to Figure 3.13, it 

illustrates the sequential arrivals of two original-line trains. The headway between them is 
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safeguarded by the speed protection curve, ensuring a separation of two blocks. When Train A 

fully exits the open track and enters the switch areas, the automatic signalling system updates 

the movement authority, with the minimum speed set to 75 km/h. It is important to note that the 

headway in this section is three minutes, which allows Train A ample time to come to a complete 

stop at the station. According to Figure 3.5, as long as Train A and Train B are allocated platforms 

that are sufficiently distant from one another, the number of conflicting switches between them 

is minimised. Li (2019) verified that the vast majority of stations in China are capable of handling 

arrival tasks within a three-minute window. 

 

Figure 3.13 A pair of arrivals between two original-line trains 

 

Figure 3.14 A pair of arrivals between a following cross-line trains and an original-line train 

 

Figure 3.15 A pair of departures in China HSR 
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Similarly, connection tracks are often separated from the open track at a considerable distance 

before the switch areas, allowing cross-line trains (Train A in Figure 3.14) to exit the open track 

even earlier. As a result, the following train, Train B, is unlikely to be affected. 

Table 3.5 The signal profile of China Train Control-level 3 

Code Meaning 

LU Two available block sections ahead 

U One available block section ahead 

H/HU Stop by the end of this block section 

N/Null Entry forbidden 

O Occupied 

For following departures, the process is relatively straightforward. Regardless of the complexity 

of the departure switch area, all departing trains must return to the open track or access the open 

track of another railway line via the connection track. If the connection track to an alternative HSR 

line is positioned sufficiently far from the original HSR line, the departure operations can be 

compressed, or even synchronised, allowing for the simultaneous handling of two departure 

tasks.  

However, in both cases, conflict-free routes can still be arranged, as illustrated at Point E in Figure 

3.16, where cross-line trains (Green arrows) arriving at Platforms 1 and 2 operate independently 

of other arrivals at Platforms 4 to 7 (Purple line sections). However, an excessive number of cross-

line arrivals can be problematic due to the limited availability of only two platforms from Point E 

and another platform 14 from Point F.  
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Figure 3.16 Conflict routes analysis: cross-line trains arrive from Kunming. 

In contrast, the opposing direction not only extends headways between trains but also causes 

joint impacts on related platforms. In Figure 3.17, departures from Platform 1 and 2 (yellow 

arrows) render Platforms 3 to 7 (orange line sections) unusable for arrivals and open track usable 

for passing through, whereas departures from Point F exhibit fewer such negative effects. 

 

Figure 3.17 Conflict routes analysis: cross-line trains depart towards Guangzhou 

In summary, following direction of cross-line train movements cause less variation in headways, 

similar to operations of original-line train. Direct service can be reasonably scheduled based on 

passenger demand, even if it might require a high rate of cross-line train. Joining rolling stock 

operations at the interchange locations can be considered where appropriate. The opposing 

direction of cross-line train movements not only requires longer headways but also, due to the 

track layout, causes associated arrivals or departures unable to proceed simultaneously or 
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requiring a longer headway. Therefore, it is advisable to arrange transfers where cross-line train 

directions moving opposing directions within the stations. 

3. Analysing passenger transfer routes within the station hall 

From a mathematical modelling perspective, forming a feasible interchange relationship 

essentially requires that the time difference between the arrival of the leading train and the 

departure time of the interchange train must be greater than the total transfer time (Guo, 2015; Li, 

2018). As described in Sections 3.2.3 and 3.1.2, the following four types of in-station transfer can 

be established. As illustrated in Figure 3.18, it can be observed that the higher the 'degree of 

freedom' in the interchange relationship, the stronger the interdependency between the trains.  

 

Figure 3.18  Different forms of transfer routes at the interchange station 

Regarding platforming and routing, arranging the leading train and the interchange train on 

adjacent platforms seems to be the most convenient measure for passengers. Although a route 

can be designed from the track layout perspective to achieve this, according to Section 1.2.2.1, 

the platform tracks of China HSR are arranged on both sides of the open tracks, with each side's 

platform track aligned in the same direction as one open track. This means that arranging 

adjacent platforms either leads to excessive opposite route conflicts (i.e. opposing directions) or 

necessitates that the leading train and the interchange train travel in the same direction (i.e. 

following direction), increasing the likelihood that transfer passengers will be attracted to direct 

service. 
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In summary, organising transfers at busy node stations requires an analysis of the track layout to 

identify potential conflict forms between trains from various directions. From the perspective of 

establishing constraints, it is essential to consider the types and scales of transfers. Current 

qualitative analysis concludes that if arranging adjacent platforms in the context of China HSR 

does not significantly reduce route conflicts, it contradicts the motivation for arranging transfers: 

increasing and improving the capacity. 

3.2.6 Summary 

This section (Section 3.2) first introduces 11 railway supply indicators that correspond to 12 

capacity-related PEIs across three aspects (availability, travel time, reliability), further 

demonstrating the central role of line planning and timetable generation in railway capacity 

utilisation. The analysis of operational attributes reveals that a railway operator's attitude 

towards transfer and interchange significantly influences the service network's interdependency 

and the decision to implement a periodic timetable. Passenger travels containing flexible 

transfers typically occur in short-distance, high-frequency networks with simple, easily 

memorable stopping patterns, which are related features of periodic timetable of real-world 

cases. 

The analysis of timetabling details indicates that the scheduling styles behind stop plans in line 

planning heavily relies on a deep understanding of passenger flow and OD groups characteristics. 

Key factors in determining whether a timetable can be compressed, and thus achieve lower 

capacity utilisation values, include dwell time allowances and overtaking behaviours. 

For networks focused more on direct services, considering interchange is often regarded as a 

compromise on the provision of increasing capacity. This section examines three critical related 

factors: interchange location, cross-line train directions, and passenger routes within the station 

hall. It concludes that discussions should focus on whether direct or interchange services are 

appropriate for cross-line trains operating in the opposing direction within busy node stations. 

3.3 Concluded capacity-related scheduling outline for China HSR 

Instead of the traditional geographically managed by railway bureaus, this thesis investigates for 

centralising congested HSR networks, particularly around the Beijing-Shanghai and Beijing-

Guangzhou-Shenzhen-HK line. For major Chinese cities, clearly defining directional roles is 

crucial to prevent an overconcentrated of arrivals and departures at a single station, which can 

lead to longer headways and negative impacts on capacity utilisation, as seen at Beijing Nan 

(South) station. By contrast, the shared roles of Shanghai and Shanghai Hongqiao stations, with 
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a total of 41 platforms, successfully manage arrivals from the north China and regional HSR 

around the Shanghai-Hangzhou-Nanjing area.   

 

Figure 3.19 The outline of China HSR network capacity utilisation and optimisation workflow 

Node stations on these two HSR lines such as Shijiazhuang, Zhengzhou Dong (East), Changsha 

Nan (South), and Nanjing Nan (South) serve as potential interchange locations. As discussed in 

Section 4.2, optimising OT stations of cross-line train can further reduce the number of necessary 

interchange points. According to the demand feature analysis of different types of passengers, 

regional HSR lines should focus on short-distance services, while long-distance HSR routes 

should handle medium to long-distance travel demands. Long-distance HSR reflects better 

regarding the three challenges identified in Section 1.2.3, which are commonly shared across 

railway contexts. These challenges, from a passenger perspective, are denoted as availability and 

travel time, capacity-related PEIs. To address these challenges and providing HSR services 

satisfying PEIs, the service scheduling problem is structured as a two-stage models: line planning 

and then timetable generation, which allow for the examination of capacity utilisation and 

capacity improvement strategies through various line planning approaches. 
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3.4 Methodology of capacity-related service scheduling problem 

Instead of forming an integrated problem, the solution for the service scheduling problem defined 

in Section 1.2.1 is divided into a line planning problem (Chapter 4) and a mesoscopic timetable 

generation problem (Chapter 5). Adhering to the conventional passenger railway planning stages 

is believed to allow the separate model structures to better align with more railway operation 

realities, more effectively meet demand features, and better answer the challenges summarised 

in Section 1.2.3. 

It should be noticed that this thesis focuses more on improving the availability and travel time 

aspects of PEIs, which align with the general motivation in Section 1.1 while placing less 

emphasis on resilience. This consideration is based on several considerations:  

§ Firstly, this thesis relies on the fact that the determination of headway time shall consider 

certain levels of stability thus absorbing light errors and delays (Ning et al., 2009).  

§ Secondly, China HSR operates with conservative headway values and achieves high 

levels of station-to-station punctuality (Ministry of Transport of the People’s Republic of 

China, 2020) thereby inherently reducing the immediate need for additional stability, 

robustness and resilience. Thirdly, by reducing network interdependency, it is expected 

that the overall stability of the network will improve, as fewer interdependencies mean 

that delays or disruptions are less likely to propagate across the network. 

3.4.1 Principles of line planning model 

In response to challenge 1.2.3.2 (coverage, attractiveness versus capacity), the proposed line 

planning model is established with the idea of providing extensive direct services through a line 

plan with smaller number of stops and train line combinations. This approach not only reduces 

passengers expected total travel time and minimises the number of mandatory transfers, thereby 

enhancing the attractiveness of train lines. Given the fewer stops and train combinations, it is 

expected that the capacity utilisation value and total travel time of these proposed line plans will 

be low. 

In response to challenge 1.2.3.3 (service scheduling styles versus capacity), line planning 

categorises OD groups based on objective attributes (e.g., station pairs, travel distance indicated 

in Figure 3.1) and test corresponding scheduling styles, thereby offering diverse service needs to 

OD groups. The macro-operational characteristics of different countries essentially provide 

targeted service scheduling styles for different OD groups or railway contexts. 
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In short, line planning primarily delivers the availability aspect of PEIs. Meanwhile, as the stop 

plan is also determined, the expected In-vehicle time for each OD can be calculated and will be 

finally confirmed in the timetable generation stage. 

3.4.2 Principles of timetable generation model  

In response to challenge 1.2.3.1 (trade-off between direct services and transfers), the timetable 

generation model uses a known line plan as input and is set at a mesoscopic level. This approach 

ensures that the model's complexity remains manageable while considering the platforming and 

routing problem. This decision is based on the fact that, in the real-time traffic management stage, 

operations, a route is formed by signal aggregation. The model employs the objective functions, 

aiming to minimise railway capacity utilisation. 

The timetable generation model further reduces capacity utilisation or improves service quality 

through the following measures: First, overtaking is allowed to ensure that the timespan of the 

timetable shorten. Second, for the known line plan, attempts are made to add stops to increase 

the direct reachability of more ODs, thereby testing the sensitivity of capacity utilisation changes. 

It should be noted that this thesis arranges transfers due to the high proportion of cross-line trains 

in the network, which creates numerous route conflicts near node stations. To address this, it is 

necessary first to determine interchange stations based on current HSR train density situation 

and analyse the types of route conflicts at these stations (Figure 3.10). For following-type 

conflicts, they are similar to original-line trains because the conflict type is not opposite. 

Therefore, Chapter 5 mainly explores the chance of combing train lines and implementing joining 

operations. For opposing-type conflicts, Chapter 5 develops a trade-off evaluation method based 

on a 'full-timetable' scenarios.  
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Chapter 4 Providing multiple levels of service: a railway 

supply-based line planning method 

This chapter introduces a railway supply-based line planning method designed to optimise 

service levels across OD pairs. First, an interchange location decision method is developed 

based on a conceptual framework of deciding the interchange locations, ensuring efficient 

transfers and minimising unnecessary interchanges. Second, a line planning model is proposed 

to provide multiple service levels, ensuring that most OD pairs have access to fast train options. 

The adaptability of this model to various railway contexts is also discussed. Finally, different 

scheduling styles are tested and compared with real-world case studies, offering insights into the 

practical application and effectiveness of the proposed method. 

4.1 Railway operation terminology 

1. A train line is a train itinerary including a stop plan (i.e. calling point list), containing the 

originating (i.e. starting, O), terminus (i.e. ending, T) stations, and intermediate stop stations, 

rolling stock set form (8-car, 16-car), and a frequency. 

2. The line pool is a train line set containing train lines as candidate. Each line plan proposal is 

the subset of the line pool. 

3. Railway stations are classified into big (B-), medium (M-), or small (S-) stations, and this 

thesis does not analyse the specific methodology for determining station category. This 

distinction is made based on factors such as economic status, population, geographical 

location, and position within the railway network (e.g., a hub or a node). 

4. Train types are classified into Fast train (F-train), Semi-fast train (S-train), and Local train (L-

train). F-trains, S-trains, and L-trains essentially represent three distinctive stopping 

patterns. F-trains only stop at the big stations, S-trains stop at big and a subset of medium 

stations, and L-train stop at big and a subset of medium and small stations. Each train here 

represent the railway supply indicator (RSI) in terms of In-vehicle time and reachability. 

5. A passenger is defined an origin-destination (OD) demand, and passenger groups as OD 

groups. The station pairs refer to the station category of origin and destination, such as B-B, 

B-M, and B-S. Passengers expecting to take F-trains, S-trains, and L-trains are referred as F-

passengers, S-passengers, and L-passengers. The OD associated with B, M, and S stations 

refers to the travel from or to B, M, or S stations.  

6. The scheduling style refers that the general structure of a line plan shows a clear feature, as 

similarly stated in Table 1.2. 

7. The marketing policy refers to a certain seat allocation priority to defined OD groups. 
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8. A parallel stretch (forward) is a list of consecutive stations occurring in different train lines 

consecutively in the same order (Schiewe, 2020). 

9. An anti-parallel stretch (opposing) is a list of stations occurring in two trainlines 

consecutively in reverse order (Schiewe, 2020). 

4.2 Deciding the minimum interchange locations 

In actual railway operations, operators typically predefine certain basic train lines and primarily 

determining the origin and terminus (OT) stations of some train lines, along with the interchange 

locations. This determination process is often qualitative and subjective, as suggested in Section 

3.2.5. However, if this process is generalised, it can be addressed using graph theory methods. 

This thesis presents a solution of Selecting Interchange Locations based on the Weighted 

Maximum Spanning Tree (SILWMST) as Section 4.2, functioning as preliminary step in the overall 

line planning solution, allowing railway operators to decide, based on their own railway contexts, 

whether to adopt this step. 

4.2.1 Solution inspiration 

1. The original model of deciding interchange location 

Schiewe (2020) introduced an optimisation model that decides the minimum interchange station 

number based on a given line plan. Define that 𝑥$ = 0, 1  whether a station 𝑠  is selected as 

interchange location. Other definitions: the stretch set 𝑃 = (𝑠+, 𝑠?, . . , 𝑠.) covered by train line 𝑙+ 

and 𝑙?, and 𝑠+, 𝑠?, . . , 𝑠. are the station	𝑠 index. The model is structured as: 

𝑚𝑖𝑛	∑ 𝑥$  

s.t. 𝑥$ = 1	 In this constraint, the 𝑥$ shall satisfy the following:  

If 𝑃 is the max. anti-parallel stretch of 𝑙+ ∩ 𝑙? ≠ ∅ 

𝑠 is the first station in 𝑃 with |𝑃| ≥ 1 

𝑠 is not the origin and terminus station of 𝑙+ or 𝑙? 

∑ 𝑥$ ≥ 1$∈)   In this constraint, the 𝑥$ shall satisfy the following:  

If 𝑃 is the max. parallel stretch of 𝑙+ ∩ 𝑙? ≠ ∅ 

𝑙+ ∩ 𝑙? ≠ 𝑙+or 𝑙? 

𝑙+or 𝑙? do not both originate or terminus in station in  𝑃 

The Figure 4.1 shows some examples of parallel and anti-parallel stretches, and the minimum 

interchange station selection model is formed based on the following principles, and a full proof 

progress is provided by Schiewe (2020): 
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Figure 4.1 Graph description of stretch types and interchange location 

§ There is at most one interchange location between 𝑙+and 𝑙? in a parallel stretch. 

§ There is no interchange between 𝑙+and 𝑙?  in parallel stretch if either itinerary of  𝑙+or 

𝑙?  can be covered by each other or both lines originates or terminus in parallel 

stretch. 

§ There is no interchange between 𝑙+and 𝑙?   in anti-parallel stretch if either 𝑙+or 𝑙? 

originates or terminus at the first station of parallel stretch. 

§ If there is an interchange location between 𝑙+and 𝑙?  in anti-parallel stretch, it has to 

be the first station in the anti-parallel stretch. 

2. Interference 

It can be anticipated that in more complex scenarios (Figure 4.2), there is a trend towards further 

optimisation of train line itineraries, leading to a reduction in interchange locations. Firstly, when 

train lines operate bi-directionally, the number of interchange locations decreases compared to 

operating singular direction train lines, as shown in Figure 4.2 (1). Secondly, if train line itineraries 

are extended, as demonstrated in the transition from Figure 4.2 (2) to Figure 4.2 (3), interchange 

locations are further reduced, potentially eliminating the need for any transfers. 

 

Figure 4.2 Interchange locations at more complex scenarios 

Interchange location Interchange location

or

(1) Parallel stretch (2)Anti- parallel stretch

𝑙1

𝑙2

(1) Bi-direction

𝑙1

𝑙2

𝑙3

(2) Single direction

𝑙1′

𝑙2′

𝑙3′

(3) Single direction
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4.2.2 A solution process based on spanning tree generation (M1) 

Based on this reflective analysis, the interchange location decision problem can be defined as 

follows: Given a railway infrastructure network, identify a combination of basic train lines with 

optimal origin and terminus stations that minimises the number of interchange locations. 

Considering that the primary goal of HSR services is to provide fast links from/to/between major 

cities of a country, the reflective analysis shares the essential principle with the spanning tree.  

Step 1: General solution process 

Assume a given railway infrastructure network as undirected graph 𝐺 = (𝑉, 𝐸),  where 

(𝑣, 𝑒)	represents the edge (i.e. HSR section) connecting vertex 𝑣 and 𝑒, and 𝑤(𝑣, 𝑒) represent the 

weight of this edge, if there exist a subset 𝑇 ⊆ 𝐸 such that (𝑉, 𝑇) forms a tree, and the total weight 

is: 𝑤(𝑇) = 𝑚𝑎𝑥∑ 𝑤(𝑣, 𝑒)= . 

then, the 𝑇 is the weighted maximum spanning tree (WMST) of railway infrastructure network 𝐺. 

The solution process of WMST can adopt cycle-elimination algorithm (Zhao et al., 2023), which is 

the process of identifying and removing any edge that creates a closed loop (cycle) within the 

spanning tree structure, thereby ensuring the tree remains acyclic. 

Step 2:  Deciding the weight of HSR section 

For a simplified consideration, the weight 𝑤(𝑣, 𝑒) is set as the distance between HSR sections. If 

further combining advanced geographic factors, it is necessary to consider a method that allows 

for the determination of weights of these diverse factors under non-dimensional conditions. For 

example, the population of a city, GDP, administrative rank, OD data, all have different 

dimensions. This thesis considers adopting Grey Relational Analysis (GRA) (Li, 2015) as an 

illustrative example. The reasons are listed as follows: 

§ Handles multiple indicators with different units effectively – GRA normalises data 

efficiently, making it easier to integrate economic, demographic, and administrative 

factors into a single relational metric without complex conversions. 

§ Ability to handle small sample sizes and incomplete information – Since intercity 

relationships involve multiple factors that may not always have uniform datasets, GRA is 

better suited to working with limited or uncertain data. 

§ Captures relative importance rather than absolute variation – Unlike entropy 

weighting, which relies heavily on statistical variance, GRA measures the similarity 

between different factors, allowing for a more direct evaluation of how GDP, population, 

and administrative rank collectively influence city connectivity. 
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§ Dynamic adaptability to evolving data – Since city linkages evolve over time (e.g., shifts 

in economic centres or administrative upgrades among cities), GRA is well-suited to 

tracking changing patterns without requiring full-scale model recalibrations. 

Define 𝑋%2  that there is 𝑖 HSR sections of tree 𝑇 and 𝑗 factors considered, if some factors could be 

regarded as 'benefit', the normalisation calculation formula is: 

𝑋%2 =
𝑥%2 −𝑚𝑖𝑛(𝑥2)

𝑚𝑎𝑥(𝑥2) − 𝑚𝑖𝑛(𝑥2) 

Comparatively, if some factors are 'cost'. the normalisation calculation formula is:  

𝑋%2 =
𝑚𝑎𝑥(𝑥2) − 𝑥%2

𝑚𝑎𝑥(𝑥2) − 𝑚𝑖𝑛(𝑥2) 

Where 𝑋%2  is the normalised value of 𝑖 -th HSR section for the 𝑗  factor. Then, define ∆%2=
|𝑋3(𝑗) − 𝑋%(𝑗)|		 is the absolute difference between ideal value and the actual value of  𝑗  , 

𝑚𝑖𝑛(∆)	and. 𝑚𝑎𝑥(∆)	are the minimum and maximum values ∆%2 , 𝑑%  is the distance of HSR 

section, calculate the grey relational coefficients ℰ%2:  

ℰ%2 =
𝑚𝑖𝑛(∆) 	+ 𝑚𝑎𝑥(∆)
∆%2 +𝑚𝑎𝑥(∆)  

grey relational grade 𝑟%2:  

𝑟%2 =
1
𝑛) ℰ%2

.

2*+
 

and the assigned weights 𝑤%: 

𝑤% =
𝑟%2

∑ ℰ%24
%*+

× 𝑑%  
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Step 3. Forming the basic train line type and OT stations 

 

(1) The assumed infrastructure network 

(in brown colour) 

 

(2) The maximum weighted spanning tree 

(in orange colour) 

Figure 4.3  An assumed maximum weighted spanning tree example 

Following steps 1 and 2, assuming that a maximum-weight spanning tree of the railway network 

is generated, as illustrated in Figure 4.3(2), based on the given infrastructure network in Figure 

4.3(1). The OT station candidates are A, B, D, I, and P. Further define the railway line A-P as the 

stem line, and an algorithm process which helps generating the basic train line set is designed as 

follows: 

Table 4.1 Generating basic train line set on a maximum weighted spanning tree network 

Step 1: Selecting the longest railway line of the maximum weighted spanning tree 

Step 2: Setting the longest railway line as the first basic train line itinerary. 

Step 3: Forming new train lines that connect two branches (i.e., a branch pair) near the 

OT stations and sharing part of the stem itinerary.  

Step 4: Repeating Step 3 until no further branch is left. 

Taking back Figure 4.3 as the example, the longest railway line of the maximum weighted 

spanning tree is A-P, and the basic train line set are (Figure 4.4):  

§ train line 𝑙+: from A to P, is selected after Step 2 

§ train line 𝑙?: from B to I, via F and N, and  

§ train line 𝑙@: from D to G and can either extend towards P or I. 
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Figure 4.4 the basic train line set for the assumed railway infrastructure network. 

4.2.3 Discussion and implication 

Essentially, Schiewe (2020) concludes a fundamental principle that the optimal interchange 

location shall be the point which cover the most overlapped train line itineraries. In terms of 

methodological differences, Schiewe (2020)’s approach to determining interchange locations 

relies on predefined train line itineraries, resulting in fixed interchange points. In contrast, within 

the SILWMST framework, the selection of origin and terminus stations remains flexible, allowing 

for a more adaptive and optimised approach to line planning.  

However, some clear drawbacks of SILWMST can be observed. For instance, there are many OD 

pairs for which shorter itineraries are available, but no train lines have been generated. The 

method of Selecting Interchange Locations based on the Weighted Maximum Spanning Tree 

(SILWMST) tends to cause certain parts of the network (i.e., the stem itinerary) to become overly 

congested, leading to intense capacity utilisation, while other parts of the network remain 

underutilised.  

From another perspective, this actually aligns with many real-world railway scenarios. As shown 

in the Beijing-Shanghai HSR line (Appendix A), train density is unevenly distributed across the 

China high-speed network, with certain railway lines often becoming overloaded and congested. 

Admittedly, the basic train lines and OT stations produced by SILWMST are not the final choices 

for real railway operation. However, this method still holds significant implications in several 

areas: 

§ SILWMST is able to identify busy or critical parts of the network at an early stage of railway 

planning. The basic train line set ensures that all stations in the network are connected to 

major cities, which meet the primal goal of HSR services. 
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§ For the overloaded and congested parts of the network, SILWMST provides an effective way 

to identify the minimum interchange location, and the basic train line set through a relatively 

small-scale iteration, which minimises the number of interchange locations while ensuring 

broad direct service reachability. 

§ SIWMST suggests that, as a potential for capacity utilisation improvement, congested and 

overloaded railway lines or network sections should be the focus of optimisation and 

adjustments, rather than targeting and prioritising cross-line trains. 

4.3 Problem description of the line planning method 

4.3.1 Fundamental problem: set covering problem 

The solution process of train line planning is essentially the Set Covering Problem: given a matrix 

𝐴 = (𝑎%2)4×. , where each element 𝑎%2 ∈ {0,1}, and each column corresponds to a cost 𝑐2(𝑗 =
1,2,3, . . . , 𝑛), with  𝑎%2 = 1 indicating the 𝑗 th column covers the 𝑖 th row, the objective is to select 

a subset of columns that cover all rows while minimising the total cost. An example is given: 

𝐴 =
⎣
⎢⎢
⎢
⎡1 0 1 0 0 1 1
0 1 0 1 0 0 0
0 0 1 0 1 0 0
1 1 0 1 0 0 1
0 0 1 0 1 1 1⎦

⎥⎥
⎥
⎤
, 𝑐 = [10, 12, 8, 9, 30, 25, 20] 

Selecting the subset of columns where each row is covered at least twice (i.e. the constraint 

description), the minimum cost solution is 𝑥 = [1, 1, 1, 1, 0, 0, 1]. By defining each column as train 

line 𝑙2  and each row as station 𝑠%, the matrix	𝐴 is therefore the line pool and 𝑎%2 = 1 represent train  

𝑙2  stops at 𝑠%. Therefore 𝑥 = [1, 1, 1, 1, 0, 0, 1] is a line plan solution for this line planning problem. 

The line planning problem here is restated as deciding the subset from the train line pool such 

that where each station has at least two trains (i.e. ensuring a minimum frequency). Similarly, the 

cost 𝑐 can be the matrix with additional dimensions, and the row can be defined as ODs, railway 

sections, and other railway operation elements. The modelling perspectives are extended and 

modified in such manners. 
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4.3.2 Railway operation scenario 

 

Figure 4.5 The line planning process defined in this thesis 

Figure 4.5 illustrates the railway operation scenarios applied in this Chapter. The same OD groups, 

service expectations vary, with different passengers expecting different types of trains - 

specifically, orange, blue, and green trains representing F-, S-, and L-trains respectively. This is 

represented by orange (i.e. F-train), blue (i.e. S-trains), and green (i.e. L-trains) passengers 

travelling from A to E. The PEIs of OD groups (Step B) are clustered and aggregated to form the 

expected service frequency list (Step C). Assuming that a proposed scheduling style (Step F) 

prioritises orange and blue passengers and the capacity upper limit is seven trains, one of 

possible line plan shown on Step H reveals that the service L-passengers of A-B and B-D cannot 

be satisfied, while passengers of A-E and C-E receive more train services than the expected 

frequency (Step I). The reason for this phenomenon is that the service satisfaction constraints 

can be presented in a non-rigid manner and an iterative approach stops by reaching an 

approximate solution (Hu et al., 2024). As a degraded alternative, passenger of B-D will take 

𝑇𝑟𝑎𝑖𝑛	3 first and then the interchange 𝑇𝑟𝑎𝑖𝑛	4 at Station C. Note that the line planning only shows 

the spatial relationship regarding transfer. 

It is evident that arranging 𝑇𝑟𝑎𝑖𝑛	6 in Step D can provide direct service for every OD, thereby 

representing the equal transport scheduling style. However, whether the line plan remains 

sufficiently 'attractive' is left to the railway operators. This thesis proposes aims for aggregating 
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different OD demand features into the requirements for F-, S-, and L-trains. The structure of the 

model shall enable railway companies to implement flexible and diverse service scheduling 

styles, rather than arguing that a specific railway context is suited to only one service scheduling 

style. Additionally, this thesis assumes that Step C is predetermined and does not analyse the 

specific methodologies for concluding Steps A and B. Consistent research finding suggests that 

any prediction of OD or train service demand, incorporating elements such as city economic and 

political rankings, as well as population factors (Li, 2020; Zhang, 2012) must ultimately be 

converted into service frequency demand as input. 

 

Figure 4.6 Graph difference between scheduling styles and marketing policies 

Besides, aggregating PEIs of OD groups as the frequency requirements for different types of trains 

shows several advantages over line planning which relies solely on passenger assignments 

(Schmidt & Schöbel, 2024). The effectiveness of line planning with passenger assignments (LPPA), 

however, depend heavily on the accuracy of OD data and the principles underlying passenger 

assignment methods (Zhang et al., 2020). In essence, applying different marketing policies to line 

planning reflects varying priorities in assigning OD groups to train lines (Figure 4.6). For instance, 

if a railway operator aims to implement a line plan that maximises loading efficiency, certain ODs 

will be concentrated on a minimal number of train lines (Figure 4.6 (3)). Conversely, if the goal is 

to create a more 'equal' service network, additional stops will be added, making long-distance 

travel less attractive (Figure 4.6 (4)). A more evident drawback of LPPA is the potential for travel 
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inequality among ODs: some OD pairs may receive significantly fewer services than high-demand 

pairs. Conversely, a more 'equal' service network could result in overcrowding during peak hours, 

as high-demand passengers compete for limited seating capacity. 

Comparatively, aggregating PEIs of OD groups as the frequency requirements for different types 

of trains not only avoid the above drawbacks associated with passenger assignment models but 

also respect the diverse service requirements of various OD groups (Hu et al., 2023). Presenting 

as the form of RSI, as previously stated in Section 3.1, the operation of each train line inherently 

involves multiple categories and attributes of transportation products. From a modelling 

perspective, this approach constitutes part of the constraints of railway supply modelling, 

simplifying the general model structure and letting the railway operator evaluate various trade-

offs between different line plans without significantly decreasing service quality of OD groups. 

4.3.3 Formal problem statement 

The line planning problem is defined as a multi-objective set covering problem: Given a 

predefined line pool and an expected service list, the task is to identify a subset of the line pool 

that forms a proposed line plan, which satisfies the service constraints either in rigid constraints 

or non-rigid manner, while minimising the objective functions with acceptable gaps. 

4.4 Model formulation 

4.4.1 Notation 

Table 4.2 Sets and indexes 

Set Description 

𝑆 Stations, indexed by 𝑠 = 1,2,3, . . . , 𝑜, . . . , 𝑑, 𝑠, 𝑠 + 1, . .. 

𝑆B  Big stations, 𝑆C ⊂ 𝑆 

𝑆D  Medium stations,	𝑆D ⊂ 𝑆 

𝑆E Small stations, 𝑆F ⊂ 𝑆 

𝐸 Railway sections, indexed by 𝑒 = (𝑠, 𝑠 + 1) 

𝑃 Stopping list, indexed by	𝑝 

𝑈 Station pairs and passenger OD, from 𝑜 to 𝑑, indexed by 𝑢 = (𝑜, 𝑑) 

𝑈$6  ODs of B-B (from big to big) stations, 𝑈$6 ⊂ 𝑈 
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Set Description 

𝑈.(  ODs of B-M, M-M, and B-S stations,	𝑈.( ⊂ 𝑈 

𝑈G(  ODs of M-S and S-S stations, 𝑈G( ⊂ 𝑈 

𝐾 Special ODs that must be provided with train line (s), indexed by 𝑘 

𝑄#  Passenger demand volume at section 𝑒 

𝑄#$6  Passenger demand volume of 𝑈$6  at section 𝑒, 𝑄#$6 ⊂ 𝑄#  

𝑄#.(  Passenger demand volume of 𝑈.(  at section 𝑒,	𝑄#.( ⊂ 𝑄#  

𝑄#G(  Passenger demand volume of 𝑈G(  at section 𝑒, 𝑄#G( ⊂ 𝑄#  

𝐿 Train line candidates in the line pool, indexed by 𝑙 

𝐿H'$6 Fast trains in the line pool, F-trains, 𝐿H'$6 ⊂ 𝐿 

𝐿F#4%  Semi-fast trains in the line pool, S-trains, 𝐿F#4% ⊂ 𝐿 

𝐿I3/'0  Local trains in the line pool, L-trains, 𝐿I3/'0 ⊂ 𝐿  

𝐿J Trains in the line pool that provide direct service to OD 𝑢, 𝐿J ⊂ 𝐿 

𝐿#  Trains in the line pool that pass the section 𝑒, 𝐿# ⊂ 𝐿 

𝐿$ Trains in the line pool that stops at the station 𝑠, 𝐿$ ⊂ 𝐿 

𝐿1  Trains in the line pool with specific requirements, 𝐿1 ⊂ 𝐿 

𝐿JK'$6  A representative example, all F-train lines can serve OD 𝑢, the rest is analogous.  

 

Table 4.3 Fixed parameters of the models (Haitong International Securities Group Limited, 2022) 

Notation Description 

𝑣0,$!3G6  Seat capacity of 8-car train set, 𝑣0,$!3G6 = 580 passengers  

𝑣0,03.L Seat capacity of 16-car train set, 𝑣0,03.L = 1,190 passengers 

𝜔0,$!3G6K%M#(
 Fixed cost, 𝜔0,$!3G6K%M#( = 63,000	𝐶𝑁𝑌/𝑡𝑟𝑎𝑖𝑛 

𝜔0,$!3G6GJ.  Cost of train set lease, electricity, and dispatch 𝜔0,$!3G6GJ. = 	115	𝐶𝑁𝑌/𝑘𝑚  

𝜔0,$!3G6$63N
 Service charges (i.e. water refill, trash drop-off, security)  𝜔0,$!3G6$63N = 200	𝐶𝑁𝑌/𝑠𝑡𝑜𝑝 
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Notation Description 

𝜔0,03.LK%M#(
 Fixed cost, 𝜔0,03.LK%M#( = 84,000	𝐶𝑁𝑌/𝑡𝑟𝑎𝑖𝑛 

𝜔0,03.LGJ.  𝜔0,03.LOPQ = 1.5 × 𝜔0,$!3G6OPQ = 172.5	𝐶𝑁𝑌/𝑘𝑚 

𝜔0,03.L$63N
 𝜔0,03.LOPQ = 1.5 × 𝜔0,$!3G6$63N = 300	𝐶𝑁𝑌/𝑠𝑡𝑜𝑝 

𝑑#  Distance mileage of section 𝑒, decided by the data input 

𝑑0  Total operating distance of train line 𝑙, decided by the train line 

𝑡J In-vehicle time (i.e. station to station) of OD 𝑢, calculated by mileages 

∆𝑡J Expected additional time cost when stopping at a station, ∆𝑡J = 	7𝑚𝑖𝑛/𝑠𝑡𝑜𝑝.  

𝑛0  Total stop number limit of train line 𝑙 , decided by the train line 𝑙 

𝑛0J Total intermediate stop number of OD 𝑢 when take train line 𝑙 

 

Table 4.4 Adjustable parameters for sensitivity analysis 

Notation Description 

𝜉#H'$6  The proportion of F-trains on section 𝑒 

𝜉#F#4%  The proportion of S-trains on section 𝑒 

𝜉#I3/'0  The proportion of L-trains on section 𝑒 

𝑁#  Upper-bound of train amounts (i.e. capacity) on section 𝑒, positive integer 

𝐹JH'$6  Expected frequency for passenger OD 𝑢 serviced by F-trains, natural number 

𝐹JF#4%  Expected frequency for passenger OD 𝑢 serviced by S-trains, natural number 

𝐹JI3/'0  Expected frequency for passenger OD 𝑢 serviced by L-trains, natural number 

∆𝐹JH'$6  Frequency change, representing the multiple service supply, positive integer 

∆𝐹JF#4%  Frequency change, representing the multiple service supply, positive integer 

 

Table 4.5 Decision variables 

Notation Description 

𝑥0  0-1 variables, =1 if train line 𝑙 is selected, =0 otherwise 
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Notation Description 

𝑓0  service frequency of train line 𝑙 

𝑦0,$ 0-1 variables, = 1 if train line 𝑙 stops at station	𝑠 

4.4.2 Objective functions 

This thesis mainly considering the following objectives: 

§ The objective function (4-1) aims to minimise the operation cost of a line plan. 

𝑚𝑖𝑛 𝑍+ = ∑ (𝜔0K%M#( +𝜔0$63N ∙0∈I 𝑛0 +𝜔0GJ. ∙ 𝑑) ∙ 𝑥0 ∙ 𝑓0  (4-1) 

§ The objective function (4-2) aims to minimise the expected additional travel time cost 

incurred due to the intermediate stops during the travel of OD 𝑢.  

𝑚𝑖𝑛 𝑍? = ∑ ∑ 𝑛𝑙
𝑢 ∙ ∆𝑡𝑢 ∙ 𝑥0 ∙ 𝑓00∈IJ∈𝑈     (4-2) 

4.4.3 The basic model structure 

A simple line planning model constraints usually cover the following aspects: frequency, seat 

capacity, railway section capacity, and delivering customised services.  

∑ 𝑥0 ∙ 𝑓00∈I ≥ 𝐹J  ∀𝑢 ∈ 𝑈 (4-3) 

∑ 𝑥00∈I ∙ 𝑓0 ∙ 𝑣0 ≥ 𝑄#   ∀𝑒 ∈ 𝐸 (4-4) 

∑ 𝑥0 ∙ 𝑓0 ≤ 𝑁# 		∀𝑒 ∈ 𝐸0∈I   (4-5) 

∑ 𝑥0 ∙ 𝑓00∈I ≥ 1  (4-6) 

Constraint (4-3) makes sure the service frequency can be satisfied. All passengers can be 

guaranteed with direct services by setting 𝐹J ≥ 1. Constraint (4-4) is the seat capacity restriction. 

Constraint (4-5) imposes upper-bound train amount limits on every section. Constraint (4-6) 

represents customised services, such as compulsory service links for less-developed areas, can 

be generated.  

4.4.4 The modified model structure (M2) 

The conventional line planning model does not represent the match between demands of 

clustered passenger groups and multiple levels of services. Therefore, this thesis is hereby 

improving constraint (4-3), (4-4), and (4-5) accordingly. 
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∑ 𝑥00∈I ≥ 𝐹JH'$6 − ∆𝐹JH'$6   ∀𝑢 ∈ 𝑈$6  (4-7) 

∑ 𝑥00∈I ≥ 𝐹JF#4% − ∆𝐹JF#4% + ∆𝐹JH'$6   ∀𝑢 ∈ 𝑈.(  (4-8) 

∑ 𝑥00∈I ≥ 𝐹JI3/'0 + ∆𝐹𝑢𝑆𝑒𝑚𝑖  ∀𝑢 ∈ 𝑈G( (4-9) 

Constraint (4-3) is extended and modified into constraints (4-7), (4-8), and (4-9). Constraint (4-7) 

regulates that the expected F-train frequencies that serve 𝑈$6  group, with any unsatisfied 

frequencies (𝛥𝐹J) potentially served by the lower-level semi-fast trains, as indicated in Constraint 

(4-8). Constraints (4-8) and (4-9) follow the same logic explaining S-train and L-train frequency. 

∑ 𝑥00∈I ∙ 𝑣0 ≥ 𝑄#$6 − 𝛥𝑄#$6   ∀𝑒 ∈ 𝐸 (4-10) 

∑ 𝑥00∈I ∙ 𝑣0 ≥ 𝑄#G( − 𝛥𝑄#G( + 𝛥𝑄#$6   ∀𝑒 ∈ 𝐸 (4-11) 

∑ 𝑥00∈I ∙ 𝑣0 ≥ 𝑄#.( − 𝛥𝑄#.( + 𝛥𝑄#G(   ∀𝑒 ∈ 𝐸 (4-12) 

Accordingly, Constraint (4-4) is extended and modified into constraints (4-10), (4-11), and (4-12), 

and the total amounts of unsatisfied passenger groups (𝛥𝑄#$6 , 𝛥𝑄#G( , 𝛥𝑄#.( ) either potentially 

served by the lower-level trains ( 𝛥𝑄#$6  in Constraint (4-11), and 	𝛥𝑄#G(  in Constraint (4-12)) or take 

a focused transfers (𝛥𝑄#.(in Constraint (4-12)). 

∑ 𝑥00∈I ≤ �𝜉#K'$6 ∙ 𝑁#� ∀𝑒 ∈ 𝐸 (4-13) 

∑ 𝑥00∈I ≤ �𝜉#F#4% ∙ 𝑁#�  ∀𝑒 ∈ 𝐸 (4-14) 

∑ 𝑥00∈I ≤ �𝜉#I3/'0 ∙ 𝑁#�  ∀𝑒 ∈ 𝐸 (4-15) 

Next, constraint (4-6) is extended and modified into constraints (4-13), (4-14), and (4-15) 

collectively, which regulate the proportions of F-trains, S-trains, and L-trains in the line plan.  

𝜉#K'$6 + 𝜉#$#4% + 𝜉#I3/'0 = 1 (4-16) 

𝑈# = 𝑈#$6 ∪ 𝑈#.( ∪ 𝑈#G(    ∀𝑒 ∈ 𝐸 (4-17) 

𝑣0 = 𝑣0,03.L⋁𝑣0,$!3G6  (4-18) 

𝜔0K%M#( = 𝜔0,03.LK%M#( 	⋁	𝜔0,$!3G6K%M#( 	 (4-19) 

𝜔0GJ. = 𝜔0,03.LGJ. 	⋁	𝜔0,$!3G6GJ.  (4-20) 

𝜔0$63N = 𝜔0,03.L$63N 	⋁	𝜔0,$!3G6$63N
 (4-21) 

𝑛0J = ∑ 𝑦0,$ − 2(
$*3    ∀𝑢 ∈ 𝑈 (4-22) 

𝑥0 ≤ ∑ 𝑦0,$(
$*+     ∀𝑠 ∈ 𝑆, ∀𝑙 ∈ 𝐿 (4-23) 
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Constraints (4-16) - (4-23) are all logic constraints. Constraints (4-16) is the proportion equation 

among F-trains, S-trains, and L-trains. Constraint (4-17) calculate the leftover passenger 

demands. Constraint (4-18), (4-19), (4-20), and (4-21) are the train set selection (8-car or 16-car) 

equations. Constraint (4-22) is the calculation method of intermediate stop for an OD 𝑢 . 

Constraint (4-23) establishes the logic connection between train line 𝑙 and its stop behaviour.  

4.4.5 Rationale for the modified model structure 

1. How the proposed model manages the railway capacity and general service quality. 

In the series of work by Zhang et al. (2020) and Zhang & Nie (2016), they testified that that a line 

plan with the requested lower capacity occupation value is based on achieving the specified 

service level with minimum possible number of total stops. However, the objective function (4-2) 

can also achieve the same goal by minimising the additional travel time. A shorter travel time 

means that train lines with a smaller number of stops will be selected, so that most ODs will have 

fewer intermediate stops.  

2. How the proposed passenger group classification differs with other studies. 

In previous studies (Hu et al., 2023; Li, 2015; Zhang et al., 2020), passenger groups have been 

classified into B-related, M-related, and S-related categories, where combinations like M-S and 

B-S are considered lower-level groups. However, when checking Table 3.2, the passenger of B-M 

and B-S is underestimated. Re-classifying passenger groups in this thesis can enhance the travel 

opportunities for passengers specially from S-stations by providing faster HSR services to B-

stations and increasing the potential for interchanges at B-stations. 

3. How the proposed model manages the structure of generated line plan. 

Section 4.3.4 is the major extended parts of the line planning models. For a perspective of general 

line planning compositions, the proportion of F-trains, S-trains, and L-trains can be customised 

as numerical experiments. Moreover, the selective constraint (4-6) helps in generating train lines 

that may not necessarily be profitable, but they hold significant importance for social 

responsibility and improving 'equality', such as for providing HSR links to less developed areas. 

4. How the proposed model reflects OD groups and train preference 

From the constraints (4-17), (4-8), and (4-9) regulate the train preference for diverse types of 

passengers, passenger from 𝑢 ∈ 𝑈$6  prefer F-trains and S-trains, while ∈ 𝑈.( ∪ 𝑈G(  are arranged 

by S-trains and L-trains.  

5. How the proposed model manages direct service or next-level service 



 

112 

The constraints do not directly control the level of direct service provision for different passenger 

OD flow groups; instead, this is managed by the parameters 𝐹JH'$6 , 𝐹JF#4% ,  and 𝐹JI3/'0 in 

Constraints (4-7), (4-8), and (4-9). As long as the values of equations like 𝐹J and 𝐹J − ∆𝐹J are not 

zero (Hu et al., 2023, 2024), OD 𝑢 are assured with direct services. Based on the percentage trend 

of OD groups in China HSR, there is a clear trend that M-S or S-S passengers might receive less 

direct services. 

6. How the proposed model manages focused transfer travels. 

This model does not precisely reflect all passenger transfer behaviours. However, Constraints (4-

8) ensure that mandatory transfer travels will have direct trains to Big stations where multiple 

interchange trains are available. The exact transfer times will need to be confirmed during the 

timetable generation stage. At line planning stage, only interchange location is regulated at Big 

stations, supported by high frequency of services. 

7. How the proposed model manages the line planning at the network levels. 

Although certain efforts have been made regarding network line planning (Han et al., 2019), 

network line planning does not exhibit any essential or fundamental differences compared to 

railway line-level planning. The solution for network line planning will be divided into stages, with 

line plans developed for individual railway lines. However, during the timetable generation stage, 

infrastructure and headway conflicts, as well as constraints, will be considered, making network 

timetable generation more challenging than line-level timetable generation. 

8. How the proposed model manages periodic or non-periodic line planning. 

The differences between non-periodic and periodic line planning are relatively minor in most 

cases. Generally, periodic planning only requires determining the train lines for a one- or two-

hour interval, setting the capacity limit (𝑁# = RS	3G	+?S	4%.

4%.	!#'(T'U
)  based on the system's theoretical 

minimum headway. As described in Chapter 3, the challenge in periodic line planning lies in 

adopting limited stop list combinations to ensure a sufficiently large scale of direct services. 

Typically, railway companies prioritise stop-by-stop trains to ensure direct transport. In short, the 

proposed model can be directly adopted in periodic operation scenarios. 

9. How the proposed model be applied in regional HSR line planning. 

The difference between regional HSR line planning and arterial HSR line planning is that the 

stopping pattern in regional HSR is much simpler, with the stop list showing far fewer variations 

compared to arterial HSR line plans. Passenger demand in regional HSR lines exhibits clear 

fluctuations, particularly during rush hours on weekdays, weekends, and other holidays. As a 
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result, there will be temporary stop-skipping operations during rush hours, similar to those in 

underground and urban railways. The proposed model can still be applied to regional HSR, as the 

train line candidates generated from the line plan will adhere to constraints (4-10), (4-11), and (4-

12). This will result in some train lines not stopping at certain stations, effectively performing 

'stop-skipping'. 

10. The relationship between proposed model and ticketing. 

The complexity of passenger assignment shares the same logic with ticketing process, which is 

explained and argued in Section 4.2. It should be remarked that the constraint (4-4), (4-10), (4-11), 

and (4-12) do not represent the final ticket allocation result. The primary role of Constraint (4-4) 

to complement constraint (4-3) in determining the required number of trains and the correct train 

type (16-car or 8-car). This ensures that the total seating capacity of all trains meets the 

passenger demand at each railway section. Constraint (4-10), (4-11), and (4-12) plays similar 

roles.  In a non-reservation seating environment, constraint (4-4), (4-10), (4-11), and (4-12) can 

either be ignored or applied with a coefficient exceeding 100% to account for potential 

overloading scenarios. 

4.5 Solution approach 

4.5.1 Discussion between business solver and heuristic algorithm 

In the efficiency debate between business solvers and heuristic algorithms, it is widely 

recognised that business solvers (e.g., Gurobi, Cplex) are highly effective for small to medium-

sized optimisation problems, but their performance significantly diminishes when applied to 

large-scale models. This is primarily due to the exponential increase in computational complexity 

as the problem size grows, leading to prohibitively long solution times or an inability to reach a 

feasible solution within practical time limits. (Hu et al., 2023, 2024) already proved when the train 

line scale 𝐿 ≥ 200,000 commercial solvers fail to return a solution within five hours. Such a scale 

is easily reached; for example, a railway line with 23 stations has a total combination of 𝐶?@V =
(237 ) = 245,157 possible train routes that only stop at 7 stations. 

In particular, for research problems like line planning, which heavily depend on the interpretation 

of railway scenarios, the internal processes of business solvers acting like grey box cannot be 

intervened. Solvers treat every variable and every enumeration equally, even when some 

enumerations are ineffective. By designing a rule-based heuristic algorithm, it is possible to 

selectively narrow the scope of enumeration while effectively controlling the acceptable gaps. 
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4.5.2 A rule-based heuristic algorithm 

The model structure implicitly includes two features that need to be incorporated into the 

solution process: the first is to ensure that train line do not have unnecessary stops, and the 

second is to ensure that passenger loading is optimised to minimise leftover passengers. Based 

on this, the solution process has been designed in two stages.  

Table 4.6  The outline of the line planning solution 

Step 1: Input data 

§ OD data of passenger groups 𝑈 , Beijing-Shanghai HSR section data 𝐸, 

§ Interpretating scheduling styles as 	𝐹JH'$6 , 𝐹JF#4% , 𝐹JI3/'0  

§ Setting given ∆𝐹JH'$6 , ∆𝐹JF#4%,	𝑁#  

Step 2: Generate initial train lines 

§ Afflicted elements are also decided: 𝑣0 , 𝜔0K%M#( , 𝜔0GJ., 𝜔0$63N (constraint (4-18)- (4-21)) 

Step 3: Optimise the itinerary to minimise stops 

§ Step 3.1: Ensure coverage:  

Ensure that each medium and small station is connected to at least a set number of 

trains that links it to the next Big station in the route by checking 

o  𝑥0 ≤ ∑ 𝑦0,$(
$*+    

o ∑ 𝑥00∈I ∙ 𝑣0 ≥ 𝑄#$6 − 𝛥𝑄#$6  

o ∑ 𝑥00∈I ∙ 𝑣0 ≥ 𝑄#G( − 𝛥𝑄#G( + 𝛥𝑄#$6  

o ∑ 𝑥00∈I ∙ 𝑣0 ≥ 𝑄#.( − 𝛥𝑄#.( + 𝛥𝑄#G(  

§ Step 3.2: Remove unnecessary stops, for each train: 

Ø Start with an initial itinerary that includes only Big stations. 

Ø Step 3.2.1: Add Medium or Small stations to the itinerary only if: 

o The station is necessary to ensure connectivity between itinerary section. 

o The station serves a significant demand by ranking 𝑄#$6 ,	𝑄#.( , 𝑄#G(. 

o The frequency change shall be smaller than ∆𝐹JH'$6  
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§ Step 3.3: Sort the itinerary  

Ensure the itinerary is sorted in the correct sequence. 

Step 4: Calculate total intermediate stops and cost 

§ Step 4.1: For each generated and optimised itinerary ∀𝑢 ∈ 𝑈, calculate the number of 

all intermediate stops for all ODs:  

𝑛0J = ∑ 𝑦0,$ − 2(
$*3 .  

§ Step 4.2: Sum up the total number of intermediate stops across all trains: 

𝑍? = ∑ ∑ 𝑛0J ∙ ∆𝑡J ∙ 𝑥0 ∙ 𝑓00∈IJ∈W   

§ Step 4.3: calculating the total cost of all train lines: 

𝑍+ = ∑ (𝜔0K%M#( +𝜔0$63N0∈I ∙ 𝑛0 +𝜔0GJ. ∙ 𝑑	) ∙ 𝑥0 ∙ 𝑓0   

Step 5: Evaluate and refine 

§ Step 5.1: Evaluate whether the total number of intermediate stops meets the desired 

minimum, if not, head to Step 5.2. 

§ Step 5.2: further by iterating through Steps 3 and 4, removing any additional 

unnecessary stops while ensuring coverage, updating 𝑍+, 𝑍? and 𝑛0J. 

Step 6: Finalise itinerary  

§ Return the optimised train itineraries with minimised intermediate stops and confirmed 

coverage of all required stations and exact 𝑍+, 𝑍? and 𝑛0J. 

§ End the itineration when the cost reduction gap is less than 15% or the iteration step 

reaches 50. 

4.6 Case study 

4.6.1 Background information 

The China Beijing-Shanghai HSR line, also known as the Jinghu HSR line, is one of the busiest HSR 

lines in the world. The stations, railway sections, and OD are ordered according to the direction 

from Beijing to Shanghai. Therefore, BJN is indexed as 𝑠+, SHHQ as 𝑠?@, and the set of station 𝑆 =
{𝑠+, 𝑠?, . . . , 𝑠?@} . The BJN-LF section is indexed as 𝑒+ , thus the set of railway section 𝐸 =



 

116 

{𝑒+, 𝑒?, . . . , 𝑒??}. The O-D pairs are ordered as follows: BJN-LF (𝑢+ ), BJN-TJN (𝑢? ), …BJN-SHHQ 

(𝑢?+), …, KSN-SHHQ (𝑢?X@), and the set of ODs 𝑈 = {𝑢+, 𝑢?, . . . , 𝑢?X@}. 

An average train density of Beijing-Shanghai HSR line is over 120 trains per day, and it 

accommodate trains from all other provincial capitals only except Hangzhou (Zhejiang), 

Nanchang (Jiangxi province), Changsha (Hunan province), Guiyang (Guizhou province), Kunming 

(Yunnan province), Guangzhou (Guangdong province & the Great Bay area), and Fuzhou (Fujian 

province). The busiest section, between Bengbu (𝑠+@) and Xuzhou (𝑠++), sees over 160 trains daily 

(Li & Pi, 2024). The Jinghu HSR line spans 1,318 km, includes 23 stations and 22 railway sections, 

serves 253 ODs (original-line) and over 160,000 passengers daily in 2019 (Haitong International 

Securities Group Limited, 2022), with a maximum train speed of 350 km/h. The OD classifications 

are: B-B (Big to Big stations): 15 OD pairs, B-M (Big to Medium stations): 66 OD pairs, B-S (Big to 

Small stations): 36 OD pairs, M-M (Medium to Medium stations): 55 OD pairs, M-S (Medium to 

Small stations): 66 OD pairs, and S-S (Small to Small stations): 15 OD pairs. 
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Figure 4.7 Beijing-Shanghai HSR line and other HSR lines 

It should be noted that there are three regional HSR areas which play significant roles in short-

distance travel: the Beijing-Tianjin intercity, the Shanghai-Nanjing-Hangzhou intercity, and the 

Shandong provincial circle. This suggests that passengers may prefer regional HSR for certain 

origin-destination (OD) pairs. These travels typically occur in section between Beijing and Tianjin 

(𝑠+~𝑠@), Dezhou and Zaozhuang (𝑠X~𝑠+S), and Nanjing and Shanghai (𝑠+R~𝑠?@).  

Regarding classifying OD groups based on travel distance, Section 1.2 summarises the 

definitions of long-distance railway passengers across countries. However, none of the existing 

definitions fully reflect travel features in China HSR. Statistics only indicate a relatively clear 

feature that travel distances within 350 km exhibit minimal variations in travel time (i.e., within 45 

minutes) compared to other ODs, regardless of the train's stopping patterns. Consequently, this 

thesis defines 350 km as the boundary between short-distance and medium-to-long-distance 
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travel. Accordingly, the minimum travel time reference for short-distance travel is 90 minutes. As 

representative examples, every adjacent Big station on Beijing-Shanghai HSR belongs to short-

distances. 

4.6.2 Scenario pre-processing and rules for line pool 

1. General passenger behaviours. 

The demand of F-passengers, S-passengers, and L-passengers are the result of known market 

analysis and assumed as planned rail travels, which implies that passengers are not expected to 

switch to other transport modes, regardless of variations in the proposed line plans. Ticket prices 

rank from high to low is F-trains, S-trains, and L-trains and from short travel time to long travel 

time (Pengpai News, 2024).  

2. Inferred and assumed original-line OD data of Beijing-Shanghai HSR line. 

Ma (2018) and Tian (2018) provide detailed data on OD flows between all Big stations of Beijing-

Shanghai HSR lines, together with Table 3.2. The appendix of (Y. Li, 2020) contains passenger flow 

data for a specific hour on the Beijing-Shanghai HSR line. By synthesising the information from 

these three sources, a comprehensive OD dataset can be constructed, accounting for potential 

systematic errors. The data is rounded up to the nearest multiple of 10. After aggregating the OD 

data, the results align with the overall passenger flow characteristics of the original-line travels 

on Beijing-Shanghai HSR line after cross verifications (Haitong International Securities Group 

Limited, 2022; Li, 2020; Ma, 2018; Tian, 2018). The case study only takes the direction from Beijing 

to Shanghai direction as the example.  

3. HSR train line category and line plan scale: 70 trains 

The HSR trains are categorised as F-trains, S-trains, and L-trains where the stopping patterns are 

explained in Section 1.2.2.: The F-train stops at most or all Big stations, S-train stops at Big 

stations and a subset of Medium Stations, and L-Train stops at the Big stations and subset of 

Medium and small stations. The total stop number of F-trains, S-trains, and L-trains are not fixed 

and will be tested in the following cases. Note that only Big station is allowed to set as Origin or 

Terminus stations. The long-type and short-types accounts for 80% and 20%, respectively.  

4. ODs from other railway lines: cross-line operation. 

According to the statistics provided by (Xu, 2020), passengers who travel from other HSR lines 

account for 20%-50% of passenger loading on cross-line trains, which implies that once cross-

line trains running on the Beijing-Shanghai HSR line, the proportion of original-line travels served 

by these cross-line trains ranges between 50% and 80%. Besides, the majority of cross-line travel 
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destinations are Big stations on Beijing-Shanghai HSR line. The related demands are aggregated 

as setting node stations as destinations. For example, passengers travel from Qingdao is 

regarded as the demand associated with Ji'nanxi (𝑠R). 

Due to the track layout design of Beijing-Shanghai HSR, there is no opposing direction of cross-

line movements. For each node station, considering the direction from Beijing to Shanghai and 

track layouts, the available cross-line train directions are listed as follows: 

§ Tianjin nan: accepting trains from Northeast China to Shanghai 

§ Dezhou dong: accepting trains leaving Jinghu HSR line for Qingdao, from Shijiazhuang 

to Shanghai. 

§ Ji'nan xi: accepting trains from Qingdao to Shanghai. 

§ Xuzhou dong: accepting trains from Zhengzhou to Shanghai, leaving Jinghu HSR for 

Lianyungang. 

§ Bengbu nan: accepting trains leaving for Hefei. 

§ Nanjing nan: accepting trains leaving for Hangzhou, from Hefei. 

5. Applying SILWMST on Beijing-Shanghai HSR line. 

Combining the assumed OD data, the scenario of Beijing-Shanghai HSR line suits the SILWMST. 

The case study only set distance as the weight of spanning tree, and the OT stations of cross-line 

trains, which centralised on the node station here, are determined as follows:  

§ From North-East China to Hefei, and Hangzhou: Tianjin nan (O), Nanjing Nan (T) 

§ From Shijiazhuang & Qingdao to Hefei, and Hangzhou: Ji, nan (O), Xuzhou (T), Nanjing 

Nan (T) 

§ From Zhengzhou to Hefei and Hangzhou: Xuzhou Dong (O), Nanjing Nan (T) 

4.6.3 Scheduling styles and modelling results 

The testing scheduling styles are listed as follows: 

§ Scheduling style A: different maximum stop number of S-trains and L-trains. 

§ Scheduling style B: different maximum stop number gap between S-trains and L-trains. 

§ Scheduling style C:  different maximum stop number gap between S-trains and L-trains 

between each B-B railway section. 

§ Scheduling style D: different percentage of F-trains, S-trains, and L-trains. 

Challenges 1.2.3.2 and 1.2.3.3 are specifically represented in the line plan structure as 

Schedules A, B, and C. Combing Beijing-Shanghai HSR contexts and scheduling style A, B, C help 

understanding the potential trends or relationships between reachability, timetable train traffic, 
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and railway capacity. After analysing the effects of Scheduling style of A, B, and C. A more 

comprehensive case result based on Scheduling style D is proceed. Firstly, for a single train, the 

setting of stop numbers will lead to discussions around coverage (reachability) and minimum 

train types required. From the perspective of multiple trains, if the gap in stop numbers is too large, 

the timetable generation phase will see an increase in overtaking behaviour, further prolonging 

the overall travel time for trains with more stops. Furthermore, from a ticketing perspective, this 

could result in some trains becoming overcrowded while others are less attractive to passengers. 

Similarly, the stop number gap could be observed from a broader railway section perspective. 

Interestingly, it should be notice that if arranging UK-style line plans: trains sectionally terminus 

at 𝑠@, 𝑠R, 𝑠++, 𝑠+R, and 𝑠?@. The discussion of style C could be removed.  

To begin with, it is reasonable for excluding the F-trains when discussing Style A, B, C, which is 

obvious because there are limited stop list variations if train only dwelling at Big stations. Next, to 

build up a foundation of discussion, the goal of scheduling style A is to testify the minimal 

numbers of S-trains and L-trains to ensure the minimum direct service to its next Big stations. The 

result shows as Table 4.6. It can be concluded that the minimum number of train types required 

to provide direct service to Big stations decreases significantly as the number of stops increases. 

In the case of L-trains, the extent of direct service to Big stations is determined by the smaller 

number of stops allocated to M-stations and S-stations. 

Upon further analysis, the largest stop number gap between S-trains and L-trains is seven 

stations, while the smallest gap could be zero (Scheduling style B). The advantage of having larger 

station number gaps is that B-M passengers could experience significantly shorter travel times by 

taking S-trains, with at least 49 minutes saved. However, this approach results in more 

heterogeneous train traffic, as at least 10 S-trains would be required to achieve minimal 

reachability. Conversely, a smaller stop number gap reduces the difference between S-trains and 

L-trains, resulting in more balanced and equal travel times for both B-M and B-S passengers, and 

increase the direct service opportunities of M-M, M-S, and S-S travels.  

Table 4.7 The minimal train line types to support B-M direct service. 

Minimal types of S-trains Minimal types of L-trains 

Stop number B-M direct service Stop number B-S direct service B-M & B-S direct service 

6 10 9 7  

𝑀𝑎𝑥{10, 7, 5, 4, 3} 
8 5 11 4 

10 4 13 3 
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Examining Sections 𝑠?~𝑠Y ,	𝑠Y~𝑠+R, 𝑠+R~𝑠?@  , it is obvious that M-stations and S-stations are 

successively distributed on Beijing-Shanghai HSR line, respectively, rather than distributed in a 

staggered manner (Figure 4.8). The implication for railway operations is that reducing the stop 

number gap between S-trains and L-trains increases the likelihood of generating an 'evenly-

distributed' stop list combination of line plan (Scheduling style C), which in turn leads to more 

homogeneous train traffic and a lower capacity utilisation value. 

 

Figure 4.8 Distribution pattern of M-station and S-station 

Based on the concluded observations above, the minimum stop number for testing Scheduling 

style D is three for F-trains, while eight for S-trains, and ten for L-trains. Besides, Scheduling style 

D examines only 50% of the OD data, with the line plan designed to accommodate approximately 

40% of the daily demand density (Peng et al., 2024), equivalent to 70 trains. The intention for this 

is using a minimal stop list combination to meet relatively higher OD demand volumes—if the 

scale of the line plan were sufficiently large, train lines would naturally be expected to meet all 

demands. The format of table cell explains as: 𝜉#K'$6+𝜉#$#4% + 𝜉#03/'0 = 1 . The experiments of 

Scheduling style D further define two conditions as the details of constraint (4-9): 

§ Condition 1: for each M-station and S-stations, setting at least five trains linking to its 

next Big station along the itinerary, and reduce the unnecessary intermediate stops. 

§ Condition 2: for each M-station and S-stations, setting at least ten trains linking to its 

next Big station along the itinerary, and reduce the unnecessary intermediate stops. 

The results are shown as Table 4.7 and 4.8. The implication of table items is explained as following: 

The total cost represents the operational costs of railway transport, corresponding to objective 

(4-1). The total intermediate stop and time cost refers to the total number of intermediate stops 

that all OD services provided by all trains must pass through, reflecting objective (4-2), which 

concerns as one type of 'efficiency' (i.e. fast travel) of all OD travels. Clearly, the fewer the 

intermediate stops, the more efficient the travels. For different station pairs, the table introduces 

four new concepts, listed from top to bottom: total direct service, average frequency, average 

intermediate stops, and average tickets assigned to each OD. 

Total direct service reflects the overall railway supply of transportation products. Average 

frequency indicates the extent to which services are evenly distributed throughout the day for 

each OD. Average intermediate stops reflect the efficiency of specific OD journeys, similar to the 

S-stations:

successively distributed

M-stations:

successively distributed

M- & S- stations:

Distributed in staggered manner 
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previous definition. Lastly, the average tickets assigned to each OD is calculated by dividing the 

demand volume for that station pair by the total direct services, indicating the 'demand intensity' 

or 'ticketing pressure' that each train line must 'endure'. Since the proposed model aims to 

remove unnecessary and redundant stops, the total railway supply for each OD is reduced, 

thereby increasing the 'pressure' on each train. The implication for railway operators is that if this 

value is high, it suggests the need to increase railway supply: representing as adding more stops 

or train lines. This thesis defines this effect as 'ticketing pressure'. 

As general trends, requiring more compulsory links contributes to an increase in the total number 

of direct services. Second, the trends for various station pairs generally follow a proportional 

pattern across F-trains, S-trains, and L-trains. Thirdly, there is a less intermediate stop variations 

across these six style cases, which could be attribute to the layout of the case study. 

To be more specific, The RSI performance of B-B stations significantly outperforms other station 

pairs across all items. This is due to the stopping rules set for F-trains, S-trains, and L-trains, 

where almost all trains are required to stop at Big stations. However, the calculation results align 

with the provided OD data. Despite the ample railway supply, each train still faces significant 

ticketing pressure, with requirements ranging from 48 to 53 tickets for each OD pair. This 

represents the second-highest demand among all station pairs. The overall supply for B-M is 

similar in scale to B-B. However, due to the higher number of B-M combinations, the average 

frequency calculation result is lower. Nevertheless, ticketing pressure is the least compared to 

B-B and B-S, indicating that the line planning results are more favourable for both railway 

operators and passengers. 

Regarding B-S travels, the overall supply for B-S is significantly lower than B-B and B-M, leading 

to the lowest average frequency calculation result and the highest ticket pressure. The average 

travel of S-S travels receives fewer intermediate stops, which is the least among all OD groups. 

Comparatively, this figure for M-S travels is the highest. This result can account for the layout of 

S- and M- stations on the Beijing-Shanghai HSR line rather than the optimisation results. Due to 

the minimal ticket pressure on S-S pairs, they can be deprioritised during the ticketing process. 

As a commonly shared feature, the reachability of ticketing pressure of M-M, M-S, and S-S are all 

low. A fair compensation from the railway operation reality is that the intercity regional HSR 

provide high-frequency of services serving these M-M, M-S, and S-S pairs. 

Regarding the long-type and short-type trains, long-type trains are clearly favoured, constituting 

the majority of the line plan cases. This preference arises from the fact that, while incurring only 

1.5 times the cost, long-type trains provide 2.05 times the total seating capacity. However, a 

potential drawback of this arrangement lies in the limited flexibility for joining and splitting 

operations (Section 3.2.3), as the platforms can accommodate a maximum of only 18 carriages. 
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Figure 4.9 The optimised line plan (F- trains) on Beijing-Shanghai HSR (Case D2.2)
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Table 4.8 Railway supply indicator performance in different percentage (Condition 1) 

Style Line plan 

structure 

Total cost Total intermediate stops 

(Travel time lost) 

Rows (from top to bottom): total direct service/average frequency/ average 

intermediate stops/average tickets assigned to each OD 

B-B B-M B-S M-M M-S S-S 

D2.1 30%+30%+40%* 17,692,967.5 CNY 3,450 (26,117 minutes) 738 782 136 122 85 12 

50.8 11.84 4.17 2.36 1.27 1.2 

1.97 2.49 3.00 2.96 2.93 1.20 

53 27 65 24 22 18 

D2.2 50%+20%+30% 16,682,702.5 CNY 3,410 (19,607 minutes) 804 717 111 136 61 15 

53.06 10.86 3.08 2.40 0.77 0.93 

2.16 2.22 3.75 3.04 3.03 1.15 

48 29 80 21 30 21 

D2.3 20%+40%+40% 16,814,982.5 CNY 3,620 (26, 872 minutes) 728 793 136 94 68 22 

48.53 12.02 4.29 1.71 1.02 1.20 

1.64 2.11 2.75 3.48 3.00 1.30 

54 26 63 30 30 18 

Table 4.9 Railway supply indicator performance in different percentage (Condition 2) 



 

125 

Style Line plan 

structure 

Total cost Total intermediate stop 

(Travel time lost) 

Rows (from top to bottom): total direct service/average frequency/ average 

intermediate stops/average ticket assigned to each ODs 

B-B B-M B-S M-M M-S S-S 

D2.1 30%+30%+40% 17,692,967.5 CNY 3,500 (26,817 minutes) 810 840 150 130 85 23 

52.00 12.72 4.17 2.36 1.27 5.3 

2.20 2.63 3.25 2.11 2.00 1.73 

48 25 59 23 22 16 

D2.2 50%+20%+30% 16,682,702.5 CNY 3,420 (22,925 minutes) 850 785 135 100 70 9 

56.67 11.89 3.75 1.82 1.05 0.87 

2.25 2.35 2.58 1.99 1.67 1.11 

45 27 37 29 25 23 

D2.3 20%+40%+40% 16,814,982.5 CNY 3,630 (26, 467 minutes) 780 840 145 110 80 34 

52.00 12.72 4.03 2.00 1.21 1.20 

2.00 2.63 2.92 1.95 1.83 1.40 

50 25 60 27 23 15 
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Figure 4.10 The optimised line plan (S-trains and L- trains) on Beijing-Shanghai HSR (Case D2.2) 
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Facing the issue of line planning based on passenger assignment models—such as increased 

model complexity and the exponential growth in potential train assignments—this chapter 

proposes a solution through the aggregation of PEIs as different train frequency requirements. 

This approach significantly reduces the difficulty and variety of enumeration, as a single train 

inherently comprises multiple transportation products. From the perspective of railway supply, 

increasing frequency is a straightforward method, but it offers passengers the clear benefit of 

greater flexibility of travel choices. 
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Based on this problem-solving approach, an innovative railway supply-based line planning model 

is introduced that can provide multiple service levels. The chapter defends and argues the 

model’s versatility in terms of periodic line planning, network level line planning, and regional HSR 

line planning. The model aims to minimise both operation costs and the number of intermediate 

stops, allowing for comprehensive OD coverage with a smaller set of stop combinations. This 

chapter interprets Challenge 1.2.2.2 and Challenge 1.2.2.3 at the level of three scheduling styles, 

explaining the mathematical principles behind minimal stops and reachability, train traffic, and 

capacity. The optimal stopping strategy must be tailored to the specific railway context to 

determine the differences between S-trains and L-trains. This chapter also identifies the potential 

drawbacks of using S-trains and L-trains as train service types: when M- and S-stations are not 

alternately distributed, both S-trains and L-trains may make consecutive stops on certain railway 

sections, which could have a negative impact capacity utilisation. Reducing the distinction 

between S-train and L-train stops would help to establish a more evenly distributed stopping 

pattern across all major HSR sections. 

The selection of objective functions comes with both advantages and disadvantages. The primary 

advantage is that these two objective functions aim to reduce unnecessary stops, thereby 

lowering the total number of stops and intermediate stops. This can result in shorter travel times 

for most ODs, potentially more homogeneous train traffic, and reduced capacity utilisation. 

However, while equality in the total direct services may not be achieved due to demand 

disparities between different types of station pairs, these objective functions can ensure equality 

in terms of average intermediate stops. Another advantage is that adopting these two objective 

functions avoids the inherent shortcomings associated with turnover-based and loading 

efficiency-based objective functions. Specifically, the turnover-based objective function tends to 

favour medium- to long-distance passengers, whereas the loading efficiency-based objective 

function focuses more on the total number of passengers a train can serve. As a result, L-trains 

and short- to medium-distance passengers are given preferential treatment, as illustrated in 

Figures 4.5 (3) and (4). Not to mention that the ticketing process is another branch of optimisation 

problem. 

Table 4.8 Comparison between optimised line plan and the existing plan 

 B-B B-M B-S M-M M-S S-S 

Case D2.1 738 782 136 122 85 12 

Existing plan 578 618 152 237 197 23 

Comparison Increased Increased Similar Reduced Reduced Similar 
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Compared with the existing line plan in the current document, the service frequencies for B-B and 

B-M have increased significantly, while the frequency of B-S services has remained largely 

unchanged. In contrast, the service levels for M-M, M-S, and S-S have experienced varying 

degrees of decline. For instance, in the case of D.2.1, a comparison with the existing plan is 

presented in Table 4.8. Additionally, the existing line plan only cover the 92.8% of the M-S station 

pairs and 83.4% of the S-S pair, the Case D2.1 make sure all station pairs get direct train service. 

However, the direct services for M-M, M-S, and S-S might be low because there is no constraint 

guaranteeing related direct service. Another drawback is that a higher ticketing pressure is shown 

for each train. From the further calculation from Table 4.7 and 4.8, the average passenger each 

train required to serve is over 4,500, which is much higher than Table 3.1, indicating that adopting 

40% of trains to serve 50% passenger demand is challenging and suggesting there could be a 

motivation for additional stops. In general, the methodology of line planning heavily depends on 

the chosen solution approach, the interpretation of railway operation scenarios, and the 

consideration of handling passenger ODs. 
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Chapter 5 Integrated railway capacity utilisation: a 

mesoscopic timetable generation model 

This chapter explores timetable generation models by comparing different research pathways 

and establishing a mesoscopic model that integrates railway operation rules and train overtaking 

behaviours. The effectiveness of the mesoscopic model is demonstrated through a comparison 

with macroscopic models, highlighting its advantages in capturing railway operation complexities. 

Finally, four timetabling approaches for capacity improvement are tested: capacity variations 

affected by overtaking behaviours and dwell time adjustment, adding extra stops, splitting train 

sets, and analysing opposing conflicts of crossline trains. 

5.1 Managing capacity-constrained network 

5.1.1 A summary of research pathways and layovers  

The research pathway refers to the structured process or methodological steps adopted. There 

are several layers involved in managing capacity-constrained service network. Firstly, regarding 

the general approach of the service network management, all four approaches are discussed and 

analysed in Section 3.2.2. Liao et al. (2024) examined a relatively small network of the China HSR, 

with one station (Zhengzhou Dong) located as the central station and evaluated the capacity with 

random train departure orders. Zhang (2019) proposed that sub-networks operate independently 

and developed timetables for these sub-networks separately. Zhang (2022) analysed the impact 

of platform changes (e.g. by rendering certain platform tracks unavailable) to assess train 

schedule delays, with desired departure time windows predefined. Zhang (2019) and Li et al., 

(2023) focused on the extended Beijing-Shanghai HSR network.  Zhang (2019) treated cross-line 

train operations as time window constraints, while  Li et al. (2023) evaluated the impact on 

capacity by introducing different proportions of cross-line trains. 

Secondly, regarding generating a timetable with a minimum timespan, introducing sequential 

steps for timetable generation followed by the implementation of a compression (Lange et al., 

2011; Pouryousef & Lautala, 2015; Zhang, 2012), as stated in Section 2.3.1, is one approach. 

Another approach is generating timetables by strictly following minimum headways to ensure 

closely arranged train paths, which is more common compared to the first approach (Petering et 

al., 2016; Sparing & Goverde, 2017; Zhang & Nie, 2016).  

Thirdly, regarding the maintenance of service levels and timetable capacity, there are several 

pathways that can be identified. One is integrated line planning and timetable generation where 
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the adjustments, stop-skipping, or change to partial stops mainly are made to meet time-

dependent demand and increasing average travel speed. Example works includes Jamili & 

Pourseyed Aghaee (2015); Parbo et al., (2018); and Xu et al. (2021), and the scenarios are mostly 

in urban and regional railways. Yao et al. (2022) designed the train precedence change scheme to 

testify further timetable compression. The second approach is modular construction of optimal 

line plan or timetable structures where the accumulation of local optima leads to a globally 

optimal solution. Representative works include Liao et al. (2021) who schedule the time-space 

graph by adding up 'closely-arranged' train path pieces. Zhou (2022) schedules the time-space 

graph by adopting the minimum unused time-space pieces, and Wu (2020) schedules the time-

space graph by adding. more indented train path pairs. The third approach is to insert additional 

train paths (Burdett & Kozan, 2010; Li, 2022) to directly increase travel opportunities for most 

ODs, but potentially leading to large-scale timetable adjustments. 

Fourthly, regarding train traffic optimisation and adjustments, certain efforts have been devoted 

to relaxing rigid constraints on microscopic operational elements. For example, Li (2018) relaxed 

the running time constraints between railway sections to identify optimal transfer links through a 

greedy algorithm. Li (2022) and Li (2015) focused on relaxing the schedule delay constraints for 

train lines. However, similar to research on inserting additional train paths, managing the 

structure and computational complexity of the model becomes highly challenging when such 

constraints are relaxed. 

5.1.2 Identifying the research pathway in this thesis 

Given the uneven capacity situations across China HSR network shown in Appendix A, this thesis 

emphasises the congested parts of the network, which means this thesis focuses on the 

congested areas of the network. The capacity analysis is, therefore, centred around the 

congested HSR lines and their associated HSR parts. The rationale behind this focus is that the 

underutilised areas of the network offer flexibility to absorb operational adjustments stemmed 

from congested parts. 

Building on the research pathway outlined in Chapter 4, which aims to provide a broader range of 

direct services through a line plan with fewer stops and train line combinations, this thesis 

proposes the addition of stops informed by a capacity sensitivity analysis. The motivation behind 

this proposal is that a relatively small increase in the timespan can generate a significant increase 

in OD direct services, and such partial timetable structure can be modularly arranged. In relation 

to the microscopic operational elements, this thesis sets dwell time allowances as an 

approximation for relaxing time-related cost elements. The rationale here is that any extra running 
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time or associated costs would ultimately affect the arrival and departure times at a station and 

can therefore be considered as ‘absorbed’ dwell time.  

Furthermore, this thesis examines the capacity evaluation considering platforming constraints. 

There are well-established macroscopic timetabling models that consider overtaking behaviours 

aimed at reducing capacity utilisation (i.e., minimising the timespan), such as the works of  Yan & 

Goverde (2017); Zhang & Nie (2016). However, a significant concern arises when stations do not 

have sufficient platforms to handle successive arrivals, in which case the model may fail to 

accurately represent the true timespan. Besides, unintended overlapping scenarios may also 

occur if platform availability is neglected  (Harrod, 2011; Zhang, 2022). Moreover, as outlined in 

Section 3.2.4, the allowance for dwell time is a crucial factor in enabling overtaking behaviours. 

Consequently, the proposed model in this chapter shall provide a more comprehensive analysis 

of these issues. The time, space, train relationships can be graphed as Figure 5.1. 

 

Figure 5.1 Modelling principles of mesoscopic timetabling: space-time diagram 
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5.1.3 Formal problem statement 

The timetable generation stage in this chapter is a mesoscopic and integrated timetable 

generation and platforming problem, which is stated as: given the layout of a railway network and 

a train line proposal, the objective is to determine the optimal precedence of trains across railway 

sections and within stations and to generate the time-space graph (i.e., timetable) that minimises 

the overall timespan (i.e. makespan):	𝑚𝑖𝑛	𝐹 = 𝑡𝑖𝑚𝑒𝑠𝑝𝑎𝑛	

5.1.4 General assumptions 

§ This thesis does not consider the train trajectory variations caused by driver skill 

errors, rolling stock grouping (long or short types), and electronic multiple units 

features. 

§ This thesis assumes that the valuation of headways, minimum dwell time and other 

necessary time cost have already considered the initial stability by adding adequate 

buffer time (Ning et al., 2009). 

5.2 A modular modelling framework 

5.2.1 Notation 

Table 5.1 Space-time network denotations 

Symbol Description 

𝑖, 𝑗 Physical point: station boundary, platform track, open track. 

𝑡, 𝜏 Discrete time instants, the unit is one minute. 

𝑣 ∈ (𝑖; 𝑡) Vertex of the space-time network 

𝑎 ∈ (𝑖, 𝑗; 𝑡, 𝜏) Arc of a space-time movement: from (𝑖; 𝑡) to	(𝑗; 𝜋) 

 

Table 5.2 Sets, index, and supportive parameter 

Set Description 

𝐴 Set of arcs, indexed by 𝑎. 

𝐹 Set of trains, indexed by 𝑓, 𝑓Z. 

𝑆 Set of stations, indexed by 𝑠 
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Set Description 

𝐷K  Set of stop list of train 𝑓 

𝐸 Set of stations, indexed by 𝑒 

𝑇 Set of time windows 

𝑉$, 𝑈$ Set of platform tracks and open tracks at station 𝑠, indexed by 𝑝 

𝑃$ Set of and all tracks at station 𝑠, indexed by	𝑝,	𝑃$ = 𝑉$ ∪ 𝑈$ 

𝐴-, 𝐴9 Approaching and departing direction 

𝐴K[  Set of arcs representing the running process of train 𝑓 in sections, stations 

𝐴K\  Set of arcs representing the arriving and departing process of train 𝑓 

𝐴K\T  Set of arcs representing the dwelling process of train 𝑓 

𝐴K)  Set of arcs representing the passing process of train 𝑓 without stop 

𝐴K]G  Set of arcs representing the departing process of train 𝑓 at its origin station 

𝐴K=#  Set of arcs representing the arrival process of train 𝑓 at its terminus station 

𝐴$ set of arcs associated with station 𝑠 

𝐴^  Set of arcs related to the vertex 𝑣, 𝐴K[ , 𝐴K\, 𝐴K), 𝐴K]G , 𝐴K=# , 𝐴$ ⊆ 𝐴^  

𝜋4'M\T , 𝜋4%.\T  The upper and lower bound of dwell time 

𝜋#8 The additional time cost if stop at the end of section 𝑒 

𝜋#\  The additional time cost if depart from the start at the beginning of section 𝑒 

𝜋#[  The pure running time cost in section 𝑒 

𝜋$_  The dwell time cost occurring at station 𝑠 

𝜋$B  The random buffer time added to a time cost, representing an initial variation. 

𝑀 Sufficiently large positive number, set as 24 × 60 = 1440 in this case 

 

Table 5.3 Decision variables 

Symbol Description 

𝑥'K  0-1 variables, =1representing an arc is selected  
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Symbol Description 

𝑦K$ 0-1 variables, =1 representing a platform is selected when entering the station 𝑠 

𝑧K$ 0-1 variables, =1 representing if train stops at the station	𝑠 

𝑏K,KZ$  0-1 variables, =1 representing both train 𝑓 and 𝑓Z required the same platform 

𝑜K,KZ$  0-1 variables, =1 representing train 𝑓 arrives before train	𝑓′	at station 𝑠 

 

Table 5.4 Headway set (𝐻)  within the station (unit: minutes) (Li et al., 2023) 

The front train The later train Arrival headway Departure headway 

Stop Pass ℎ'G$N =	5 ℎ(#$N =	5 

Stop Stop ℎ'G$$ =	3 ℎ(#$$ =	4 

Pass Stop ℎ'GN$ =	3 ℎ(#N$ =	3 

Pass Pass ℎ'GNN =	3 ℎ(#NN =	3 

5.2.2 Train movement illustration 

In the subsequent paragraph, all time-related concepts follow a consistent description: a time 

window represents a specific 𝑡  and 𝜏  and denoted as𝑇 =  [𝑡, 𝜏] . Time refers to discrete time 

instances. The time cost does not have time stamp attributes and is regarded as a 'cost' (e.g., 

headway, dwell time, running time). The timespan, or the makespan, represents one form of 

capacity utilisation value. The sentence that 𝜏 is greater than 𝑡 can also be stated as 𝜏 is later than 

𝑡,or  𝑡 < 𝜏. The mathematical illustration of train movements is shown as Figure 5.2. 

 

Figure 5.2 An illustrative diagram of timetable generation modelling 
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1. For all time windows that shall link to the decision variables, the formulation is: 

𝑡 × 𝑥' ≤ 𝜏 × 𝑥'  

2. For train 𝑓 running movements ∀𝑎K(𝑖, 𝑗; 𝑡, 𝜏) ∈ 𝐴K[, the time window 𝑇 is formulated as: 

𝜏 − 𝑡 = 𝜋%2[ + 𝜋28 × 𝑧K$9+ + 𝜋%\ × 𝑧K$ + 𝜋$B  

3. For train 𝑓 passing movements ∀𝑎K(𝑖, 𝑗; 𝑡, 𝜏) ∈ 𝐴K), the time window 𝑇 is formulated as: 

𝜏 − 𝑡 = 𝜋%2[ × (1 − 𝑧K$) 

4. For train 𝑓 dwelling movements ∀𝑎K(𝑖, 𝑗; 𝑡, 𝜏) ∈ 𝐴K\T, the time window 𝑇 is formulated as: 

𝑧K$ × 𝜋4%.\T ≤	𝜏 − 𝑡 ≤ 𝜋4'M\T × 𝑧K$ 

For all 	𝜏  and 𝑡  , their assignment is inherently associated with a specific set 𝐴K[ , 𝐴K\ , 𝐴K\T , 𝐴K) ,	
ensuring that each 𝜏 and 𝑡 holds a distinct interpretation within the given arcs 𝑎K.	

5.2.3 The model structure (M3) 

Objective function: 𝑚𝑖𝑛	𝐹 = 𝑡𝑖𝑚𝑒𝑠𝑝𝑎𝑛 

Group I: train movements within the sections-flow balance constraints 

∑ 𝑥' = 1(+)   ∀𝑓 (1): 𝑎K ∈ 𝐴K3G9 (5-1) 

∑ 𝑥' = ∑ 𝑥'(@)(?)   ∀𝑓, 𝑣 (2): 𝑎K ∈ 𝐴^-.   (3): 𝑎K ∈ 𝐴^9 (5-2) 

∑ 𝑥' = 1(`)   ∀𝑓, 𝑣 (4): 𝑎K ∈ 𝐴K=#- (5-3) 

∑ ∑ 𝑥'(X)∀K ≤ 1  ∀𝑓, 𝑠, 𝑒 (5): 𝑎K ∈ 𝐴K[ , 𝐴K\ , 𝐴K) ⟹ 𝑇 (5-4) 

Group II: train movements within the stations 

𝑥' = 𝑧K$ × ∑ 𝑦K$b   ∀𝑓, 𝑠  𝑎K ∈ 𝐴K\  (5-5) 

𝑥' = (1 − 𝑧K$) × ∑ 𝑦K$W   ∀𝑓, 𝑠  𝑎K ∈ 𝐴K)  (5-6) 

Constraints (5-1), (5-2) and (5-3) are the flow balance constraints representing an integrated train 

path that is defined for each train. Constraint (5-4) represents that when a train path is running 

between sections (𝐴K[ ), arriving at, stopping at, passing through, and departing from stations 

(𝐴K\ , 𝐴K) ), there should be a corresponding headway or blocking time to ensure the safety. The 

literal explanation is that, for any arc associated with 𝐴K[ , 𝐴K\ , 𝐴K), within the specific time window 

𝑇, only one train	𝑓 is assigned to this train path. Constraint (5-5) represents that if the stopping 

train should be assigned with a platform from 𝑉$. Constraint (5-6) represents that if the passing 

should be assigned with open track from 𝑈$. 
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Group III: Mapping space-time variables with physical timeline  

𝑡𝑖𝑚𝑒𝑠𝑝𝑎𝑛 ≥ 𝜏 ∀𝑓, 𝑒, 𝑠 (5-7) 

𝑡 × 𝑥' ≤ 𝜏 × 𝑥'  	∀𝑎K(𝑖, 𝑗; 𝑡, 𝜏) 	∈ 𝐴K[ , 𝐴K\ , 𝐴K\T , 𝐴K)  (5-8) 

𝜏 − 𝑡 = 𝜋%2[ + 𝜋28 × 𝑧K$9+ + 𝜋%\ × 𝑧K$ + 𝜋$B  ∀𝑎K(𝑖, 𝑗; 𝑡, 𝜏) ∈ 𝐴K[: {(𝑖, 𝑗) ∈ 𝑒; (𝑡, 𝜏) ∈ 𝑇} (5-9) 

𝑧K$ × 𝜋4%.\T ≤	𝜏 − 𝑡 ≤ 𝜋4'M\T × 𝑧K$ ∀𝑎K(𝑖, 𝑗; 𝑡, 𝜏) ∈ 𝐴K\T: {	(𝑖, 𝑗) ∈ 𝑠; (𝑡, 𝜏) ∈ 𝑇} (5-10) 

𝜏 − 𝑡 = 𝜋%2[ × (1 − 𝑧K$) ∀𝑎K(𝑖, 𝑗; 𝑡, 𝜏) ∈ 𝐴K): {(𝑖, 𝑗) ∈ 𝑠;	(𝑡, 𝜏)	∈ 𝑇} (5-11) 

Constraint (5-7) represents the timespan constraint, which tracks the very last time instant of the 

timetable. Constraint (5-8) represents the timeline mapping for a train path. Constraint (5-9) 

represents the running process of a train path. Constraint (5-10) represents the dwell time of a 

stopping train. Constraint (5-11) represents the running time costed by a passing train within the 

station.  

Group IV: Mapping the precedence between a pair of trains 

𝜏 − 𝜏′ + (1 − 𝑜K,KZ$ ) × 𝑀 ≥ 0 ∀𝑎K ∪ 𝑎KZ ∈ 𝐴$,#[  (5-12) 

𝑜K,KZ$ + 𝑜KZ,K$ = 1 ∀𝑎K ∪ 𝑎KZ ∈ 𝐴$,#[  (5-13) 

𝑏K,KZ$ × (1 − 𝑜K,KZ$ ) × (𝑡′ − 𝜏) + 𝑏K,KZ$ × 𝑜K,KZ$ × (𝑡 − 𝜏′) ≥ 𝐻 ∀𝑎K ∪ 𝑎KZ ∈ 𝐴$\ ∪ 𝐴$)  (5-14) 

Constraints (5-12) and (5-13) establish the logic coupling between precedence variables and time 

instants of trains 𝑓  and train	𝑓′. Constraint (5-14) represents that a precedence decision and 

corresponding headway must be made whenever there is a possible route conflict between trains 

𝑓 and train	𝑓′.  

5.3 Solution approach and model analysis 

5.3.1 Computing efficiency of the business solver 

This section utilises Gurobi as the optimisation solver to validate the effectiveness of the model. 

A series of random small case studies will be conducted by following established rules: The 

number of stations will increase by 10 at each step, starting from 10 and ending at 40, reflecting 

the number of stops on the Beijing-Guangzhou HSR line. The number of trains will begin at 10 and 

increase up to 40, adding 10 trains each time. The number of platforms at each station will be 

generated ranging from two to four.  The section running time between stations ranges from 10 to 

20 minutes. The minimum dwell time is set at three minutes, with a maximum dwell time of 30 

minutes to accommodate potential overtaking. The train lines are randomly generated, with the 
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number of stops ranging from two to the total number of stations. The case studies are conducted 

in a single direction only. To manage computation time, the acceptable optimality gap is set at 

10%, and the maximum computation time is limited to 500 seconds. Each case will be run five 

times, as some configurations may result in infeasibility. The total number of case studies is 80. 

     

Figure 5.3 Examples of a timetable output 

However, this series of random experiments only returned four feasible solutions. These include 

one case for 10 stations with 10 trains, two cases for 30 stations with 10 trains, and one case for 

40 stations with 10 trains. The respective timespans were 235 minutes, 595 minutes, 697 

minutes, and 794 minutes. Admittedly, extending the iteration time or increasing the number of 

random test cases could yield more feasible solutions. Nevertheless, since the experiments were 

conducted randomly, they provide a more accurate representation of the inefficiency of the 

business solver when dealing with large-scale problems. 

5.3.2 An insertion-inspired heuristic algorithm 

Facing the inefficiency by business solver experiments and getting inspired by the train intensity 

heuristic (Liao et al., 2021). This thesis designed an insertion-inspired heuristic, which belongs to 

the modular timetable generation method. The general principle is arranging train paths close to 

each other without violating the headway and maximum dwell time constraints. We define two 

additional sets which are: 𝐹(G'T , 𝐹3.9!30(. 

Table 5.5 The outline of the timetable generation solution 

Input: railway network data, train line plans, parameter 

Step 1: Initialisation 

Initialise  𝐹(G'T  as the set for feasible train paths. Let 𝐹(G'T = ∅. 
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Initialise 𝐹3.9!30( = 𝐹 as the set for un-scheduled train lines. 

Read railway data: 𝑆, 𝐸 

Read headway set: 𝐻 

Read Running time and other time cost: 𝜋 

Step 2: Drawing the time-space graph 

For each train line 𝑓 ∈ 𝐹3.9!30(, read: the stopping list: 𝐷K  

Solve the model M3 at Section 5.2:  

§ For each section and station of the train line 𝑓 

Running between station: 

∑ 𝑥' = ∑ 𝑥'(@)(?) , 2): 𝑎K ∈ 𝐴^-.   (3): 𝑎K ∈ 𝐴^9 

𝑡 × 𝑥' ≤ 𝜏 × 𝑥'  

−𝑡 = 𝜋%2[ + 𝜋28 × 𝑧K$9+ + 𝜋%\ × 𝑧K$ + 𝜋$B  

Ø if dwelling at the station: 

𝑥' = 𝑧K$ × ∑ 𝑦K$b   

𝑧K$ × 𝜋4%.\T ≤	𝜏 − 𝑡 ≤ 𝜋4'M\T × 𝑧K$ 

Ø if passing at the station: 

𝑥' = (1 − 𝑧K$) × ∑ 𝑦K$W   

𝜏 − 𝑡 = 𝜋%2[ × (1 − 𝑧K$) 

Ø if succeed: 

o Update the 𝑥' , 𝑦K$, 	𝑧K$, 𝑏K,KZ$  and  𝑜K,KZ$  

o Update the 𝑡𝑖𝑚𝑒𝑠𝑝𝑎𝑛 value. 

o Next train line, satisfying:  

𝜏 − 𝜏′ + (1 − 𝑜K,KZ$ ) × 𝑀 ≥ 0 

𝑜K,KZ$ + 𝑜KZ,K$ = 1 

𝑏K,KZ$ × (1 − 𝑜K,KZ$ ) × (𝑡′ − 𝜏) + 𝑏K,KZ$ × 𝑜K,KZ$ × (𝑡 − 𝜏′) ≥ 𝐻 

Ø else: 

o skip this train line. 
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Step 3: Postprocessing: 

Update the feasible timetable and time-space graph 

Appending the 𝐹(G'T ⟵ 𝐹(G'T ∪ {𝑓}. 

Removing the 𝐹3.9!30( ⟵ 𝐹3.9!30(/{𝑓}. 

Step 4: Repeat Step 3 and Step 4  

      End if 𝐹3.9!30( = ∅. 

Step: Return the feasible timetable and time-space graph 

5.3.3 Comparing integrated platforming vs non-platforming approaches 

To demonstrate the practical significance of the model, specifically how platforming impacts the 

accuracy of capacity assessment, this section compares the results of macroscopic and 

mesoscopic timetable generation models:  The experiment is set with a total of 10 stations and 

10 trains. Notably, in the mesoscopic timetable generation, the number of platforms is randomly 

assigned between 1 and 3. Both models are tested through random experiments until five valid 

solutions are obtained for each.  

The results show that the macroscopic model's results range between 210 and 230 minutes, 

while the mesoscopic model's results range from 229 to 245 minutes. In particular, when the 

minimum number of platforms is set to 1, the resulting timespans consistently exceed 240 

minutes, whereas when the minimum platform value is set to 2, the timespans range between 

225 and 237 minutes. The macroscopic model assumes an ample number of platforms, allowing 

overtaking to occur freely at every station and consecutive arrivals. This results in an overly 

optimistic compression of the timetable, leading to a shorter timespan, while this phenomenon 

is constrained by mesoscopic model structure at Section 5.2. Therefore, it is obvious that the 

mesoscopic models, which is defined as the integrated timetable and platforming problem, fits 

better on real railway operation scenarios. 

However, the experimental results suggest a hidden trend which previous studies might not argue 

before: when the number of platforms at a station on a single direction is two or more, the 

discrepancy between capacity assessments from macroscopic and mesoscopic models could 

be less significant. In other words, there are certain conditions under which the inclusion or 

exclusion of platforming considerations in the timetable generation model has little to no 

significant impact on the final timespan. This can be cross validated using queuing theory 
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principles: specifically, when the minimum dwell time of a train is shorter than the headway, one 

or two platforms are generally sufficient to accommodate various precedence relationships 

between trains. 

  

Figure 5.4 Comparison between macroscopic vs mesoscopic models 

5.4 Improving the capacity utilisation 

Generally, Chapter 4 concludes a line planning which minimises the number of intermediate 

stations for all OD pairs while meeting the required minimum service frequency. Acting as input, 

Section 5.3 and Section 5.2 optimise in a feasible timetable with the shortest timespan, and the 

feasible timetable can be put into practice. However, several representative studies, such as Li 

(2022); Zhang (2019), suggest that there is still potential for improving capacity utilisation, for 

example, by adjusting stops (i.e., jointly adding or removing stops) or flexibly altering departure 

times at origin stations. Both studies are based on macroscopic level models that overlook 

infrastructure constraints, raising doubts about their validity, as verified in Section 5.3.3. 

Moreover, while removing stops aims to reduce capacity utilisation, it often ignores the loss of 

direct travel opportunities for certain OD pairs.  

Liao et al. (2024) and Zhang (2019) both question the prioritisation of long-distance and cross-line 

trains in China's HSR service scheduling, studies such as Li (2020); Zhang & Nie (2017), that 
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discuss the cross-line train operations, also remain at a macro level and adopt two basic 

methods: either ensuring a specific headway or fixing an unchangeable time window, without 

addressing the detailed categories of cross-line train movements, as stated in Section 3.2.4.  

Thus, capacity improvement focuses on finding additional benefits for passengers and operators 

after achieving the core capacity goal (i.e., timespan). The working contents of this section are: 

Firstly, as highlighted in Section 2.2, the most critical infrastructure factors affecting capacity are 

open tracks and the number of platforms at each station, which are prerequisites for determining 

how many trains can be accommodated within a given time window, successive train arrivals and 

departures, and the occurrence of overtaking behaviours. At the mesoscopic modelling scale, it 

is necessary to explore the relationships between these factors. 

Secondly, with a given line plan, the sensitivity of the timespan is tested by increasing the number 

of stops under a series of rules and reasoning. If the timespan increase is insignificant, the 

additional stops can be considered as extra benefits for certain passengers. Admittedly, more 

stops may increase In-vehicle time for some OD pairs due to intermediate stops; however, 

whether to add stops is ultimately decided by the railway operator. 

Finally, in terms of cross-line and long-distance trains, two scenarios are considered. In the first, 

where cross-line train movements are following, the proportion of cross-line trains should be 

determined by passenger demand, rather than being determined by capacity utilisation rate. In 

the second, where cross-line train movements are opposing, the primary focus is on analysing 

how the arrival and departure processes affect other original-line trains and whether conflict-free 

routes exist. By jointly analysing the actual train density, passenger OD feature, and the cross-

line train movements across the China HSR network, the Changsha Nan (South) station on the 

Kunming–Guangzhou direction is used as an example. This section explores the key factors that 

should be considered when organising transfers under such conditions. 

5.4.1 Exploring the timetable structure: extending dwell time allowance 

The experiment is conducted on a sample network consisting of five stations and ten train lines 

to examine how varying dwell times influence the overall timespan. Each dwell time scenario 

(ranging from 2 to 6 minutes) is tested across five cases (marked as 'X' in Figure 5.5). It is important 

to note that this experiment does not account for any headway reductions resulting from 

signalling system upgrades. Additionally, the arrival and departure headways remain constant at 

3 minutes in most cases. 
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Figure 5.5 Timespan experiment results and the trend graph 

Firstly, when dwell time is less than the headway (i.e., 3 minutes), overtaking behaviour does not 

occur, and the timespan is primarily influenced by the headway, resulting in a relatively short time 

span. When dwell time equals or exceeds 3 minutes, the timespan becomes variable and intends 

to increase. The occurrence of overtaking behaviour depends on the stopping patterns of the 

preceding and following trains (results indicated by the red circles), as well as the maximum 

permissible dwell time. While overtaking behaviour can reduce the timespan, its impact remains 

limited. The results indicate that the longest timespans are generally associated with stations 

that have only one platform which only has one siding, suggesting the importance of platform 

availability. 

Secondly, Increasing the minimum number of platforms per station from one to two immediately 

reduces the timespan. As dwell time increases, the variation in timespan is primarily influenced 

by the number of platforms rather than by train overtaking behaviour. The experiment concludes 

at a maximum dwell time of 6 minutes, beyond which further testing was not conducted. 

The results of this experiment are consistent with queueing theory principles. Assume there is a 

system with 𝑛 platforms, the average arrival headway is 𝑎 minutes, and the average departure 

headway is 𝑑 minutes. There are	𝑚 sources for arrivals, but only one source for departure. The 

average stopping time is 𝑠  minutes. When s minutes can be extended and m sources can be 

changed, the inventory rate is calculated as (Zhao et al, 2023): 

𝜌 = 𝑚 ×𝑚𝑎𝑥{𝑠, 𝑑}
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As can be seen, the number of platforms contributes significantly to reducing the inventory rate. 

In this context, the overtaking behaviour here can be regarded as a train taking a 'virtual' platform, 

in fact occupying an open track, to leave the system immediately. While overtaking theoretically 

shortens the departure headway, the overall inventory rate remains governed by 𝑚𝑎𝑥{𝑠, 𝑑}. 

As a result, extending the dwell time allowance increases the probability of overtaking 

occurrences, thereby shortening the total timespan to some extent. However, the number of 

platforms plays a more decisive role in minimizing timespan compared to train overtaking 

strategies. 

5.4.2 Increasing more direct services: adding extra stops on train lines 

The rationale for this section is based on a "tooth-shaped" time-space traffic feature (Wu, 2020): 

when the front train (blue train in Figure 5.6) stops at a distant station, it allows the following later 

train (orange train in Figure 5.6) to stop at a nearby station, thus reducing the timespan, improving 

the capacity utilisation by saving a time-space-slots (light orange parts in Figure 5.6). The new 

train traffic (right side of Figure 5.6) is described as a 'tooth-shaped'. Particularly, (Zhou, 2022) 

establishes the minimum waste as a timetable with the minimum area of unused-time-space-

slot (light orange part in Figure 5.6). The description of Figure 5.5 suggests the principle for adding 

stops to train lines:  

§ Begin by increasing stops on train lines with fewer stops, such as the F-train, and then extend 

to S-train and L-train.  

§ Furthermore, by analysing the list of total service frequency at each station, decisions can 

be made on where to add stops. 

 

Figure 5.6 An example of capacity improvement by adding stops 

The assumed case is set as follows, a railway line contains 11 stations where the Big station is A, 

G, and L. Medium stations are C, E, J, and K, and Small Stations are B, D, F, H, I, and J. Each B-

stations has 4 platform for a singular direction, each M-stations has three platforms, and each S-

Time→The front train The later train

𝑠1

𝑠2

𝑠3

𝑠4
(1) Original train traGic (2) TraGic after adding a stop
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station has two platforms. Orange, blue, and green trains are F-, S-, and L-trains respectively. The 

line plan shown below has ensured that at least there is one direct train serving each station pair. 

The total stop number is 39 excluding OT stations. The running time between each station is set 

as 20 to 30 minutes. The fast train service of the whole journey is around 330 minutes, while the 

slowest could be around 400 minutes, which equals to a medium and long-distance railway line 

in real world.  

 

Figure 5.7 The case set for capacity sensitivity analysis 

The adding stops process is essentially changing Orange trains (F-trains) slowly into Blue trains(S-

trains) and finally all Green trains (L-trains), the discussion of these line plan changes is already 

mentioned on Section 2.1.4. The testing results are shown as: 

The x-axis in the Figure 5.8 is composed of letters and numbers: letters represent specific line 

plan features, named as scenario, while numbers indicate the total number of stops across 10 

trains. Initially, Scenario A corresponds to the reference line plan depicted in Figure 5.5, with an 

average timespan of 387 minutes. In scenario B, six additional stops were introduced on the F-

train, leaving only one orange train in the line plan and increasing the average timespan to 416 

minutes. In scenario C, when the line plan is entirely made up of Blue trains and Green trains, the 

timespan decreases to 398 minutes. For scenario D, the line plan includes only three Blue trains, 

with the remainder being Green trains, which results in the timespan rising again to approximately 

407 minutes. Finally, in scenario E, with all trains being Green trains, the timespan stabilises 

around 423 minutes. 

A B C D E F G H I J K L
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Figure 5.8 Capacity sensitivity results and the trend graph 

In summary, the experiment illustrates how changes in the composition of train types (orange, 

blue, and green trains) impact the overall timespan of the timetables. As extra stops are added to 

the line plan, the overall trend is that the timespan increases. However, this experiment has 

confirmed the hypothesis of this section: a small increase in timespan can indeed lead to an 

improvement in service quality, as demonstrated by the change from scenario A to scenario C, 

with a timespan increase of 2.8%, service frequency grows 25.6%. Regarding implications, it 

might be considered to switch from scenario A to scenario C during major holidays or other short 

periods of high passenger demand, allowing capacity utilisation to remain at a similar level. 

5.4.3 Addressing network timetable issue: managing long-distance and cross-line 

trains 

Section 3.2.4 concluded that following cross-line trains can be approximately operated as 

original-line trains terminating at a node stations, and the track layout of Beijing-Shanghai HSR 

satisfy all this feature.  A brief track denotation and some train line candidates graphed as Figure 

5.9 for further explanation, and the detailed mesoscopic track layout of Beijing-Shanghai HSR can 

be seen in Appendix B. 

To be more detailed, C1 in Figure 5.8 represents cross-line train from Northeast China to 

Shanghai. C2 represent cross-line train from Zhengzhou to Shanghai. C3 represents cross-line 

train from Northeast China to Lianyun gang.  C4 represents cross-line trains from Shijiazhuang to 

Shanghai. C5 represents cross-line trains from Zhengzhou to Hangzhou. All 5 types of cross-line 

trains represent major cross-line ODs. According to Section 4.1 by adopting SILMST, Cross-line 
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ODs which only occupies short railway sections, should be avoided, such as Qufu E. to Xuzhou E. 

section and Xuzhou E. to Bengbu S. sections. C1 and C4 are the typical cross-line trains which 

could be handled as original-line trains. More train traffic could be added based on C2, C3, and 

C5: 

 

Figure 5.9 A train line plan example for following cross-line train operation 

For C1 and C4: a flexible delayed time window can be proposed, within which selected original-

line train services can potentially become cross-line trains, extending to major cities on other 

HSR lines. For example, on the Xi'an to Shanghai Hongqiao journey, the corresponding node 

station is Xuzhou Dong (E.). The average HSR travel time from Xi'an to Xuzhou Dong is 2 hours and 

5 minutes. According to the assumptions in Section 3.1.3, the preferred travel time for passengers 

is between 10:00 and 16:00, corresponding to a time window at Xuzhou Dong between 12:05 and 

18:05, with possible adjustments. The same principle applies to trains travelling in other 

directions. Such train line is recommended to adopt 16-car type rolling stock. 

By adopting the concept of delayed time windows, long-distance trains can extend their journey 

to cover greater distances, thereby increasing their operational range and increasing OD direct 

service coverage. For example, Train G87 from Beijing Xi to Changsha Nan continues crossing the 

Shanghai-Kunming line and extending its itinerary to Shaoyang via Loudi City since 2019. 

For C2, C3, and C5: joining train sets could be considered, this measure only works when: 1) two 

trains are 8-car rolling stock, and 2) either arrival end or departure end of switch area satisfy the 

following train movements. The entire process (M4) could be described as: 
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Table 5.6 Train line pool updating process considering joining operation 

Stage 1: Update the train line pool: 𝐿 ← 𝐿 ∪ 𝐿LG3JN 

§ Introduce 𝑙	as the joined train line and 𝑙Z, 𝑙" as the selected lines, 𝑙, 𝑙Z, 𝑙" ∈ 𝐿LG3JN 

§ introduce the mapping relationship among these three lines: 

𝑦0 ,$ + 𝑦0",$ 	− 1 ≤ 𝑦0,$ ≤ 𝑦0 ,$ + 𝑦0",$ ∀𝑠 ∈ 𝑆B  (5-15) 

𝑥0 + 𝑥0" − 1 ≤ 𝑥0 ≤ 𝑥0 + 𝑥0" (5-16) 

𝑥0 ∙ 𝑣0  = 𝑥0 ∙ 𝑣0 + 𝑥0" ∙ 𝑣0" (5-17) 

Stage 3: Resolving the M2: 

S.t. Constraints (4-7) ~ (4-23), Constraint (5-15), (5-16), and (5-17) 

Stage 4:  Solving M3 

S.t. Constraints (5-1) - (5-14) 

An iterative-search study has been implemented on Beijing-Shanghai HSR, and some rolling 

stock joining suggestions are calculated and recommended as: 

Table 5.7 Sample calculation for joined-train operation 

Front train Rear train Splitting at Reference train code 

Beijing-Qingdao Beijing-Shanghai Dezhou Dong G1983, G9003 

Qingdao-Hefei Qingdao-Hangzhou Bengbu Nan G6988, G2817 

Xuzhou- Hangzhou Xuzhou- Shanghai Nanjing Nan G7107, G1884 

...... 

In the operation of train splitting, only a limited number of train services form as feasible solutions. 

This is primarily due to the relatively small proportion of 8-car trainsets concluded by M2 model. 

Specifically, within the context of the Beijing–Shanghai-based HSR, no feasible solution exists for 

the joining operation approach. This is because all cross-line train services, in order to ensure 

sufficient seating capacity, are operated exclusively with 16-car trains. 

5.4.4 Discussing trade-off: between transfer and cross-line train movements 

The trade-off between transfer services and direct services from the perspective of passengers 

involves a necessity of sufficient interchange trains when passengers opt for transfer. Conversely, 

from the perspective of railway operators, the implementation of direct services has to accept 
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that arrangements typically result in a lower overall frequency of service. From this perspective, 

the amount of train paths is the common focus, which is therefore a better capacity denotation.  

Therefore, this thesis defines the trade-off as the potential affected train number (i.e. railway 

capacity loss). To describe the trade-off more clearly, the trade-off calculation is based on a 

capacity sensitivity analysis as well.  

1. A simple test case 

Starting with a simple question based on Figure 1.11: Station B and Station C each contain two 

sub-station areas, designated for servicing the line A-B-C-D and line F-B-C-E routes, respectively. 

The infrastructure configuration closely resembles that of the China HSR. Selecting A→B→C→D 

and F→B→C→E as experiment example (Figure 5.10). 

 

Figure 5.10 A case study of station B permitting multi-directional of train movements  

Assuming that the itinerary A→B→C→D, D→C-B→A, F→B→C→E, and E→C→B→F are designated 

as following directions (original-line), this entails a reduced headway set at 3 minutes. Conversely, 

the routes A→B→F, F→B→A, D→C→E, and E→C→A are designated as opposing directions 

(movements are regarded as cross-line trains), utilising connection tracks with a longer headway 

of 4 minutes. It is important to note that the use of a train in the opposing direction precludes 

simultaneous use of the switch from other sub-areas due to potential route conflicts (Li, 2019), 

the affected time is 1 minute. Again, this setting shares a great similarity with China HSR 

operation at node stations. 

Furthermore, stations A, D, F, and E are designated as either O or T stations. The travel time 

between each station edge ranges from 16 minutes, with a station dwell time fixed at 3 minutes. 

The total dwell time which contains a turnover at station B and C is set at 10 minutes. The 

objective is to develop a two-hour timetable that accommodates the maximum train paths from 

these six train lines. The objective function and constraints are briefly stated as (M5): 
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𝑚𝑎𝑥))𝑥'  

S.t. Constraints (5-1) ~ (5-6), (5-8) ~ (5-14) 

Similarly, introducing a 'full-timetable-oriented' algorithm  

Table 5.8 The solution outline of train path adding 

Input: railway network data, train line plans, parameter 

Step 1: Initialisation 

Initialise  𝐹(G'T  as the set for feasible train paths. Let 𝐹(G'T = ∅. 
Initialise 𝐹3.9!30( = 𝐹 as the set for un-scheduled train lines. 

Initialise the total iteration index 𝑖 
Step 2: Adding train path into the network 

For each train 𝑓 ∈ 𝐹3.9!30(: 

Solve the model M3 via Gurobi: 

Ø if succeed: 

o Update the 𝑥' , 𝑦K$, 	𝑧K$, 𝑏K,KZ$   

o Next train line. 

Ø else: 

o skip this train line. 

Step 3: Postprocessing: 

Update the feasible timetable and  

Appending the 𝐹(G'T ⟵ 𝐹(G'T ∪ {𝑓}. 

Removing the 𝐹3.9!30( ⟵ 𝐹3.9!30(/{𝑓}. 

Step 4: Repeat Step 3 and Step 4  

      End if 𝐹3.9!30( = ∅ 

Return 𝑙𝑒𝑛[𝐹(G'T] (the number of elements inside a set) 

By varying the total number of cross-line trains, set the platforms are sufficient for 

accommodating all stopping trains and the time window is set as 120 minutes. The X-axis of 

Figure 5.11 represents the independent variable, which is the increasing number of crossline 
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trains operating on route A-B-F. The Y-axis indicates the number of train paths that Station B can 

accommodate within a 120-minute time window, serving as a measure of railway capacity. 

The series of tests are shown as below (Figure 5.10): there is a clear trend that the number of 

opposing cross-line train movements will have negative impacts on railway capacity. With the 

direct service of Train A-B-F increase, the trade-off price (the gap from 80 trains) that a railway 

operator needs to consider is 3 trains, 8 trains, 10 trains, 15 trains, and 19 trains. 

 

Figure 5.11 Total available train path with different rate of cross-line train (route) A-B-F 

The rest of testing results are summarised as follow:  

§ Keeping the same condition that the platform number is sufficient and dwell time of 

Train A is extended, there is no difference between dwell time of 20 minutes, 25 

minutes, and 30minutes, the result from left to right are: 80, 76, 73, 70, 66, and 63 

trains. 

§ Changing the platform number for train A-B-F to 2, 3, and 4, the maximum train A-B-F 

can be arranged within 120 minutes is 12 trains, 18 trains, and 24 trains, and the lowest 

total train path that Station B reduce from 80 is 76, 74 and 72 trains, respectively.   

2. Implication and observation: 

Inspiring from the testing result above, the cross-line train platform at Changsha Nan railway 

station is three. Therefore, the most likely affected original-line train number range from 4 to 8 

trains within the 120 minutes windows.  

In general, when the platform number is sufficient for opposing cross-line trains, the total feasible 

cross-line train that a station can accommodate increase within a set time window, which is the 
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worst case for network capacity as the potential affected original-line train number would be 

increase, such trade-off would encourage railway operators to organising transfer and 

interchange.  

5.5 Reflective summary 

Given a line plan as input which satisfies a minimum levels of service frequency for all ODs and a 

systematic comparison of research pathways, an integrated timetable generation and 

platforming model based on mesoscopic levels (M3) is established, the capacity utilisation is set 

as the timespan. By introducing train path consistency, time mapping and precedence 

constraints, the proposed model is capable of scheduling a feasible timetable with the minimum 

timespan. Compared to macroscopic models, the proposed model shows a more accurate 

capacity measurement result when the testing result involve stations that only has one platform. 

By introducing an insertion-based heuristic algorithm, a good feasible timetable can be 

established when applying on a large-scale network containing a large train line scale. 

As further capacity improvement, this section has experimented the relationship between 

timespan and overtaking behaviours, platform numbers under the condition of dwell time 

changes, the relationship between timespan and extra stops, and analysing the operation 

approaches of cross-line trains. Firstly, Results show that platform accounts perform more 

significant roles on timespan reduction, timespan only shows reduction when all Orange train (F-

trains) are changed into Blue trains (S-trains).  

Secondly, regarding both splitting and joining operation approaches, an integrated solution 

process—referred to as M4—was developed. This process conducts itinerary matching based on 

a solution space composed of 8-car train lines, from which a limited number of feasible splitting 

solutions were identified. Although this approach can effectively reduce the number of requested 

train paths in the timetable, it may also result in an overall increase in passengers’ travel time due 

to inconsistencies in the stopping patterns of the front and rear portions of the train. For instance, 

the front train may stop at a particular station while the rear train does not, leading to mismatches 

in service continuity. 

Thirdly, regarding cross-line train movements within node stations, M5 was developed, using train 

paths as representations of potentially affected railway capacity (i.e. railway capacity loss). The 

analysis demonstrates that opposing cross-line movements exert a negative impact on railway 

capacity, as evidenced by a reduction in the total number of train services that could otherwise 

have been scheduled in the timetable within the station. This implies a loss in service 

opportunities for passengers due to the opposing crossline train movements. 
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Figure 5.12 An optimised time-space graph on Beijing-Shanghai HSR 
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Chapter 6 Conclusion 

6.1 Evaluation of research objectives 

This section evaluates the extent to which each research objective has been addressed in the 

thesis and how the findings contribute to the field of railway capacity planning and optimisation. 

1. Identifying passenger and railway operator factors affecting railway capacity 

This objective is addressed through a comprehensive research scope analysis (Chapter 1), 

literature review (Chapter 2) and further expanded in the theoretical analysis (Chapter 3).  

Firstly, Chapter 1 analyses the roles and functions of all railway planning stages within the context 

of railway capacity studies. It identifies line planning and timetable generation as the core 

planning stages that most significantly affect railway capacity. Secondly, Chapter 2 identifies key 

infrastructural factors—such as the number of open tracks, platform tracks, and their layout—as 

critical elements that differentiate national railway infrastructures. Thirdly, Chapter 3 introduces 

four network management approaches and concludes that centralising on congested HSR parts 

better aligns with HSR's primary goal of fast transport to major cities. At the same time, it divides 

general operational features into operational attributes and timetabling details, thereby clarifying 

capacity comparisons across different railway contexts.  

2. Assessing key capacity-related service qualities in passenger railways 

This objective is addressed through the literature review as Chapter 2 and the theoretical analysis 

as Chapter 3.  

Chapter 2 systematically summarises theories and research pathways related to passenger 

experience evaluation, concluding that capacity-related Passenger Experience Indicators (PEIs) 

and time-based evaluation functions are most directly correlated with capacity studies in 

passenger railways.  

Chapter 3 explores the relationship between individual passenger decisions and cluster OD 

groups, resulting in a series of well-founded passenger assumptions. It identifies station pairs 

and distance as the most relevant factors in distinguishing OD groups. From a detailed level, it 

summarises the Railway Supply Indicator (RSIs) matching the capacity-related PEIs. 

Additionally, Chapter 3 outlines key capacity management frameworks, providing railway 

operators and infrastructure managers with a structured approach to identifying their core tasks. 

The details are presented in Figure 6.1. 
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Figure 6.1 Key working contents of optimal railway capacity management 

3. Developing a line planning method for testing various service scheduling styles 

This objective is addressed in Chapter 4. Chapter 4 begins by dividing the line planning process 

into two stages. The first stage focuses on minimising the number of interchange locations using 
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a weighted maximum spanning tree approach, ensuring minimal interchange stations from a pure 

graph theory perspective and providing valuable reference even for other transport modes. It 

should be noticed that manual setting for OT (origin-terminus) station of cross-line trains needs 

to be respected first.  

The second stage addresses the service frequency for OD pairs, formulating a Weighted Set 

Covering problem to plan the train lines. The PEI expectations are interpreted as frequency 

requirements for different types of train lines, allowing flexibility in passenger choice. For a given 

passenger flow, the objective is to minimise both the number of intermediate stops for 

passengers and total operational costs of line plans. The inclusion of intermediate stops ensures 

that each OD pair has more equal travel opportunities and short travel time, benefiting from the 

train's multi-attribute product offerings: a single train could provide 'fast' or 'semi-fast' services 

for different OD pairs. 

4. Developing a capacity utilisation measurement method for a given train line plan 

This objective is addressed by a literature analysis in Chapter 4 and a mesoscopic timetable 

generation model proposed in Chapter 5. 

Chapter 2 first analysed timetable-based capacity measurement methods and argues that 

mesoscopic-level modelling could be manageable in terms of complexity. Chapter 5 then 

summarises the research pathways of the timetabling studies that presents an integrated 

timetable generation and platforming mesoscopic model via train path flow balance, time-

mapping, and precedence constraints. The superiority of the model’s structure is verified through 

comparison with macroscopic models and can flexibly change into other modelling frameworks. 

An insertion-based heuristic algorithm is designed which enables a rapid generation of feasible 

timetables for a large-scale network with a large number of train lines. The travel time of the PEIs 

is concluded by the computing results of the model. 

5. Optimising timetables to balance capacity utilisation and service quality 

This objective is comprehensive addressed by the case studies and experiments designed in 

Chapter 4 and Chapter 5. 

Chapter 4 introduces two key principles to balance capacity utilisation and service quality. Firstly, 

it proposes minimising the number of intermediate stops to ensure that most OD pairs can 

access short travel time train services. This is further supported by a service frequency constraint 

to prevent excessive stop removal. Additionally, a lower total number of stops leads to shorter 

overall capacity occupation time. Secondly, the proposed line planning model provides multiple 

levels of service to accommodate the diverse needs of passengers. For instance, some 
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passengers who prioritise later arrival times may be more willing to choose train services with a 

higher number of intermediate stops. From a model structure perspective, chapter 4 justifies and 

highlights the model's versatility across periodic line planning, network-level line planning, and 

regional HSR line planning. It enables railway operators to customise scheduling styles to 

accommodate varying demand characteristics according to railway contexts. 

Chapter 5 explores a number of operational approaches to capacity improvement. These include 

analysing the impact of overtaking and extended dwell times on capacity, assessing the capacity 

effect of adding extra stops to the line plan, and examining the impact on the maximum number 

of trains a station can accommodate by introducing crossline trains with opposing directional 

movements. Additionally, it investigates the potential of splitting train sets to create extra time-

space slots. The results shows that F-train (Fast train) services have a limited impact on the 

timespan, and no case has been identified where the timespan is significantly reduced under the 

condition of increased stopping. To the best of our understanding, this thesis is the first to 

propose classifying cross-line train movements into following and opposing types, offering 

targeted strategies based on specific station track layout. The trade-off between transfer and 

direct cross-line trains are defined as affected original-line trains, and the affected capacity is 

evaluated via a space-time modelling framework that share most of the timetable generation 

constraints. 

Overall, this thesis systematically achieved its research objectives through theoretical 

development, methodological innovations, and applied case studies, contributing to both 

academic knowledge and practical railway planning. Future research can extend these findings 

by incorporating adaptive AI-driven scheduling, real-time capacity monitoring, and multimodal 

integration. 

6.2 Contribution 

Compared to previous academic work, this thesis makes a significant improvement and 

contribution compared to previous works in the following areas: 

1. Integration of passenger experience and railway capacity:  

Previous studies have often either narrowly focused on improving certain aspects of railway 

passenger travel quality or on how to achieve a high-capacity occupation rate in a particular line 

or small-scale network. This thesis systematically connects passenger experience with railway 

capacity with capacity-related PEIs and RSIs. By making reasonable assumptions, it develops line 

plans and timetables guided by appropriate scheduling strategies, thereby bridging the gap 

between these two critical aspects. 
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2. Systematic compilation of railway capacity knowledge:  

This thesis systematically compiles and organises the concepts, interpretations, related 

research pathways, and methods associated with railway capacity across various research sub-

topics. It integrates passenger experience into the discussion of passenger railway capacity. This 

offers valuable guidance for quickly understanding railway capacity and its related and extended 

studies.  

3. Comparative analysis of railway capacity across different contexts:  

Unlike the UIC 406 capacity balance indicators, which are largely theoretical and infrastructure-

oriented, this research develops a comparative framework that captures real-world operational 

characteristics. By incorporating infrastructure, operational, and passenger factors, the thesis 

provides a more practical tool for evaluating railway capacity in different railway networks. 

4. Practical service scheduling solution with capacity improvement: 

This thesis redefines railway capacity utilisation and optimisation as a phased service scheduling 

problem involving line planning and timetable generation in stages.  This methodology introduces 

several key advancements:  

§ Shared itineraries for original-line and crossline trains: Enhancing operational 

efficiency by reducing the number of interchange locations while maintaining train 

traffic similarity. 

§ Minimising intermediate stops across all trains: Ensuring fair optimisation across 

different OD pairs rather than favouring only high-demand or long-distance OD flows. 

§ Introducing a mesoscopic timetable generation model to balance complexity and 

practicality – Allowing for greater adaptability in railway operations while capturing 

variations in capacity across different network settings. 

§ Revising crossline train proportions in China HSR: Challenging the widely cited 20-

40% cross-line train threshold  (Li, 2020), by demonstrating that only opposing train 

movements significantly impact node station capacity, while following movements 

have a minor effect.  

§ Optimising stop additions: Demonstrating that in scenarios where line plans already 

meet the minimum service frequency requirement, additional stopping patterns can 

improve capacity without compromising direct OD services (detailed in Section 5.1). 
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6.3 Implication and advice 

This section refines the practical implications of this thesis for OD group management, railway 

operation, and infrastructure management by translating key research findings into actionable 

recommendations. 

1. OD Group management 

To improve effectiveness of demand forecasting and passenger experience evaluation, it is 

recommended that both national and regional stated preference (SP) surveys be conducted. 

These surveys would complement the revealed preference (RP) data currently used in this thesis, 

which captures actual travel behaviour but does not account for potential demand that might be 

overlooked due to existing supply limitations. As demonstrated in Chapter 4, integrating line 

planning with the ticketing process enables more precise seat allocation strategies, ensuring that 

OD demand characteristics directly inform service design. 

However, it is essential to ensure that during the survey design process, passengers are provided 

with appropriate transport knowledge. This helps prevent passengers from making stated but 

unrealistic expectations and demands due to a lack of understanding of railway operations. 

2. Railway operation management 

For timetable generation, the prioritisation of long-distance and cross-line trains—especially 

those covering extensive routes—should be carefully re-evaluated. Instead of allocating time-

space slots to all these trains from the outset, priority should be given to high-demand corridors, 

such as the Beijing-Shanghai and Beijing-Guangzhou-Shenzhen-HK HSR lines. Once time slots 

for these busy sections are secured, long-distance and cross-line services can be integrated into 

the schedule hierarchically. Additionally, suitable dwell time extensions at key node stations can 

improve operational flexibility by: 

§ Facilitating efficient transfers, thereby reducing excessive interchange waiting times; 

§ Enabling train overtaking, which minimises schedule disruptions caused by speed 

differentials between different service levels; 

§ Reducing interdependencies between parts of an interconnected of the service 

network, mitigating operational coupling effects. 

Direct train services remain preferable if passenger demand is sufficiently large, even if they 

introduce opposing route conflicts at node stations. Conversely, in less congested railway 

corridors, long-distance services should be integrated with regional HSR networks, increasing 

intermediate stops to enhance direct service accessibility. 
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3.  Railway infrastructure management 

At busy node stations, track layout modifications should prioritise: 

§ Adding extra platform tracks or sidings to accommodate train overtaking; 

§ Reducing the number of cross-line trains with opposing directional movements, which 

currently cause unnecessary congestion by occupying multiple platform tracks 

simultaneously. 

For other highly congested HSR parts (i.e. lines, sections, or corridors), increasing the number of 

open tracks is advisable to prevent excessive route conflicts at major interchange stations. In 

high-demand HSR cities in China, developing multiple stations with directional specialisation 

should be encouraged. This approach would alleviate congestion at single terminals, distribute 

HSR train traffic more evenly, and reduce station-area bottlenecks that negatively impact 

capacity utilisation. 

6.4 Limitation and future works 

1. Passenger preference assumptions:  

The assumptions regarding passenger preferences in this thesis are based on available literature 

and inferred data. However, these assumptions require firmer empirical evidence to enhance the 

reliability. Future research should focus on conducting comprehensive surveys (e.g., SP 

investigation) and studies to gather richer data that can validat and refine these assumptions, and 

accurately reflect passenger behaviour in different contexts. 

2. Passenger OD assignment and transfer consideration:  

This thesis does not consider a detailed passenger OD assignment (distribution), and the 

passenger transfers between HSR stations within major Chinese HSR cities. The lack of detailed 

OD assignment limits the ability to fully understand and model passenger flow patterns. 

Additionally, the exclusion of transfer dynamics within the HSR station overlooks a critical aspect 

of passenger experience. Future research should incorporate detailed OD data to examine 

transfer behaviours within these China major HSR cities and develop a more comprehensive 

model. 

3. Comprehensive 'value' determination method:  

The comprehensive 'value' determination method could be further extended and applied to 

individual HSR train and passenger travel time. This approach would enable a more detailed 

analysis of each train's contribution to the overall network, providing insights into optimising 
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railway supply and improving passenger overall satisfaction. Future research should explore the 

application of this method on a per-train basis, potentially leading to more practical 

recommendations for service improvements. 

4. Advanced model structures and efficient algorithms:  

The model structure and algorithms used in this thesis, while effective for the scope of this 

research, could be enhanced to improve efficiency and scalability. More advanced model 

structures, coupled with effective algorithms, could provide faster and more accurate solutions 

to the complex problems addressed in this study. Future work should explore the development 

and implementation of these advanced techniques, with the aim of improving computational 

efficiency and expanding the applicability of the model to larger and more complex rail networks. 
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Appendix A China and Japan HSR density map 

 

Figure source revised from: (Li & Pi, 2024)
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Appendix B Track layouts of Beijing-Shanghai HSR-

based network 

 

The figure is graphed based on Google map.
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Appendix C Beijing-Shanghai HSR line data 

Station 

index 

Station 

name 

Platform number 

each side 

Section 

index 

Distance 

(km) 

Pure running time cost (unit: s) 

350km/h 300km/h 

𝑠+ Beijing Nan 12 - 0 0 0 

𝑠? Langfang 1 𝑒+ 60 930 975 

𝑠@ Tianjin Nan 2 𝑒? 62 675 176 

𝑠` Cangzhou Xi 2 𝑒@ 88 945 1065 

𝑠X Dezhou Dong 2 𝑒` 104 1095 1275 

𝑠R Jinan Xi 6 𝑒X 92 1035 1155 

𝑠V Tai'an 2 𝑒R 59 645 750 

𝑠Y Qufu 2 𝑒V 70 735 855 

𝑠d Tengzhou Dong 1 𝑒Y 56 600 675 

𝑠+S Zaozhuang 2 𝑒d 36 375 435 

𝑠++ Xuzhou Dong 6 𝑒+S 65 675 795 

𝑠+? Suzhou Dong 2 𝑒++ 68 705 825 

𝑠+@ Bengbu Nan 4 𝑒+? 88 930 1065 

𝑠+` Dingyuan 1 𝑒+@ 54 585 660 

𝑠+X Chuzhou 2 𝑒+` 62 675 765 

𝑠+R Nanjing Nan 4 𝑒+X 59 780 810 

𝑠+V Zhengjiang Nan 2 𝑒+R 65 795 870 

𝑠+Y Danyang Bei 1 𝑒+V 32 315 360 

𝑠+d Changzhou Bei 2 𝑒+Y 33 435 390 

𝑠?S Wuxi Dong 2 𝑒+d 57 600 705 

𝑠?+ Suzhou Bei 2 𝑒?S 27 285 330 

𝑠?? Kunshan Nan 2 𝑒?+ 31 345 390 

𝑠?@ Shanghai Hongqiao 19 𝑒?? 50 615 735 
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Appendix D Detected daily ODs from Beijing to Shanghai HSR (2018) 
 

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

1 3200 3300 2900 2500 1340 1600 1600 450 720 6600 420 420 50 200 6500 700 100 1000 1000 2500 350 13900 

2 

 

350 210 140 680 30 30 50 30 100 30 20 40 30 300 30 40 30 180 140 70 700 

3 

  

300 500 930 400 400 400 500 300 200 500 900 300 600 400 400 500 400 360 300 4000 

4 

   

80 380 100 120 30 150 350 30 30 40 60 350 120 80 40 50 100 50 400 

5 

    

400 40 140 80 100 340 40 60 50 70 400 80 160 60 90 200 80 450 

6 

     

400 370 360 350 3600 370 200 350 500 1280 100 260 240 300 250 120 1800 

7 

      

40 50 20 600 40 50 60 20 400 20 70 60 80 180 160 570 

8 

       

30 30 400 60 40 30 20 200 30 60 80 70 200 160 1000 

9 

        

100 250 30 20 10 10 500 10 10 10 10 180 40 220 

10 

         

600 10 50 20 10 600 20 30 10 20 100 50 800 

11 

          

200 400 200 90 3500 130 100 120 150 380 220 9000 

12 

           

10 20 16 500 20 10 5 10 20 10 470 

13 

            

200 300 1400 40 80 90 100 250 210 1300 

14 

             

10 400 30 10 40 40 70 10 150 

15 

              

800 30 50 50 30 120 60 400 

16 

               

140 90 180 240 400 300 9000 

17 

                

10 190 130 190 100 1800 

18 

                 

20 10 30 20 130 

19 

                  

140 240 160 1300 

20 

                   

300 260 1900 

21 

                    

240 1860 

22 

                     

1260 

*The first column represents the origin (O), the firs row represents the destination (D), the station code starts with Beijing Nan (𝑠+) 
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Appendix E Daily Service Frequency from Beijing to Shanghai HSR (2018) 
 

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

1 21 54 33 60 93 24 22 15 19 54 15 21 2 14 58 11 5 13 15 22 6 43 

2 

 

7 10 10 18 4 3 3 3 9 3 4 1 1 5 0 1 2 2 3 0 4 

3 

  

24 48 66 11 18 10 11 39 7 15 1 10 34 8 3 9 12 18 6 24 

4 

   

24 51 18 12 11 13 34 10 10 3 8 31 11 3 7 11 15 4 23 

5 

    

75 14 17 11 14 42 9 15 1 10 40 7 4 10 14 19 5 28 

6 

     

41 44 23 38 91 22 38 3 19 84 18 6 22 28 36 10 61 

7 

      

10 10 16 37 8 18 1 6 29 9 2 8 11 14 3 22 

8 

       

4 14 38 9 18 2 10 30 8 2 9 11 13 3 22 

9 

        

14 3 5 18 4 1 7 8 5 5 13 14 3 5 

10 

         

33 8 13 0 7 27 8 3 12 8 15 4 20 

11 

          

24 43 4 21 74 16 3 22 30 34 11 52 

12 

           

3 11 28 4 1 10 11 13 6 18 3 

13 

            

4 6 3 2 6 5 7 4 8 4 

14 

             

29 8 5 11 11 17 6 21 29 

15 

              

32 9 42 51 60 61 118 32 

16 

               

32 9 42 51 60 61 118 

17 

                

1 17 25 24 8 32 

18 

                 

5 4 8 2 9 

19 

                  

27 35 12 39 

20 

                   

33 19 47 

21 

                    

18 56 

22 

                     

63 

*The first column represents the origin (O), the firs row represents the destination (D), the station code starts with Beijing Nan (𝑠+)	
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Glossary of Terms 

 

Railway Infrastructure 

1. A railway line, in most cases, is a pair of tracks. Each track serves a singular direction, A 

railway line connects two endpoints (stations and/or cities) or forms a circle containing 

intermediate stations. Railway lines can be named by planning files or railway operators.  

2. A railway section is a part of the railway line linking two any mentioned nodes (i.e. stations 

and/or junctions).  

3. A railway corridor refers to several railway lines connecting two same endpoints (cf. UIC 

406 corridor: a strategic, high-capacity railway route, often emphasising major revenue-

generating axes or international/transnational freight and passenger routes.) 

A line plan

A train line

A railway line (AE line)

A B EDC

Track layout of AE line

Time

(min)

Space

A timetable (time-space graph)

A train path

0

30

60

90

120

(min)

A railway section (D-E)

A train route
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4. A block section is the basic track circuit unit for signalling control.  

5. A railway network consists of railway lines connected by included nodes.  

6. A node station is the station connecting at least two railway lines in the network. 

7. A platform track positioned alongside a passenger platform for train dwell behaviours. 

8. A siding is set for train dwell behaviours without adjacent passenger platforms. 

9. A switch is a track facility for a train direction change. 

10. A switch area is a group of switches set next to stations.    

11. A (flyover/flat) junction is a location several railway lines meet, cross, or diverge, which can 

be isolated part far away from the station. 

12. A connection track links different mentioned railway lines in China HSR (a flyover junction). 

13. A signalling junction is a signalling-controlled operational point positioned at the boundary 

of block sections, often used to manage traffic movements. 

14. The open tracks (main tracks) allow trains can run at their maximum permitted speed. The 

open tracks are located between stations and/or sidings. In station areas, main tracks can 

also act as platform tracks for stopping trains, depending on station layouts and rules. 

15. Terminal layout VS terminus station (destination station of a train) 

16. Through layout VS passing train 

17. Block section VS blocking time 

Describing train relationship in different contexts 

18. Front/rear train: physical grouping (e.g., 8+8 car grouped trains) (cf. join and split operation) 

19. Leading/(observed)/following train: control, safety, signalling 

20. Predecessor/(observed) /successor train: timetabling 

21. Up/down/South/East/West/Northbound trains/directions 

Describing trains in railway operation 

22. A train line is a train itinerary including a stop plan (i.e. calling point list), containing the 

originating (i.e. starting, O), terminus (i.e. ending, T) stations, and intermediate stop 

stations, rolling stock group form (8-car, 16-car), and a frequency. 

23. A train path is a line segment set on the time-space graph (timetable) denoting a train line.  

24. A train route is a track, switch, and platform allocation of a train path at a mentioned station 

or junction.  

25. Following/opposing conflicts: route conflict types 

26. The line pool is a train line set containing train lines as candidates. Each line plan proposal 

is the subset of the line pool. 

27. A stopping train dwells at the mentioned station. 

28. A passing train does not stop at the mentioned station. 
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29. An originating train starts the service at the mentioned station. 

30. A terminating train ends the service at the mentioned station. 

31. A cross-line train, compared to an original-line train, is a type of train service whose train 

path needs to occupy several railway lines. A railway line must be defined first when 

discussing cross-line trains. 

32. An original-line train, compared to a cross-line train, is a type of train service whose train 

path occupies only one railway line. This term is introduced to distinguish such trains from 

cross-line trains. A railway line must be defined first when discussing original-line trains. 

33. The train order is the sequence departing from their origin stations. 

34. The train precedence is the possible sequence change when they are running in the network. 

Describing passenger 

35. Passenger boarding/alighting 

36. Transfer refers to passenger movements changing between trains at a station. 

37. Interchange refers to the facility, equipment, and train services offered by railway operators 

to support the transfer. 

Describing time 

38. A time window represents specific time instances 𝑡 and 𝜏 and denoted as 𝑇 = [𝑡, 𝜏].  
39. The time cost does not have time stamp attributes and is regarded as a 'cost' (e.g., headway, 

dwell time, running time).  

40. 𝜏 is later than 𝑡: 𝜏 is greater than 𝑡, or  𝑡 < 𝜏. (cf. 𝑗 is the next station of 𝑖: 𝑖 < 𝑗.) 
41. Travel time is the duration of the journey.  

42. Arrival time and departure time are the exact clock times.  

43. Travel time preference include arrival time, departure time, and travel time
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