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ARTICLE INFO ABSTRACT

Keywords: The breadth and depth of Uncrewed Aerial Vehicle (UAV) operations are expanding at a considerable rate. With
Uncrewed air vehicle expansion comes challenges for the design of automation to support decision making. This research takes the
Dml_“? . perceptual cycle model (PCM) and the derived trust version of the Schema World Action Research Method (T-
Ei:ﬂs‘;‘;'; making SWARM), to identify the issues and challenges of pilot intervention in UAVs operating during highly automated
Automation states. Nine UAV pilots with current experience operating medium to large UAVs were interviewed, using T-
Ergonomics SWARM, about incidents in which they initiated an intervention in system operation (i.e. to avoid weather or

collision) and an event where the system initiated the intervention (i.e. due to system failure). The coded re-
sponses highlighted the challenges with what information is displayed, how it is displayed and how it influences
decision-making in the UAV context. In addition, the responses also identified aspects that influence trust in the
system, including personal disposition, affect interventions with the automation. Against each of the key factors
identified recommendations are made to increase safety and operational efficiency of UAV operations. This
research adds to the growing body of literature that supports the application of T-SWARM for eliciting knowledge
in the aviation domain and specifically within the UAV domain.

1. Introduction

The amount and type of Uncrewed Aerial Vehicle (UAV) operations
have become increasingly accessible not just to military units but busi-
nesses and hobbyists (Buissing, 2018; Mohsan et al., 2022). The tech-
nologies facilitating the use and ownership and operation of UAVs is
both decreasing in cost and increasing in capability (Gupta et al., 2021).
Whilst a popular area for development, several human factors challenges
are exposed when operating UAVs compared to crewed flight (Grindley
et al., 2024a,b; Hobbs, 2010; Hobbs and Lyall, 2016; Hobbs and Shively,
2013; Kaliardos and Lyall, 2015). Notably, the operator is not in the
system, which limits tactile, vestibular, audible and high-fidelity visual
cues resulting in additional effort in managing and maintaining situa-
tional awareness (SA). UAV sorties or flight profiles, particularly for
medium and large commercial and military systems, can often be
monotonous and fatiguing with automated systems relied upon in most
phases of flight control (Hobbs and Lyall, 2016). Operators must be able

to use the information and trust the data going to, and coming from the
UAV, and trust that the automation is going to behave as they expect
(Parnell et al., 2023). The role of automation reliability plays a large part
in the trust that people have in UAVs, their subsequent reliance on the
automation and how this influences decision-making, workload and SA
when human intervention is required (Lee and See, 2004; Ruff et al.,
2004).

By law in many countries UAVs are still required to be ‘commanded’
by a human operator, an individual who is legally responsible for the air
platform and may be required to intervene in the case of unplanned
events (EASA, 2015; R. R. Murphy, 2014; Murray and Chu, 2015; Sah
etal., 2021; Stocker et al., 2017). Whilst some aspects of UAV operations
require close human control, there are many that necessitate higher
levels of automation to accomplish complex goals and tasks (Davies
et al., 2018). This is particularly the case during periods when the
control station(s) cannot communicate with the air platform with suf-
ficient bandwidth (i.e. Beyond Visual Line of Sight; BVLOS), or to
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compensate during system failure, or periods of high task load (H. Chen
et al., 2009). This increased level of automation, whilst designed to
support the operator and reduce workload presents unique challenges. It
is these challenges that must be overcome to improve the utility of UAVs
as capabilities increase. Breakdown in the interaction between human
operators and automated systems, can result in what has been described
as automation surprise (Sarter et al., 1997; Wiener, 1989) this phe-
nomena can become apparent during interventions between the human
and the system/agent and vice versa. This can leave the operator
questioning what the system is doing, why it did it, what it did, and what
it plans to do next. Sarter et al. (1997) and Bainbridge (1983) describe
how workload was not necessarily reduced when using automation,
rather that it places new attentional and knowledge demands on the
operator. This can be in relation to how the system design can invoke
breakdowns in mode awareness, increase complacency and trust and
requires new approaches to coordination and training, all of which are
influential in transitioning between automated control states and human
operator control states. This research sets out to understand the key
factors that influence decision making during intervention on auto-
mated flight, from the perspective of the operators themselves.

1.1. Perceptual cycle model and SWARM

The Perceptual Cycle Model (PCM; Neisser, 1976) proposes a model
of how “schema”, a template in which we formulate mental represen-
tations of the world (Bartlett, 1995; Chalmers, 2003), can be used to
guide behaviour. It suggests that prior training, experience and knowl-
edge is entrenched in a cyclical relationship with an individual’s actions
and their environment which is continually updated and adapted. Whilst
similar to the concept of sensemaking (Attfield and Baber, 2017; Klein
et al., 2007), the PCM proposes that how individuals sample the envi-
ronment combined with their existing preconceptions can influence
actions taken; also how subsequent information within the environment
influences how an individual perceives and gains understanding within
different circumstances. Importantly for this research the PCM places
emphasis on understanding the processes involved in decision making
within the wider system (Banks et al., 2021; Plant and Stanton, 2015),
rather than focussing entirely upon decision output. Appreciating the
role of the wider system in the decision making process is critical for a
greater understanding on how individuals can be supported within the
environment they are working in (Plant and Stanton, 2012; Stanton
et al., 2009). The PCM is an effective framework for gaining an under-
standing of all factors impacting UAV operator decision making, from
the training that pilots receive, the information that they are presented
as part of the control system as well as the actions that they take. The
PCM has previously been used in retrospective analysis of incidents or
accidents to examine decision making processes (Banks et al., 2018;
Plant and Stanton, 2012; Stanton and Walker, 2011). However, applying
the PCM can be challenging (Plant and Stanton, 2013). In order to apply
it in a structured manner to draw out useful information the Schema
World Action Research Method was developed (SWARM; Plant and
Stanton, 2016). SWARM was designed specifically to understand aero-
nautical critical decision making, in order to elicit information about
how an individual’s schema, actions and world (their environment;
SAW) influence decision making. SWARM assists the collection of data
from subject matter experts (SME) in relation to the three categories of
the PCM; SAW. Each of these has sub-themes which are clearly articu-
lated in Plant and Stanton (2016). In order to elicit the information from
SMEs an interview protocol with prompts against each sub-theme were
produced; appendix 1. Following its initial development it was validated
against critical incident aviation where the method demonstrated high
theoretical validity and high test-retest reliability in commercial avia-
tion (Plant and Stanton, 2016) it has subsequently been further devel-
oped and applied to understand UAV pilot decision making, including
swarm technologies, in order to develop requirements (Parnell et al.,
2023) and in the design of avionics systems (Banks et al., 2021; Parnell
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et al., 2022). In addition to the existing SAW prompts, Parnell et al.
(2023) adapted the SWARM prompts with the addition of trust (T)
questions from relevant trust scales, and demonstrated that T-SWARM is
able to elicit factors within an individual’s schema, behaviours and from
the world that influence or are influenced by trust. Given the inherent
remote and automated nature of UAV operations there is a requirement
for pilots to trust the systems they are operating (Mouloua et al., 2019).
It must be considered at the system level and as an emergent property
arising through the interaction between system elements, personal traits
or prior experience (Lee and See, 2004). The addition of these questions
allows researchers to explore how trust is formed and maintained in
relation to the influences of the wider system as captured by T-SWARM.
Using the PCM and T-SWARM, this research aims to explore the
underlying mechanisms of UAV pilot decision making during automa-
tion intervention. Whilst this has been conducted across other domains
(see Grindley et al., 2024a), there is little literature specifically consid-
ering UAV pilot decision making during automation intervention. Whilst
previous published research has been conducted on UAV pilots using
similar interview methodologies (Alon et al., 2021; Christ et al., 2016;
Jenkins, 2012; Ljungblad et al., 2021; Steen et al., 2024) to the authors
knowledge this the first time a knowledge elicitation method has been
used to draw out the factors that influence decision making around in-
terventions from specific events and accounts that operators recall. This
will facilitate identification of improvements to operational safety, ef-
ficacy and efficiency through exploring the gamut of Human Factors (i.e.
training, design, recruitment), a challenge given the relatively few and
hard to reach operators. Through semi structured interviews with UAV
operators and examining their own experiences, a user centred approach
was taken to understand the factors that support and implicate the
challenge of transfer of control between higher levels of automated
flight and pilot-controlled flight due to system and operator interven-
tion. It will identify challenges being faced by current operators and
present design requirements to support future UAV development.

2. Method
2.1. Participants

Participants were sought who had experience with UAV’s for both
military and civilian (industry or academic) purposes which would fall
into the Civilian Aviation Authorities’ Specific or Certified categories and
therefore:

e have a characteristic dimension (wingspan or length) of 3m or more;
and/or

e designed for transporting people; and/or

e designed for the purpose of transporting dangerous goods and re-
quires a high level of robustness to mitigate the risks for third parties
in case of an accident.

To take part, participants were required to be over 18 years old and
hold a UAV operator/flyer qualification (i.e. CAA A1/2/3, FAA Part 107,
RAF Remote Pilot Qualification), there was no limit on flying hours but
must have been able to recall an event where they or the system initiated
an intervention. Nine participants took part, 8 male and 1 female, all had
experience flying fixed wing BVLOS UAVs. Of the nine participants, five
were serving in the Royal Air Force (RAF) and four operating UAVs for
commercial organisations. In total they had logged an average of 527
flying hours operating medium or large UAVs (range 100-1000 h) in
addition some participants had experience operating as pilots in crewed
fixed wing (n = 6) or rotary wing (n = 1) aircraft (average flying hours =
302, range 55-1500).

2.2. Interview questions

Interview questions were based on a set previously used in the UAV
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domain for the development of T-SWARM (Parnell et al., 2023). Each
theme (SAW) includes several interview prompts that allow interviews
to be conducted with operators to extract information aligned to the
PCM (Niesser, 1976), the interview protocol can be found in appendix 1.
The original SWARM includes a repository of 95 prompts, with the
intention that researchers down select them based on the goals of their
research project. To keep the interview open to all contributory factors,
all probe questions were retained and irrelevant questions (such as
where the operator was located) were not asked.

The interviews were conducted, recorded and transcribed on
Microsoft Teams (MSTeams). The transcripts were downloaded and
corrected by the primary researcher who listened and watched the audio
recording back and amended the output. The video files were subse-
quently deleted, and the transcripts were anonymised. Nvivo 14 was
used to qualitatively analyse the data.

2.3. Procedure

Participants were invited to take part via e-mail, from companies
supporting the UK Department for Transport, Solent Transport’s Future
Transport Zone project and relevant UK military units who operate
medium and large UAVs. Interviews were arranged for a time that suited
the participant and an invite to Microsoft Teams shared; participants
were asked to undertake the interview in a quiet and private place where
they were comfortable talking about their experiences. The primary
researcher opened the interview with a brief overview of the research
and participants were then offered the opportunity to ask questions and
provide consent. Participants were then asked demographic questions
before being asked to briefly describe a scenario or event they had
experienced (which did not result in a negative outcome, i.e. a crash) in
which either they initiated an intervention during automated flight or
where the system had initiated intervention whilst they were piloting/
operating the UAV. On completion of the initial scenario or event
description the interviewer asked the probe questions as per the T-
SWARM methodology. Participants were then given a short break before
they were then asked to describe the second event or situation they had
experienced and asked questions on the other scenario. The total time
for each of the participant interviews, which consisted of discussion and
questions of two events, was around 1 h 30 min (40 min each with 10
min for introduction and a short debrief). At the end of the interview
participants were offered a debrief and thanked for their time. The
research received ethical approval from the University of Southampton
ethics board (Ethics ID: ERGO 89015) and a favourable opinion from the
Ministry of Defence Research Ethics Committee (2270/MODREC/23).

2.4. Data analysis

The primary researcher coded the interview transcripts against the
SWARM themes and codes outlined in the SWARM handbook by Plant
and Stanton (2016), the codes are in appendix 2. A second researcher
then coded approximately 10 % of the transcribed references to check
for inter-rater reliability against the same codes, following the guidance
of (O’Connor and Joffe, 2020). The second researcher had over 10 years’
experience in applied human factors and is a Member of the Institute of
Ergonomics and Human Factors. They were provided with excerpts of
the transcripts and the SWARM code book and were asked to use it to
code the excerpts. Both the primary researcher and the secondary coder
initially coded independently before meeting together to discuss their
codes. Hruschka et al. (2004) notes that with a large number of codes,
such as with SWARM, there is a high likelihood of lower levels of
agreement. The inter-rater reliabilities of the codes calculated on a
reference-by-reference basis were assessed using Cohen’s Kappa (Cohen,
1960). A moderate agreement can be considered when the « coefficient
is between 0.40 and 0.60 and substantial agreement when k above 0.60
(Landis and Koch, 1977). The overall x coefficient for the two coders in
this study was 0.51 thus providing support for sufficient inter-coder
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agreement.

In addition to the SWARM codes, additional trust codes relating to
positive and negative trust were created, in a similar manner to (Parnell
et al., 2023). This allowed a discussion of the factors that influenced
trust in the UAVs during these events in addition to the aspects of SA and
decision making afforded by the SWARM codes. Where transcribed
references did not fit in, the SWARM or trust additional codes were
created and described using an inductive grounded approach as per
Parnell et al. (2023).

3. Results

Each of the participants discussed two scenarios or events with the
majority of the recorded aspect of the interviews (when the participants
discussed their events) lasting about 65 min, with the shortest duration
being 48 min and longest 77 min. One where they had initiated an
intervention in highly automated flight and one where the system had
initiated or indicated a requirement for intervention from the crew.
Table 1 outlines the types of events described by the participants by
intervention type.

In all the scenarios, the pilots were operating as part of a crew with
either payload operators, safety/external pilots and on occasion a pilot
in command, the UAVs were either conducting flight testing (3) or
transiting to or from operational Intelligence, Surveillance and Recon-
naissance (ISR; 6) missions.

3.1. SWARM coding

Using Nvivol4 all the interviews were coded against the SWARM
codes (Plant and Stanton, 2016) and two additional codes on negative
trust and positive trust, whilst there is more to trust than just positive
and negative the research was interested in the factors from SAW that
influenced trust so kept the trust codes at a high level. The frequency of
reference to each SWARM code is shown in Fig. 1, hierarchically ar-
ranged by frequency within the SAW themes. The highest number of
references were associated with the World theme (n = 1032, 27.3 % of
transcript coverage) followed by Action (n = 679, 22.9 % of transcript
coverage) and Schema (n = 277, 12.1 % of transcript coverage), each
participant transcript was in the region of 5000-10000 words. When
comparing the system-initiated intervention events and the
operator-initiated events the total number of references was consider-
ably less (albeit not significant) for the system-initiated events (n = 845,
M = 93.89 SD = 32.61) than the operator-initiated events (n = 1136, M
= 126.22, SD = 47.26), t(8) = 1.78, p = .056. This difference may be
down to fewer inputs being required for detection, diagnosis and reso-
lution when the system initiates intervention. However, proportionately
there was very little difference in the frequency of references associated
with the SWARM themes or the codes. The biggest proportionate dif-
ference in codes was in the natural environment monitoring during the
operator-initiated interventions. This occurrence is most likely as a
result of the large number of described events being about avoiding

Table 1
Frequency of type of event described by intervention type.
Intervention type Type of event described Frequency
Operator-initiated Avoiding poor emergent weather 3 (P2, P4, P6)
intervention Dealing with an emergent failure with the air 3(P1, P9, P3)
vehicle that the system had not yet reported
Correcting a user input error 2 (P5, P7)
Avoiding other airspace users 1(P8)
System-initiated Air data sensor failure 4 (P2, P4, P5,
intervention P6)
Generator failures 1(P1)
Engine failure 1(P9)
Battery sensor failure 1(P3)
Inertial measurement unit failures 1(P7)
Communications link failure 1(P8)
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Fig. 1. Frequency of SWARM code occurrence.

weather. During the system-initiated interventions concurrent diagnosis, 3.2. Identifying key factors associated with intervention

where the participants regularly discussed trying to identify the cause of

the issue the UAV has presented in order to choose a course of action, Due to the large number of SWARM codes referenced in the in-
had the biggest proportionate difference. terviews, the most frequently discussed factors in relation the

Reference Frequency

Fig. 2. Scree plot outlining the most frequently referenced SWARM factors associated with automation intervention.
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intervention scenarios needed to be derived. A method used by Parnell
et al. (2023) to determine the number of factors to retain and present in
the discussion was followed. This process uses a graphical scree plot,
following the principles outlined in Cattell (1966) in which the fre-
quency of factors are ranked and presented as a line graph from most
frequent to least. The factors or components to the left of the point at
which the frequencies start to level off is identified as “the elbow” and
are retained for discussion (Parnell et al., 2023; Parnell et al., 2016;
Rafferty et al., 2010). This can be seen in Fig. 2 and resulted in 4 factors
being retained: Display Indications, UAV Status, Technological Conditions,
and System monitoring,

The most commonly referenced code across all of the interviews, and
outlined in Fig. 1, was Display Indications. This should come as no

Table 2
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surprise to those familiar with UAV operations as display indications are
the primary method for the pilot to build and maintain SA. References to
Display Indications were closely followed by UAV Status and Technological
Conditions with operators regularly commenting on the what the UAV
was doing at the time, and common ‘gripes’ or explanations for why they
were able or unable to detect issues or form an assessment of the situ-
ation. An action item then followed in Situational Monitoring. Table 2
describes challenges identified by the participants, against each one a
recommendation or design requirement is provided. These recommen-
dations can broadly be grouped into the following areas that will be
discussed further in the discussion: visual information display, alterna-
tive modalities for information presentation, training to support system
knowledge and trusting, understanding individual influences on trust in

Design requirements and recommendations as a factor of the most frequently referenced SWARM codes.

SAW SAW Freq  Emergent challenges within code Recommendation/design requirement Recommendation topic
Taxonomy Theme
Display World 215 o Displayed visual information is often the only source ~ R1 - Information provided to the operators on displays must e Visual information
Indications of current information about the aircraft as operators be unambiguous, accurate and timely to allow the operator  display
often don’t have haptic or audible cues to support to understand the current situation and predict future states. o Alternative modalities of
understanding of whether the aircraft condition has R2 - Designers should consider alternative modalities for information presentation
changed. concurrent information presentation (i.e. aural/haptic)
o Issues are often detected and determined through R3 - Displays should be designed to enable to operator to e Visual information
information candidly provided to the pilot through detect latent issues and trends in the system status that display
warnings and cautions. If thresholds are not met support detection of issues prior to parameters being met for
detection can be hampered. system failures.
o Displayed information changing or not changing R4 - Where appropriate, visual information displays should e Visual information
supporting issue detection. support operators to detect changes rather than just statusto  display
support trend analysis. Numbers and text are challenging to
detect changes and monitor trends (Harris, 2004).
UAV Status World 197 o Operators reported a primary means for detecting a See R4
change in UAV status is when a conflict arises between =~ See R2
the expected situation and actual (i.e. aircraft
descending when they expect it to remain level).
e Some participants, particularly those from crewed R5 - training must consider the levels of automation design e Training for system
flight backgrounds, highlighted not trusting the UAV to  and resilience during failures, to build familiarisation knowledge and building
support itself and continue as planned when issues arise ~ around aircraft responses during gradients of sensor, trust
and therefore required intervention. communications, servo and flight control failures. e Individuals’ differences
R6 — further, research should consider sociocultural impacts  of trust in automation
on trust in automation.
e Operators reported that not having physical cues to See R2,
understand status can impact course of action selection,
the contrary is safety pilots closer to the platform
reported being able to hear and see changes to the
platform and informed course of action selection.
Technological World 131 o Data staling or incorrect sensor information can be R7 — system design should implement methods to detect and e Visual information
conditions inconspicuous to the operator but can hamper or even report to the operators old, stale or incorrect data using display
derail threat detection. methods such as redundancy checks and providing system
and communications status.
e Some systems required displayed information to be R8 — systems should not rely on operator memory to e Visual information
compared against a mental model of expected determine issues with the system but present safe parameters  display
parameters (i.e. that they are still within limits or how and support operators’ detection.
close they are to limits).
e Participants reported that information being displayed ~ R9 - information critical to the pilot to maintain safe flight e Physical interface design
that was required to maintain safe flight was presented  should be located based around an expected eye position
in a manner that inhibited understanding due to and prioritised based on frequency of use, severity of issue if
location. not detected, speed of access required, following human
engineering guidance such as ISO 921.
System Action 107 o A challenge was commonly discussed regarding pilots’  See R2, R3 and R9
monitoring need to monitor displayed information at all times to

detect particular issues (i.e. incorrect altitudes being

set), if not looking at that information, not remembering
the prior status of the information or distracted by other

events this can be missed.

o Operators identified a challenge associated with a
need to become familiar with a set picture on the
displays so that they can use pattern matching to
identify changes.

o Interviews highlighted that continually monitoring

systems is fatiguing, and that if monitoring drops off it

will quickly increase once triggered by an event.

See R9

R10 - Training should not just focus on non-typical events
and gradients of situations to support identification of events
through cues and artefacts rather than specific events.

R11 - Physical system design, including the design of
standard operating procedures, must consider physical and
mental fatigue associated with persistent system monitoring
and mitigate both underload and overload. Solutions might
include tools to maintain vigilance, automation design to
manage self-monitoring and operator trust.

o Training for system
knowledge and building
trust

o Physical interface design
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automation and physical interface design.

3.3. SWARM factors associated with trust during intervention

To identify SWARM factors associated with trust two codes were
used, a ‘positive trust’ code was used where references associated with
SAW themes were linked with increasing or maintaining trust and a
‘negative trust’ code which was used when the participant referenced or
associated with reducing or maintaining poor levels of trust in the UAV.
Table 3 presents the SWARM factors that had greater than 3 references
associated with positive trust, Table 4 with negative trust.

During the coding process two references were made about the
events or scenarios that did not fit with the existing SWARM prompts,
they were primarily around the operators’ physical and mental state. The
first was related to Comfort and refers how an individual described
feeling about the situation, commonly this is in conjunction with exist-
ing SAW codes (i.e. comfort from having previously experienced a
similar situation) for example “I’'m, you know, more likely to go back to
fully manual control” (P3) or “I feel quite comfortable there” (P2). The
other additional area was titled Fatigue and relates to comments on the
participants having feelings or perceptions of personal fatigue or tired-
ness; an example reference might be “Especially when you’re on a low
circadian rhythm cycle and you’re maybe not fully paying attention to

Table 3

SWARM factors associated with positive trust.

Factor Number of Description Example references

references

Direct past 14 It appears from the data “it’s essentially just

experience that when the knowledge and
participants had experience and just
experienced the system looking back on the
working or experienced it  scenario and thinking
working following a about what happened
failure this improved and why it happened that
their trust in the then repaired the trust in
automation. the system.” (P4)

UAV status 11 Participants reported that ~ “So with fixed wing
their trust in the system [platforms] like if it loses
remained positive if they an engine, you can still
were able to determine glide back. Whereas with
the status of the UAV a multirotor it loses a
especially when it was rotor. You lose that
still flying, whilst they aircraft.” (P8)
may have had to
intervene if it was still
flying they could be more
trusting.

Declarative 6 References to facts about ~ “I've trusted the system,

schema the system, knowledge of ~ you know, we already
the system were often knew our fail-safe heights
aligned to positive trust. were pre-planned in. I
knew the airbag and the
parachute was going to
deploy. You know we’ve
lost an engine” (P3)

Display 6 Related to the UAV “Yeah, but kind of by

indications status, participants seeing that my

reported having a positive
indication that provided
system information
supported trust in the
system even though it
may have had to
intervene. The
information meant they
were able to determine
what was happening and
how to manage the
situation and therefore
retain trust in different
parts of the system.

indications were mostly
normal, I could trust it.”
(P2)

Table 4
SWARM factors associated with negative trust.
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Factor Number of Description Example references

references

Insufficient 17 Participants commonly “speed or height holds

schema cited not having enough can catch you out
knowledge of how the because it’s doing the
system or automation opposite to what you
operates driving feelings  asked for and then the
of distrust or trust urge is to take control
reduction. until you realize what
it’s doing.” (P6)

UAV status 16 As the opposite to UAV “I would if you'd asked
status as a factor of me at the time, do you
positive trust, references trust what the aircrafts’
were commonly found doing? I'd say no,
relating to not knowing because I don’t know
the exact status or mode  what it’s doing” (P4)
of the system negatively
influenced trust or led
operators to be less
trusting.

Technological 14 How information is “it depletes my trust

conditions displayed/generated that it doesn’t verbosely
was found to negatively like it doesn’t succinctly
influence trust as show me and loudly tell
individuals were me that it’s [an event]
concerned about not occurred.” (P1)
being able to determine
system status in an
unambiguous or timely
manner.

Display 10 Similar to technological “the information I'm

indications conditions as a factor getting is coming
influencing negative through a series of
trust, the fact that the computers, conversions,
majority if not all of the  operating systems, and
information on the then it’s relayed to me
UAVs state is conveyed on a on a display as
through displays caused opposed to a simple
some distrust due to the route and you know in a
complexity and manned aircraft it
opportunity for failure would be from the back
through the system. This  of the aircraft at the
appeared particularly front.” (P6)
prevalent in operators
with crewed experience.

Absent 9 Not having information “the only part I didn’t

information that they thought they trust was the initial bit
should have was before we understood
reported as a factor [what the issue was]
negatively influencing because we didn’t
trust, particularly aftera  receive a warning,
significant event. (i.e. a which was weird.” (P9)
warning should have
gone off).

System 7 System interaction “if it’s getting bad

interaction manifested in the data information, I don’t

alongside negative trust
as an action participants
took when they didn’t
trust the system to
continue safety, often
they reported ‘taking
control’ when they felt
uncertain or trusted
what the UAV/
automation was going to
do next.

necessarily trust it to do
the right thing at the
right time, so I'm going
to I'm protect it by
giving it, in this case,
more airspeed” (P5)

every bit of Information” (P7). SWARM doesn’t currently account for the
psychophysiological condition of the decision maker and how this might
influence course of action selection.
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4. Discussion

Interviews with 9 UAV operators, on two separate events, were
conducted to determine factors that influence or impact interventions in
automated flight of medium to large UAVs. The goal was to identify
factors, as defined by the SWARM, in order to propose requirements
and/or recommendations to support the evolving operational and
design community. In addition, the use of T-SWARM as applied to UAVs
builds on Parnell et al. (2023) further demonstrating its applicability.

4.1. Practical contribution

Key factors that influenced or impacted automation intervention in
UAVs were identified through applying the SWARM. The plot in Fig. 2
identifies the most important SAW factors by frequency of reference.
This methodology highlights the importance of both the pilot’s and
crew’s schema, the actions they take to understand and build SA and the
information they are getting from the world primarily through sensors
and via communication channels from the airborne platform. The in-
terviews also highlighted the crews’ inherent and situationally informed
trust (both positive and negative) in the systems but also the require-
ment to trust the platforms they are operating and how this influences
the actions they take to try and protect them. The most common codes
from the transcripts and the challenges within them are summarised in
Table 2 alongside suggested design recommendations. The design rec-
ommendations provided against each of the most common codes in
Table 2 have been collapsed into a number of themes that are discussed
in more detail in the following paragraphs. Collating the recommenda-
tions into themes allows for practical, and generalised recommendations
to be made for further research or operational design improvements.

4.1.1. Visual information display

The display of information, particularly in aircraft cockpits has been
the charge of many successful ergonomist, human factors engineer,
human computer interface designer and user experience expert since the
Wright brothers first flew with just a stopwatch, a tachometer and an
anemometer (Chorley, 1976). With the ever-expanding amount of in-
formation available to the pilot and increasing complexity of operations
in both crewed and uncrewed flight there has been a need to maximise
the efficiency of displayed information so that the operator can inter-
pret, process and use the information available to them to maintain safe
flight, reduce automation surprise (Woods and Sarter, 2000) and
maximise operational effectiveness (see Lovesey (1977) for an early
review and Landry (2021) and Carroll and Dahlstrom (2021) for more
recent commentary). With the multitude of options available to de-
signers, focus has been to reduce workload and manage SA, providing
crews with the right information at the right time in the right place. This
often results in very similar displays of information due to the influence
of international standards, fashion, user expectation and familiarity
from crews. Many have adopted a ‘dark/quiet’ philosophy with a focus
on dials, pointers and counters (Harris, 2017; Wickens, 2003). To opti-
mise display of information in the UAV context we must go back to
basics and follow human/user centred design approaches combined
with the latest theory and expertise (Lee and Seppelt, 2012; Parnell
et al., 2021; Parnell et al., 2023; Stanton et al., 2010). The output from
the interviews highlighted that often-displayed information was falling
short in a number of areas for UAV ground control stations when
automation required intervention. Primarily, challenges were identified
during automated operation regarding a lack of historical information to
support trend analysis and projection (akin to automation surprise,
Woods and Sarter (2000) and out of the loop phenomenon, Endsley and
Kiris (1995)) leading to operators not being able to quickly identify the
pace of degradation or detect issues before they occur. An area that has
been widely researched with regard to visual presentation of informa-
tion is the importance of transparency (Bhaskara et al., 2021; T. Chen
etal., 2015; Chien et al., 2019; Sadler et al., 2016; W. Zhang et al., 2021)
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with results commonly indicating that presenting information in a
transparent manner supports trust, decision-making time and certainty
and reduces the requirement for verification but can also induce com-
placency. However, outside of transparency at the time of writing, very
little recent published research could be found (with the exception of Li
et al., 2020) that specifically considered how workload, SA or trust
during automation monitoring is influenced by different information
presentation approaches of the same information. Whilst this may be
done by design organisations in the development of systems, little is
published in the open literature. Future research should consider how
different presentation of the same information influences workload, SA
and trust during automated monitoring therefore managing trend
assessment and reducing out of the loop phenomenon and automation
surprise during intervention events.

4.1.2. Alternative modalities of information presentation

Wickens (2021), amongst others, have discussed two concepts of
attention allocation: first that we have a filter that selects and admits
channels of information from the environment to be processed
(Broadbent, 1982, 2013); the second that attention is a resource that is
allocated, selected and divided to enable information processing, limited
by the demand of tasks or multiple tasks needing to be performed
concurrently defining the limits of multitasking and implications of
distraction (Lavie, 1995). If the latter is true, as a theory that has
received much support in recent decades (see Lavie, 2005; Lavie et al.,
2014; G. Murphy et al., 2016), then there is precedent that information
from multiple modalities is attended to simultaneously, albeit poten-
tially sub/pre-consciously. Whilst there may be a distracting element,
benefits of concurrent information presentation in different modalities
to support threat detection may be valuable (Klemen et al., 2009;
Wickens, 2002). Interviewees regularly commented on either an absence
of sound cues from the systems or the benefit gained from being able to
hear the system (e.g. engine rpm, gearbox sounds or wind over the
wings) when acting as an external pilot or from experience in crewed
flight. This aligns to Tvaryanas (2004) who showed through eye tracking
that engine scan was reduced in the absence of non-visual cues in UAVs.
The addition of audio cues have been found to increase the pilot’s ability
to maintain a steady airspeed, altitude, and bank angle when no visual
cues were present, but not up to the level of performance achieved when
visual cues were available (Brungart and Simpson, 2008; Grohn et al.,
2004; Lyons et al., 1990) with similar systems being developed to sup-
port helicopter pilot trend analysis (Edworthy et al., 1995). Whilst it is
necessary that auditory instrumentation does not interfere with an op-
erator’s performance and must not pose any safety issues the domain
would benefit from practical investigation into the empirical benefit of
acoustic system-based information to support trend analysis in UAV
systems. Noting, that several operators interviewed in this study refer-
enced the benefit gained in situations where they could hear the UAV
and how that improved their decision making (with regard to reducing
uncertainty or increasing error detection time) or where they couldn’t
hear it and negatively influenced decision making and intervention (for
example increasing time required to problem solve). At the time of
writing no published research was identified on the benefit (or perhaps
implications) of acoustic system-based information aimed at supporting
operators to maintain performance, error detection and problem solving
in UAV systems that do not benefit from proximity to the air vehicle.

4.1.3. Training for system knowledge and building trust

Both in the declarative schema and display of indications codes themes
emerged around how previous experience and the presentation of in-
formation appeared to negatively influence trust in the system.
Enhancing a person’s understanding of automation process and perfor-
mance has been shown to improve individual’s trust in the automation
(Lee et al., 2004) and that a person’s trust should be appropriately
calibrated to match that of the automation’s capabilities (Kazi et al.,
2007; Lee and See, 2004; Verberne et al., 2015). Indeed trust repair,
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tempering and dampening have been shown to provide an interactive
means of calibrating trust across sequential situations (De Visser et al.,
2020). However, when the performance of the person and the automa-
tion are highly correlated, trust calibration does not matter. More
generally, in some situations it might be appropriate for people to rely
on automation, even when it performs worse on a task than they would,
because relying on the automation enables them to shift attention to a
more important activity. This was highlighted in our analysis by oper-
ators commonly refencing that they don’t have a choice but to continue
operating the system when issues occur in an automated state as they are
not able to manually fly the UAV and often it is better at conducting
particular tasks that the pilot would be with limited input (e.g. “If we
lose link with the aircraft that that obviously then throws a spanner in
the works, but overall the reliability of the aircraft and the system is high
enough that we can trust in that” (P4)). An often proposed solution
might be to provide explanations or visualisations that show what
influenced the system’s decision, although many non-experts find these
unhelpful (Y. Zhang et al., 2020). In a recent review, Chiou and Lee
(2023) suggested that future design of automated systems, particularly
when considering high levels of autonomy should be focused on trusting,
rather than trust; that is not to maximise trust, or to even calibrate trust,
but to support a process of trusting. Chiou and Lee propose that de-
signers focus on: Identifying where trusting and trust calibration are
critical (Situations), providing improved system-level cooperation
through the way information is conveyed (Semiotics), recognising as-
pects of automation responsivity that may influence trusting (Sequence)
and promoting cooperative joint action and mutual trusting (Strategy).
During the interviews several examples of system design that influence
trusting were identified that could be considered in future system
design. For example, the operators outlined situations where they un-
derstood the limits or capability of the system and therefore had the
appropriate trust calibration “You may leave the engine RPM [revolutions
per minute] higher so that it’s more responsive to enable it to add on power as
required, and I suppose you yeah, you're taking something automation away
from the aircraft by saying I don’t trust you to manage your AOA properly
today, so I'm gonna [sic] give you more speed” (P5) or “it’s slow, it’s stable,
it’s all those things that that long endurance drones are supposed to do” (P1).
Operators highlighted, knowledge around situations that supports
trusting is developed by experience and importantly should be shared
through regular lessons identified and briefing sessions e.g. “many times
during a calendar year we talk through what would happen if emergencies
happened” (P1). Semiotics were identified as weaknesses in the design of
some of the UAVs operated for example “Can I trust everything? Is my
aircraft still in the air? What'’s lying to me? What’s not lying to me?” (P7).
But they also highlighted the importance of health monitoring of dis-
played data “you can tell how healthy the data that you're getting is”
(P8) but also the benefits of how information is presented for example
“So we have plots. So you can monitor certain characteristic of an airframe.
So it just shows you like a graph in time and then the actual like the values and
that it’s goes values on the left and then the time frame at the bottom” (P9)
display designs like this, including transparent automation may allow
the operator to detect drops in information quality and gross changes
that might infer issues with the data source. The operators also refer-
enced sequencing and how that influenced them trusting the system “I've
trusted the system, you know, we are already knew our fail-safe heights pre
planned in. I knew the airbag and the parachute was going to deploy” (P9).
These sequencing type features were often reflected in clearly written
standard/emergency operating procedures and a good knowledge of the
automation design including fall-back or reversionary modes. Finally,
aspects around strategy were discussed, primarily around building a
culture or processes around trusting the automation to do what it is good
at or for task that can only be done by the automation for example
keeping the platform within the parameters set by the pilot e.g. “...
maintaining the flight path that I asked it to maintain, so in that moment I
[can] sort of go eyes off what’s going on outside [to focus on system man-
agement]” (P5) and “I was quite content to allow the protection feature to do
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what it’s designed to do rather than completely take control back and pan-
ic”(P2). In summary, systems discussed by interviewees were already
found to have features that support trusting; however, it is likely trust, or
the process of trusting could still be improved in future system design.
Implementing a systematic user centred design process that includes
considerations around user trust, building on positive design features
such as those identified above and looks to reduce negative design fea-
tures is fundamental to improved operational safety and efficiency.

4.1.4. Individuals’ differences of trust in automation

As mentioned previously trust or trusting in the automation is
important as it supports a human supervisor (operator) in their use of an
automation subordinate. During a number of interviews participants
reflected on their trust in the UAV and how if differed from prior
experience, particularly that of crewed flight. As many have pointed out,
trust in systems has many aspects, a person’s disposition, propensity or
individual differences being one of them (Hoff and Bashir, 2015; Lee and
See, 2004; Marsh and Dibben, 2003). Specifically, the role of individual
differences in the perception, adoption, and decision-making with
technology has often discussed and researched (for example (Hoff and
Bashir, 2015; Kraus et al., 2021; Miller et al., 2021; Parasuraman et al.,
2014; Scholz et al., 2024) and posited that propensity to trust automa-
tion may be based on a combination of general personality variables and
the individual’s experience with the technology (Kraus et al., 2020;
Scholz et al., 2024). Whilst the findings from the interviews is anecdotal
there is merit investigating further the relationship between prior
experience in crewed flight and trust in UAV flight. Additionally,
whether specific personality traits that influenced an individual’s desire
to take up or be successful in crewed flight (Chang et al., 2018; Chidester
et al., 1991; Glicksohn and Naor-Ziv, 2016) subsequently influences
trust or trusting in the UAV. Understanding this concept could have
implications in selection, training, design and assurance for UAV
operations.

4.1.5. Physical ergonomics and interface design

Those familiar with human factors engineering will be well
acquainted with the challenges of workspace design with a need to trade
off limited space with large amounts of competing priority information
and control requirements. It is well documented that poor ground con-
trol station design that doesn’t align to human strengths or avoids the
limitations of the operator leads to incidents and accidents (Grindley
et al., 2024; Grindley et al., 2024a,b; Mohammed et al., 2022; Oncu and
Yildiz, 2014; Tvaryanas et al., 2006; Williams, 2006). This challenge is
and will become ever more present as systems strive to be more auto-
mated, autonomous, portable, universal and are being developed
quicker. Many of the participants commented on poor positioning of
information, design of interfaces or controls. In order to alleviate some
of the risks associated with these design decisions human engineering
standards have been developed such as Military Standard 1472H, In-
ternational Organization for Standardization’s ISO 921 and ISO 11064,
BS EN ISO 6385. These standards attempt to ensure that principles such
as Wickens and Carswell’s (1995) Proximity Compatibility Principle,
whereby information is located with control inputs are considered in the
design of the system to ensure a safe, comfortable and efficient system.
Additionally Human Factors process or Integration (HFI) guidance such
as the United Kingdom’s Joint Service Publication 912 (Ministry of
Defence, 2014) and the US Human Systems Integration (Lacson et al.,
2017)(HSI) have been developed to ensure that human performance
factors are adequately considered during the system engineering pro-
cess. Many development programmes do not sufficiently include
HFI/HSI as an fundamental aspect of planning and execution and are
therefore at risk of diminished user performance and total system per-
formance (Lacson et al., 2017). No literature was found on the preva-
lence of these approaches being applied to UAV design; however, it is
expected that if it is being conducted at all its scope and influence is
likely limited and informal due to the size of most the companies and the
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pace at which UAVs are being developed. It is highly recommended that
design organisations follow Human Factors integration processes and
standards to reduce the risk of errors and issues occurring. UAV regu-
lators should consider directing design organisations to apply appro-
priate methodologies, as poor ergonomic design as highlighted in a
number of the interviews negatively impacts decision making the cor-
ollary being the potential for reduced safety and performance of the
system.

The 5 areas of recommendation above align to previous research
findings by Parnell et al. (2023) who used similar methods within the
UAV domain, specifically around aspects such as equipment design and
training for trust in the automation. However, this research, by focussing
on specific occurrences and events was able to delve into specifics
around HMI design and draw out anecdotal evidence that supports an
argument for further research to improve the safety of UAV operations
particularly around the use of automation. The recommendations on
visual display interfaces, multiple modality information presentation
and predisposition for trusting automation are offered to the research
community to identify best practice and support design organisations to
improve automation intervention. Recommendations on physical
interface design and designing for trust should be used by those in UAV
design now, be it by hobbyists, commercial or military facing organi-
sations to reduce the negative aspects of automation intervention and
automation surprise.

4.2. Methodological contribution

When using data from interviews, as with many qualitative methods,
the output results must be treated with some care as they may be subject
to bias and will only reflect the understanding and experience of those
that participated and which they are willing to divulge (Lamont and
Swidler, 2014). Whilst there was some variation in gender, age and
experience a large amount of the population interviewed were either
serving in the Royal Air Force or had prior experience in the military.
The military has a wealth of experience operating, often exquisite and
capable UAVs, therefore the experience may not be representative of all
UAV operations and organisations. However, understanding what is
good and what could be improved from experienced operators and or-
ganisations can be beneficial for smaller emerging organisations (Brown
et al., 2024; Gore et al., 2023; Hoffman et al., 1998; Milton, 2010). Given
the relatively small operator population, access to the population, the
pace of developments and variance in designs methods like SWARM are
critical for eliciting valuable information from small samples sizes that
can be generalised to the wider domain. Using this methodology, the
researchers were able to extract information dense accounts on specific
automation interventions, which hasn’t been done before and applied to
SWARM. Previously SWARM had only been applied once to UAV oper-
ations (Parnell et al., 2023), this paper presents the first application of
the SWARM taxonomy to UAV operator interactions during specific type
of events, particularly intervention in automated flight. Specifically, the
method was able to successfully elicit detailed information about how
the environment, experience and actions influence SA and decision
makers. Additionally, questions on trust were included in SWARM and
once again provided clear emergent relationships between technological
systems, the operators previous experience and the actions they take,
from which recommendations are provided in the previous paragraphs.
The findings support the continued use of the Trust- Schema World
Action Research Model, T-SWARM (Parnell et al., 2023).

As Parnell et al. (2023) discussed, compared to crewed aviation, in
general the UAV domain does not have the same level of regulation,
focus on checklists or requirements for levels of training and certifica-
tion, and therefore do differ in their design and influences. That is not to
say that UAV operations are not safe, but that the requirement to achieve
the same level of safety as crewed or commercial flight is not present
(Grindley et al., 2024a,b) nor required, due to many not carrying pas-
sengers or flying over populated areas. Unlike Parnell et al. (2023)
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whilst there was plenty of variation within the events described the
researchers noticed that the influences that participants discussed star-
ted to be repeated in the later interviews. Whilst it is unlikely that
saturation had occurred due to the large variety of potential events that
could be discussed, a broad spectrum of influences and experience was
captured. The repetition may also have been a result of over half of the
interviews being conducted with Royal Air Force MQ-9A Reaper crews
and all being conducted on medium to large UAV operators rather than
small UAVs where the greatest variation in operation is seen.

During the coding process it was noted by both the primary and
secondary researcher that participants referenced ‘condition of self’ or
‘psychophysiological’ aspects that they believed were influencing their
decision making or SA. Specifically, participants mentioned fatigue,
workload and comfort, for example, “especially when you’re on a low
circadian rhythm cycle and you’re maybe not fully paying attention” (P7), “I
was on the limit. I was on. I was at capacity.” (P7), “I was comfortable
enough” (P9). The impact of workload (Hockey, 1997; Ji et al., 2022;
Orasanu, 2017; Recarte and Nunes, 2003; Vidulich and Tsang, 2012;
Wang et al., 2023) and fatigue (Bendak and Rashid, 2020; Harrison and
Horne, 2000; Jia et al., 2022) on decision making and SA is well docu-
mented. Specifically, literature outlines how fatigue and workload in-
fluences top down processes in the form of the use of biases and
heuristics (Engle-Friedman et al., 2018; Raby and Wickens, 1994) and
bottom-up in the form of factors such as scan reduction (Di Nocera,
Camilli and Terenzi, 2007; Rainieri et al., 2021; Tole et al., 1983) which
are discussed within the PCM. The model however does not currently
account for the psychophysiological condition of the decision maker and
how this might influence course of action selection, subsequently the
SWARM does not account for or aim to explicitly elicit psychophysio-
logical influences. This research was able to elicit some of the personal
factors that influenced decision making due to the detailed accounts
about specific events, where previous research has been more aligned to
case studies and the human-system interaction there within rather than
individual recollection of events. Future uses of (T-)SWARM and the
PCM should consider how information could be collected on the relevant
psychophysiological state of the individuals and how that influenced
their decision making and actions. For example, whilst more in depth
research is needed to identify the most appropriate areas, prompt
questions could be included around interviewees perception of: their
fatigue at the time; how well they had been sleeping; the operational
tempo at the time; task load in the run up to the event; and importantly
how they perceived this to affect the SAW factors identified by other
prompts. Similarly, in regard to workload prompt questions could be
asked on their level of perceived workload at the time, whether they
were having to drop or miss out tasks, what they were or whether they
believed they had spare capacity that could impact their ability to make
decisions.  Understanding  psychophysiological  impacts on
decision-making is critically important in design of future systems and
interaction with automation. Whilst we can attempt to control aspects
such as fatigue and workload through policy and process the nature of
operations and propensity for periods of high workload (H. Chen et al.,
2009) means systems must be able to accommodate, through design, for
these variations in operator condition and remain as safe as reasonably
practicable.

5. Conclusions

As operations with UAVs expand in complexity and character the
role of the human operator as commanders, supervisors and monitors of
automation will continue to be a challenge. This paper aimed to un-
derstand the factors that influence and impact UAV operators’ inter-
vention in automated flight, utilising the T-SWARM, with the addition of
questions on trust. The interviews highlighted the importance of what
information is displayed, how it is displayed and how it is used to detect
and diagnose issues with the UAV. Participants commented on how a
lack of particular cues, specifically physical, influenced their ability to
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assess situations. The questions on trust drew out how the design of the
system and perceived reliability drove the level of trust in the system
and supported the process of trusting albeit in many cases they didn’t
have a choice but to trust the system. Similarly, that compared to pre-
vious roles piloting crewed aircraft trust was less in the UAVs they were
currently operating. From these identified challenges recommendations
could be made to improve operational safety through further research.
Caution remains, however, on the application of traditional aviation
methodologies to the UAV operator due to its relative infancy and
limited standardisation or regulation. This research adds to the growing
evidence of the utility of T-SWARM for eliciting requirements and
knowledge within the UAV domain.
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