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Abstract

Two different forms of responsibility, counterfactual and seeing-to-it, have been exten-
sively discussed in philosophy in the context of a single agent or multiple agents acting
simultaneously. Although the generalisation of counterfactual responsibility to a set-
ting where multiple agents act in some order is relatively straightforward, the same
cannot be said about seeing-to-it responsibility. Two versions of seeing-to-it modal-
ity applicable to such settings have been proposed in the literature. Neither of them
perfectly captures the intuition of responsibility. This paper proposes a definition
of seeing-to-it responsibility for such settings that amalgamate the two modalities.
This paper shows that counterfactual responsibility and the newly proposed notion of
responsibility are not definable via each other. It also studies the higher-order respon-
sibility and the responsibility gap for these two forms of responsibility. It shows that
although these two forms of responsibility are not enough to ascribe responsibility in
each possible situation, this gap does not exist if higher-order responsibility is taken
into account.

Keywords Responsibility - STIT - Undefinability - Responsibility gap

1 Introduction

In this paper !, we study responsibility in the context of collective decision-making. The
notion of responsibility, in linguistic intuition, can be divided into two different classes:
the forward-perspective responsibility and the backward-perspective responsibility
[2]. The forward-perspective responsibility focuses on seeing to it that a certain state
of affairs is obtained [3]. More specifically, it takes into account the eventualities as

LA preliminary version of this work appeared in AAAI-24 proceedings [1].

X Qi Shi
qi.shi@soton.ac.uk

Pavel Naumov
p-naumov @soton.ac.uk

School of Electronics & Computer Science, University of Southampton, University Road,
Southampton SO17 1BJ, UK

Published online: 21 April 2025 @ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10992-025-09794-7&domain=pdf
http://orcid.org/0000-0003-0366-9087
http://orcid.org/0000-0003-1687-045X

Q. Shiand P. Naumov

potential situations that may be materialised in the future and analyses how the agents
can or ought to affect such state of affairs [4]. For example, the role-responsibility (e.g.
a sea captain is responsible for the safety of his ship) [5] that talks about obligations
is a type of forward-perspective responsibility. In contrast, the backward-perspective
responsibility looks at the affairs that have already or hypothetically happened and
is closely related the philosophical notions like accountability, blameworthiness, and
liability [2]. The discussion of the backward-perspective responsibility is deeply rooted
in the analysis of the causal chains, which is studied in the theory of actual causality [6],
and the agency of the parties involved in the affairs [7]. Dastani and Yazdanpanah [7]
call the backward-perspective responsibility by actual responsibility and, based on the
difference in methodology, divide it into two types: event-oriented responsibility [6, 8,
9] that uses causal models and treats the agents and their actions as the general events
in the models and agent-oriented responsibility [10—12] that uses strategic settings
(e.g. games) and considers the strategic abilities and epistemic states of the agents
in those settings. However, in terms of the concept, there is no borderline between
event-oriented responsibility and agent-oriented responsibility. Moreover, the agent-
oriented definitions of responsibility are usually the refinement of the event-oriented
ones that take the agency of the agents into consideration.

The focus of this work is on the agent-oriented responsibility in multi-step deci-
sion schemes where the agents make decisions sequentially and their joint decision
determines the final outcome. We model such schemes as extensive form games (see
Definition 1) and use this term henceforth. Notice that, unlike some other researchers
who are concerned with who or what can be held responsible [13—19], we treat all the
subjects that have agency and can affect the outcome in a system as agents, such as
humans, animals, and artificial intelligence. Holding the opinion that whether an agent
is a proper subject to ascribe responsibility? does not affect the fact that the agent is
responsible (e.g. from the perspective of the causal chain), we discuss the responsi-
bility for the general notion of “agent”. It is also worth mentioning that, by using the
extensive form game model, we assume the decision scheme is fixed and known to
every agent in it. By this means, the control condition and epistemic condition to hold
an agent responsible [20] are both met.

Following the vague intuition about the responsibility of an agent when we think of
the agent being praiseworthy for a positive result or blameworthy for a negative result,
as well as the fact that the agent can act to prevent or to achieve a certain result, in this
paper, we consider two forms of backward-perspective agent-oriented responsibility
that have been studied in the literature: counterfactual responsibility [21] and respon-
sibility for seeing to it [22]. To investigate these two notions and their properties, the
rest of the paper is divided into six major sections:

e Section 2 — With the help of a motivational example introduced in Subsection 2.1,
we formally define and discuss the extensive form game model which captures
the multi-step decision schemes in Subsection 2.2. Then, we give a discussion of
the two forms of responsibility and related logic notions as well as a review of the

2 For instance, young kids, animals, and autonomous agents are usually not treated as proper subjects of
certain types of responsibility (e.g. legal responsibility). Section 5 contains a detailed discussion of the
situation where an agent is improper to be held responsible.
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corresponding literature in Subsection 2.3 and Subsection 2.4. In particular, a new
form of seeing-to-it responsibility for extensive form game settings is proposed in
Subsection 2.4.3.

e Section 3 — The core terminology, the syntax of the modal language, and the
semantics of the two forms of responsibility are formally defined in this section.

e Section 4 — In this section, it is proved that the two forms of responsibility are
not definable via each other in extensive form games. This result shows a type of
independence between the two forms of responsibility and indicates the importance
of including both of them into study.

e Section 5 — The higher-order responsibility, which can be expressed with the
nesting of the responsibility modalities, is discussed in this section. Its importance
is significant in application scenarios where the responsible agent is not a proper
subject to ascribe responsibility. Some properties of higher-order responsibility
are proved, discussed, and compared with the results in the literature.

e Section 6 — In this section, we formally study the responsibility gap, a situation
where a statement is true in the outcome but no agent is responsible for it. Albeit
the discussion of the responsibility gap is prevalent in the literature [8, 23-28],
only a few studies [29, 30] give a formal definition of the concept. The hierarchy
of responsibility gaps is then defined in Subsection 6.3, which, as far as we know,
have never been discussed before. It is proved that a higher-order responsibility
gap does not exist for sufficiently high orders.

e Section 7 — This section investigates how the definitions of responsibility can be
extended into imperfect information settings. It is found that the original definitions
do not work properly in such settings and the responsibility gaps may always exist
even when higher-order gaps are taken into account. After several failed attempts
to modify the definition, it is observed that, if the seeing-to-it responsibility is
defined based on the tree structure of the extensive form games, then no proper
definition exists in imperfect information settings.

2 Responsibility and Decision Schemes

In this section, we introduce the formal model of the decision schemes that will be
used throughout the rest of the paper. We also review the existing approaches to
formally defining responsibility and discuss their shortcomings. To address some of
these shortcomings, at the end of the section, we propose a new form of seeing-to-it
responsibility.

2.1 Motivational Example

We start with a motivational example based on a real-life story. We use it as a running
example throughout the whole paper. Some of the details of this example come into
play only later in the paper.

In the United States, if a person is found guilty by a state court and all appeals within
the state justice system have been exhausted, the person can petition the Governor of
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the state for executive clemency. The US Supreme Court once described the clemency
by the executive branch of the government as the “fail safe” of the criminal justice
system [31]. This was the case with Barry Beach, who was found guilty of killing a
17-year-old high school valedictorian Kim Nees and sentenced in 1984 to 100 years
imprisonment without parole [32]. In 2014, after a court appeal, a retrial, and a negative
decision by the Montana Supreme Court, Barry’s attorney filed a petition for executive
clemency.

To prevent corruption and favouritism by the Governor, many states in the US
have boards that must support the decision before the Governor can grant executive
clemency. In Montana, such a board has existed since the original 1889 Constitu-
tion [33, Article VII, Section 9]. With time, the law, the name of the board, and the
way it grants approval changed [34], but the Board maintained the ability to constrain
the Governor’s power to grant executive clemency. The executive clemency procedure
that existed in Montana by 2014 is captured by the extensive form game depicted in
Fig. 1a. First, the Board (agent b) can either deny (action D) the clemency or recom-
mend (action E) it. If the Board recommends, then the Governor (agent g) might grant
(action G) or not grant (action F) the executive clemency.

The executive clemency procedure in Montana is a typical multiagent sequential
decision scheme where the final outcome is determined by the joint decision of all
agents in the system. It is used in the rest of this paper as the running example to
elucidate the notions and the claims.

2.2 Decision Schemes

Throughout the paper, we assume a fixed set of agents A and a fixed nonempty set of
propositional variables.

Definition 1 An extensive form game is a nonempty finite rooted tree in which

1. each non-leaf node is labelled with an agent;
2. each leaf node is labelled with a set of propositional variables.

Informally, each node of the tree represents a state of the game, while the root of the
tree represents the initial state of this game. In each non-leaf node (i.e. non-terminal
state), the agent labelling this node takes an action that chooses a child node as the
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next state. The leaf nodes (i.e. terminal states) of a game are called outcomes of the
game. An outcome is said to be labelled with a propositional variable if the outcome
is labelled with a set containing this propositional variable, which intuitively means
that the statement corresponding to the propositional variable is true in the outcome.
The set of all outcomes of a game G is denoted by €2(G). The notation parent(n)
refers to the parent node of any non-root node 7. If node 75 is on the simple path?
(including ends) between the root node and node 71, then write ny < nj.

As an example, consider the extensive form game in Fig. 1a and a propositional
variable p which represents the statement “Beach is left in prison”. The b-labelled
node and the g-labelled node are non-leaf nodes while w1, w,, and w3 are outcomes.
The set 2 (G) in this game is {wy, w2, w3}. Among all three outcomes, w and w, are
labelled with the set { p} while wj3 is labelled with an empty set. At the b-labelled node
(i.e. root), by recommending (E) the clemency, the Board chooses the g-labelled node
as the next state. Then, by rejecting (F) the clemency, the Governor chooses w» as the
next state, which is also the outcome. The path of play to outcome w, consists of three
nodes: the b-labelled node, the g-labelled node, and outcome w,. Among these three
nodes, the b-labelled node (denoted by ny here) is the parent node of the g-labelled
node (denoted by n, here), while the latter is the parent node of outcome wy. This
means parent(ng) is np, and parent(w;) is ng. Also, wy < nj because the b-labelled
node is on the simple path (as one of the ends) between the root node and outcome wy.

In this paper, we use extensive form games as the models of multi-step decision
schemes. Note that, to hold an agent responsible, the agent should have “free will” to
make her choice (a.k.a. the control condition) and know how the decision affects the
outcome (a.k.a. the epistemic condition) [20]. The former condition is captured by the
tree structure of the extensive form games where, by item 1 of Definition 1, the agent
labelling each non-leaf state has full control over which child would become the next
state. To capture the latter condition, we assume the structure of the extensive form
game to be common knowledge of all agents in the corresponding decision scheme.
Considering that agents such as human beings usually have limited mentality [35], we
further assume the tree structure to be finite to enable the epistemic condition above.

It is worth mentioning that the assumption of the tree structure implies the deter-
minacy of the decision scheme. To capture the indeterminacy, one can add a dummy
agent Nature into the system so that the nondeterministic transitions between states
are captured by the decision of Nature [36]. However, our model cannot capture the
probabilistic transitions. At the same time, the finite tree structure guarantees the ter-
mination of the decision process in an outcome. It also guarantees that the outcome
uniquely specifies the path of play. In this sense, a property of the outcomes (as shown
in item 2 of Definition 1) is indeed a property of the history.

We acknowledge that our model cannot capture the concurrent decisions of different
agents. Neither does it capture the settings in which an agent does not know the previous
decisions in the history. Such settings are called “imperfect information” settings [37].
We discuss them separately in Section 7. Our model is also not good for capturing
long-term interactions between agents that do not have a natural starting point that can
be viewed as a root node of the game tree.

3A simple path in a graph is a path without repeating nodes.
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2.3 Counterfactual Responsibility

Counterfactual responsibility captures the principle of alternative possibilities [21, 38,
39]: an agent is responsible for a statement ¢ in an outcome if ¢ is true in the outcome
and the agent had a strategy that could prevent it. For example, consider outcome w3
in Fig. 1a, where the Board recommends (E) clemency and the Governor grants (G)
it. In this case, Beach is set free. Note that both the Board and the Governor had a
strategy (i.e. action D for the Board, action F for the Governor) to prevent this. As a
result, each of them is counterfactually responsible for the fact that Beach, who was
found by the court to be the murderer of Kim Nees, escapes punishment in outcome
w3. Next, consider outcome w; in which the Board recommends (E) clemency, but
the Governor does not grant (F) it. Beach is left in prison. In this case, the Board is not
counterfactually responsible for the fact that Beach is left in prison because the Board
had no strategy to prevent this. At the same time, the Governor had such a strategy
(action G). As a result, the Governor is counterfactually responsible for the fact that
Beach is left in prison in outcome w». This definition of counterfactual responsibility
for extensive form games is introduced in [40]. It also appears in [41].

Note that, in order for Beach to be freed, both the Governor and the Board must
support this decision. However, from the point of view of ascribing counterfactual
responsibility, the order in which the decisions are made is important. If the Governor
acts first, then, essentially, the roles of the Governor and the Board switch, see Fig. 1b.
In this new situation, the Governor is no longer counterfactually responsible for Beach
being left in prison because he no longer has a strategy to prevent this. The dependency
on the order of the decisions makes counterfactual responsibility in extensive form
games different from the previously studied counterfactual responsibility in strategic
game settings [ 10,42-44], where all agents act concurrently and just once. In particular,
the strategic forms of the two extensive form games in Figs. 1a and 1b are identical, as
shown in Fig. 1c. As aresult, no definition of counterfactual responsibility for strategic
form settings can distinguish the two situations in Figs. 1a and 1b, which are different
according to the above analysis.

2.4 Responsibility for Seeing To It

The other commonly studied form of responsibility is defined via the notion of
seeing-to-it. As a modality, seeing-to-it has been well studied in STIT logic [45-
48]. Informally, an agent sees to it that ¢ if the agent guarantees that ¢ happens. When
using the notion of seeing-to-it to define a form of responsibility, a negative condition*
is usually required to exist to capture the intuition that no agent should be responsible

4 In the general STIT models, a negative condition is a history where —¢ is true [49]. In the extensive
form game settings, a negative condition is an outcome where —¢ is true. Note that a negative condition
is distinct from the requirement of “an ability to prevent” in the definition of counterfactual responsibility.
For example, by deciding not to compete in the Olympic games, an athlete sees to it that she does not win a
gold Olympic medal. In this case, the negative condition is the outcome in which she wins the medal. This
negative condition is potentially reachable if she does not give up. However, in this example, the athlete
is not counterfactual responsible for not winning the medal because she has no strategy that guarantees
winning the Olympics.
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for a trivial truth® such as “the sun will rise”. The notion of deliberative seeing-to-
it [S0-53] captures this idea by adding the requirement of a negative condition. Some
follow-up work [54, 55] further incorporates the epistemic states of the agents into the
discussion, but still within the STIT frame. Naumov and Tao [12] studied deliberative
seeing-to-it as one of the forms of responsibility in strategic game settings.

In extensive form game settings, there are two versions of the notion of seeing-to-
it that may potentially capture a form of responsibility: strategic seeing-to-it in the
presence of a negative condition and achievement seeing-to-it.

2.4.1 Strategic Seeing-To-It

Strategic seeing-to-it [47, 56, 57] is defined under the assumption that each agent
commits upfront to a strategy for the duration of the game. Instead of guaranteeing ¢
to happen with one action, such a strategy guarantees ¢ to happen in the final outcome
after acting according to the strategy in the whole game, no matter how the other agents
may act in the process. For example, in the game depicted in Fig. 1a, both the Board
and the Governor have an upfront strategy to leave Beach in prison. For the Board,
the strategy consists in denying the petition. For the Governor, the strategy consists
in waiting for the Board to act and, if the Board recommends clemency, rejecting the
petition. By incorporating the notion of a strategy, strategic seeing-to-it in the presence
of a negative condition can be treated as a natural extension of deliberative seeing-to-it
in multi-step decision schemes such as extensive form games.

However, this “natural extension” does not work for two reasons. On the one hand,
by definition, the notion of strategic seeing-to-it has to be evaluated based on strategies
rather than outcomes [58]. However, in some applications, such strategies may not be
observable. Let us consider the case of outcome w1 in Fig. 1a. Here, the strategy of the
Governor is not observable because he has no chance to make any choice on the path
of play to outcome w;. No one except for the Governor himself can tell how he would
choose if the Board had not denied the clemency. Hence, even though he has a strategy
to guarantee Beach being left in prison and the strategy is followed in a trivial way in
outcome wi, it is still not clear whether the Governor strategically sees to Beach being
left in prison or not. On the other hand, although the strategy can be observed in some
cases (such as pre-programmed autonomous agents), the notion of strategic seeing-
to-it accuses the agents of mens rea (i.e. guilty mind) purely based on their plans
rather than actions. Note that, in law, actus reus (i.e. guilty action) is a commonly
required element of a crime [59]. For this reason, even if the Governor’s strategy is to
deny the clemency when the Board recommends it, which indeed strategically sees to
Beach being left in prison according to the definition, the Governor should not be held
responsible for seeing to this in outcome w1, since he takes no action at all. Therefore,
strategic seeing-to-it in the presence of a negative condition cannot always serve as a
proper notion of responsibility in extensive form games.

5 A trivial truth is something that has been settled true within the criteria of concern. In an extensive form
game, a trivial truth is a statement that is true in all outcomes.
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Fig.2 An extensive form game l=—day 1—1 <~—day 6—1 l=—day 7—1

between a doctor (d) and the

Nature (n) (]) ° e dead
alive  dead alive dead

2.4.2 Achievement Seeing-To-It

Another notion of seeing-to-it that may capture a form of responsibility in extensive
form game settings is achievement seeing-to-it [38, 50]. In an extensive form game,
the agents make choices one after another®. Each choice of the agents may eliminate
the possibility of some outcomes until the final outcome remains. If a statement is
true in the final outcome, then during the game process, all the negative conditions, if
exist, are eliminated. Achievement seeing-to-it captures the idea that, in such multi-
step decision schemes, one specific choice of an agent guarantees some statement to be
true in the final outcome by eliminating the “last possibility” for a negative condition
to be achieved. For example, in outcome w3 of Fig. 1a, Beach is set free after the Board
recommends (E) the clemency and the Governor grants (G) it. The choice of the Board
(action E) eliminates one possibility of a negative condition (w1) and the choice of
the Governor (action G) eliminates the other possibility of a negative condition (w?),
which is also the last possibility. Hence, the Governor sees to it that Beach is set free in
the achievement way in outcome ws3. Note that the notion of achievement seeing-to-it
implies the existence of a negative condition by itself.

Achievement seeing-to-it can be treated as a form of responsibility in an intuitive
sense. However, this notion cannot capture the idea of “guaranteeing” when regarding
the extensive form game as a whole process. Let us still consider outcome w3 in Fig. 1a.
When the executive clemency procedure is treated as a whole, the Governor does not
guarantee that Beach will be set free, since the Board could have chosen to deny (D)
the clemency before the Governor can make any decision. In fact, the Governor does
not even have the ability to guarantee that Beach will be set free. Therefore, it is hard to
say that the Governor is responsible for “seeing to it that” Beach is set free in outcome
w3, even though he sees to this in the achievement way.

The inconsistency between the notion of achievement seeing-to-it and the seeing-to-
it form of responsibility is more significant when obligation is taken into consideration.
For example, the obligation of doctors is to try their best to cure their patients. Consider
a situation where a patient in danger of life is waiting for treatment. If the patient is
not given treatment, she will die within a week. Suppose the treatment is sure to cure
the patient. We can model this scenario as a two-agent extensive form game between
a doctor (d) and the Nature (n) shown in Fig. 2. Imagine the situation when the doctor
leaves the patient unattended for six days and gives treatment on the seventh day. Then,
the patient is cured. By giving the treatment, the doctor sees to it that the patient is
cured in the achievement way. However, the doctor cannot be said to “be responsible
(praiseworthy) for seeing to it that” the patient would be cured, because the patient
might have died on any of the first six days. For this reason, achievement seeing-to-it

6 Originally, achievement seeing-to-it has been proposed for STIT frames, where multiple agents can act
simultaneously.
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often cannot serve as a proper notion of the responsibility for seeing to it in extensive
form games.

2.4.3 A New Notion of Responsibility for Seeing To It

As discussed above, neither strategic seeing-to-it in the presence of a negative con-
dition nor achievement seeing-to-it can serve as a proper definition of seeing-to-it
responsibility in extensive form games. In this subsection, we propose a new notion
of seeing-to-it responsibility that fits into extensive form game settings.

First, we modify the notion of strategic seeing-to-it into a backward version. We
would say that an agent backwards-strategically sees to ¢ if the agent has an upfront
ability” to guarantee that ¢ would be true in the outcome and maintains the ability for
the duration of the game. The ability to guarantee ¢ is captured by the existence of a
strategy that guarantees ¢. Note that, although the maintenance of the ability can be
achieved by following such a strategy, the backward version of strategic seeing-to-it
does not require the actually applied strategy to guarantee ¢. Intuitively, instead of
caring about the plan of the agent to guarantee ¢, the backward version of strategic
seeing-to-it focuses on the ability of guaranteeing it.

Unlike the original notion of strategic seeing-to-it, the backward version can be
evaluated based on the outcomes (the paths of play) in extensive form game settings.
For example, observe that at the beginning of the game depicted in Fig. 1a, the Board
has the ability (the existence of a strategy) to guarantee that Beach would be left in
prison at the b-labelled node and outcomes w; and w;. The Governor has the same
ability at the b-labelled node, the g-labelled node, and outcomes wi and wj. On the
path of play toward outcome w, both the Board and the Governor maintain this ability.
Hence, in outcome w1, both the Board and the Governor backwards-strategically see
to Beach being left in prison. Note that w is the outcome when the Governor applies
the strategy “to grant (G) the clemency if the Board recommend (E) it” and the Board
applies the strategy “to deny (D) the clemency”. The Governor’s strategy does not
strategically see to Beach being left in prison in the original meaning. However, he
still backwards-strategically sees to it. In outcome w,, only the Governor backwards-
strategically sees to Beach being left in prison because the Board loses the ability at
the g-labelled node, where the Governor can grant (G) the clemency.

Second, we use the notion of backwards-strategic seeing-to-it, in combination with
achievement seeing-to-it, to define the seeing-to-it form of responsibility in extensive
form game settings. We would say that an agent is responsible for seeing to ¢ if she
sees to it both backwards-strategically and in the achievement way. This combination
captures both the ability and the action to “guarantee” in the notion of seeing-to-it.
Informally, in the extensive form games, we say that an agent is responsible for seeing
to ¢ if the agent has an upfront ability to achieve ¢, maintains it throughout the game,
and eliminates the last possibility of a negative condition in the process.

Consider the game depicted in Fig. 1a. In outcome w1, the Board sees to Beach being
left in prison both backwards-strategically and in the achievement way. Therefore, the

7 By an “ability” here and in the rest of the paper, we mean a strategic ability — having a strategy that
guarantees certain statement to be true no matter what are the actions of the other agents.
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Board is responsible for seeing to Beach being left in prison in outcome w;. This
argument is also true for the Governor in outcome w». However, in outcome wj, the
Governor sees to Beach being left in prison backwards-strategically but not in the
achievement way. Thus, the Governor is not responsible for seeing to this in outcome
wi. In outcome w,, the Board sees to Beach being left in prison neither backwards-
strategically nor in the achievement way. Hence, the Board is not responsible for seeing
to this in outcome w,. Moreover, in outcome w3, the Governor sees to Beach being set
free in the achievement way but not backwards-strategically (he does not have such
an ability at the b-labelled node). Thus, the governor is not responsible for seeing to
Beach being set free in outcome ws3.

Similarly, in our “doctor and Nature” example from Fig. 2, the doctor had a strategy
to cure the patient in the first state (i.e. giving a treatment). But she did not maintain
it when the game transitioned to the second state, where the Nature could let the
patient die. This means the doctor does not see to the patient being cured backwards-
strategically. Thus, the doctor is not responsible for seeing to the patient being cured.

3 Terminology, Syntax, and Semantics

We first define two terms based on the tree structure of extensive form games.

Definition 2 For any set X of outcomes and any agent a, non-root node n is an X-
achievement point by agent a, if

1. parent(n) is labelled with agent a;
2. w ¢ X for some outcome w such that w < parent(n);
3. w € X for each outcome w such that w < n.

The notion of achievement point captures the idea that the set X is already
“achieved” by agent a at node n: agent a choosing n at node parent(n) eliminates
the last possibility for an outcome not in X to be realised and thus guarantees that
the game will end in set X. For example, in the extensive form game depicted in
Fig. 1a, consider the set {w;, w>} of outcomes where Beach is left in prison. Node
wi is a {wy, wy}-achievement point by the Board, where action D of the Board at the
b-labelled node eliminates the last possibility for Beach being set free (w3) to come
true. Similarly, node wy is a {w1, wj}-achievement point by the Governor. Note that an
achievement point can also be a non-leaf node. For instance, the g-labelled node is a
{w,>, ws}-achievement point by the Board, since action E of the Board at the b-labelled
node eliminates the last possibility for outcome w to be realised.

Note that, unless X = Q(G), anegative condition must be available at the root node.
However, when an outcome w € X is reached, no negative condition is available. In
between (i.e. on the path from the root to outcome w), there must be a unigue moment
when the last possibility of a negative condition is eliminated. For example, in the
extensive form game in Fig. 1a, the Board denying (D) the clemency is the unique
moment when the last possibility to set Beach free is eliminated on the path of play
to outcome wj, the Governor rejecting (F) the clemency is such a unique moment on
the path of play to outcome w», and the Governor granting (G) the clemency is the
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unique moment when the last possibility to leave Beach in prison is eliminated on the
path of play to outcome w3. Observe that, by Definition 2, the uniqueness of such a
moment implies the uniqueness of an achievement point on the path of play, which is
formally captured in the next lemma.

Lemma 1 For any extensive form game G, any set of outcomes X < Q2(G), and any
outcome w € X, there is a unique agent a and a unique X-achievement point n by
agent a such that w < n.

The term “achievement point” in Definition 2 is used to capture the notion of
achievement seeing-to-it. Next, let us consider a notation, win,(X), that will be used
to capture the notion of backwards-strategic seeing-to-it. For any set X of outcomes
and any agent a, by win, (X), we mean the set of all nodes (including outcomes) from
which agent a has the ability to end the game in set X. Informally, in an outcome
w, such ability exists if and only if w € X; in a non-leaf node, it is captured by
the existence of a strategy to achieve an outcome in set X. Inspired by the minimax
algorithm in zero-sum games [60], the set win,(X) is formally defined below using
backward induction.

Definition 3 For any set X of outcomes, the set win, (X) is the minimal set of nodes
such that

1. X Cwing(X);

2. for any non-leaf node n labelled with agent a, if at least one child of node n
belongs to the set win,(X), then n € wing(X);

3. for any non-leaf node n not labelled with agent a, if all children of node n belong
to the set win,(X), thenn € win,(X).

In particular, for a non-leaf node n € win,(X) labelled with agent a, the ability of
agent a to end the game in X is captured by the strategy that always chooses a child
node of n from the set win, (X). Moreover, if the root of the tree is in the set win, (X),
then agent a has an upfront ability to end the game in X. In the game in Fig. 1a, by
Definition 3, for the set X = {w, wa} where Beach is left in prison, the set wing(X)
consists of outcome w1, outcome wy, and the b-labelled node, while the set wing (X)
consists of outcome wp, outcome wy, the g-labelled node, and the b-labelled node.
This is consistent with the analysis in Subsection 2.4.3.

To formally study the counterfactual responsibility and the seeing-to-it responsi-
bility, in this paper, we use the modal language ® defined by the following grammar:

p=pl=o|leArep|Cp|Sip,

where p is a propositional variable, @ € A is an agent, and modalities C and S are
used to express the counterfactual responsibility and the seeing-to-it responsibility,
respectively. In particular, the formula C,¢ is read as “agent a is counterfactually
responsible for ¢ and S, ¢ is read as “agent a is responsible for seeing to ¢”. In this
modal language, Boolean constants true T and false L are defined in the standard way.

The next definition is at the core of this paper. Informally, for each formula ¢ € ®,
the truth set [¢] is the set of all outcomes where ¢ is true.
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Definition 4 For any extensive form game G and any formula ¢ € ®, the truth set [¢]
is defined recursively:

L. [p] is the set of all outcomes labelled with propositional variable p;

2. [-¢] = G\ [¢]:;

3. leny]=leln v

4. [Cae] is the set of all outcomes w € [¢] such that there is anode n € wing ([—¢])
where w < n;

5. [Sa¢] is the set of all outcomes w € Q(G) such that

(@) {n|w = n} S wing([¢]);
(b) there exists a [¢]-achievement point n by agent a such that w < n.

Item 4 above defines the notion of counterfactual responsibility following [40, 41].
An agent a is counterfactually responsible for a statement ¢ in outcome w if two
conditions are satisfied: (i) ¢ is true in w and (ii) on the path of play, agent a has a
strategy to prevent ¢. The first condition is captured by the assumption w € [¢]. The
second condition is captured by the existence of a node n on the path of play (w < n)
to outcome w such that n € win, ([—¢]).

Item 5 above defines the seeing-to-it form of responsibility as the combination of
backwards-strategic seeing-to-it and achievement seeing-to-it. An agent backwards-
strategically sees to ¢ in outcome w if the agent has an upfront ability to achieve ¢
and maintains the ability throughout the game. This is captured by the fact that all
the nodes on the path of play leading to outcome w belong to the set win, ([¢]), as
part 5a of Definition 4 shows. An agent sees to ¢ in the achievement way in outcome
w if the agent eliminates the last possibility for —¢. This means, on the path of play
toward outcome w, there exists a [¢]-achievement point by agent a. This is captured
in part 5b of Definition 4.

4 Mutual Undefinability of Modalities Cand S

In the previous sections, we introduced two notions of responsibility: counterfactual
and seeing to it. Let us now study a possible connection between these two notions.
Potentially, they can be connected in many different ways. First, they can be equivalent:
an agent is responsible for seeing to it if and only if she is responsible counterfactually.
Second, one of these two notions can be a special case of the other. If this were the
case, then each time when an agent is responsible under the more special notion
or responsibility, she would also be responsible under the more general notion of
responsibility. However, as we have seen, in outcome w3 of the extensive form game
captured in Fig. 1a, the Governor is counterfactually responsible for Beach being set
free but not responsible for seeing to this; in outcome w; of the same game, the Board
is responsible for seeing to Beach being left in prison but not responsible for this
counterfactually. Thus, there exists neither the first nor the second type of connection
between the two concepts of responsibility.

Another possible connection between notions is definability of one of them via the
other. For example, some people argue that knowledge is a justified true belief [61].

@ Springer



Responsibility in Multi-Step Decision Schemes

Those who share this view think that the concept of knowledge is definable (or express-
ible) via the concepts of justification, truth, and belief. In this section, we will prove
that a similar definability connection does not exist® for the two forms of responsibil-
ity. Proving that a definability connection exists is relatively simple: one just needs to
state the connection explicitly (i.e. “knowledge is a justified true belief”’) and give an
argument in support of it. Proving that such a connection does not exist requires giving
a counterexample for each potential way to express one notion via another. Before
giving such proof, one needs to decide on the language in which the connection will
be considered. In this paper, we show that counterfactual and seeing-to-it forms of
responsibility are not definable via each other in the modal language &.

Note that our results do not imply that there is absolutely no connection between
these two notions of responsibility. In Subsection 5.3, we give an example of a formula
with nested modalities which is valid in all extensive form games. The existence of
such formulae demonstrates that there is some, albeit a very weak, connection between
the two forms of responsibility.

Our undefinability results are formally stated in Theorems 1 and 2. Towards the
proofs, let us first introduce an auxiliary definition:

Definition 5 Formulae ¢, ¥ € ® are semantically equivalent if [¢] = [] for each
extensive form game.

We would say that, in language ®, modality C is definable via modality S if, for each
formula ¢ € @, there is a semantically equivalent formula ¢y € & that does not use
modality C. The definability of modality S via modality C could be specified similarly.

To prove the undefinability results, we use a technique named “truth set algebra”,
which is introduced in [63] and also used in [64]. Unlike the traditional “bisimulation”
method, the “truth sets algebra” technique uses a single model. Generally speaking, to
prove the undefinability of modality C via modality S, a specific extensive form game
is defined and used to show the semantic inequivalence between formula C, p and any
formula in language & that does not use modality C. The proof of the undefinability
of modality S via modality C is similar.

4.1 Undefinability of Modality C via Modality S

Throughout this subsection, consider an extensive form game between agents a, b,
and ¢ depicted at the top of Fig. 3. It has four outcomes: w, wy, w3z, and w4. Without
loss of generality”, in this subsection, assume that language @ contains only agents
a, b, ¢ and a single propositional variable p. Outcomes wi and w3 are labelled with
the set {p} and outcomes w, and wy are labelled with the empty set. In the middle

8 Such connections might exist or not for similar notions in other settings. For example, Naumov and Tao
[12] showed that counterfactual responsibility is definable via a deliberative STIT sense of responsibility
but not vice versa in a single-step (strategic) game setting. At the same time, Cui and Naumov [62] observed
that counterfactual responsibility is not definable via an achievement STIT sense of responsibility and vice
versa in extensive form games with trees of infinite depth.

9 Alternatively, additional agents and propositional variables can be assumed to be present but not used as
labels. In particular, according to items 4 and 5 of Definition 4, it can be deduced that [Sy¢] = [Cye] =
@ = [L] for any agent d which is not used as a label in the game and any formula ¢ € ®.

@ Springer



Q. Shiand P. Naumov

Fig.3 Towards the proof of
undefinability of C via S
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part of Fig. 3, four miniaturised game trees are used to visualise the truth sets [p],
[=p], [L], and [T]. Specifically, the truth set [p] is visualised by shading grey the
outcomes in the miniaturised tree that belong to the set [p]. The same is true for the
other three truth sets. Denote by F the family {[p], [—p], [.L]. [T]} of truth sets.

To prove the undefinability of modality C via modality S, by Definition 5, it suffices
to show that, in the game depicted at the top of Fig. 3, the truth set [C, p] is not equal
to the truth set [¢] for each formula ¢ € @ that does not use modality C. We will
prove this by showing that, for each such formula ¢, the truth set [¢] is a member of
the family F, while the truth set [C, p], as depicted at the bottom of Fig. 3, is not in
the family F. The formal proof is given below.

Lemma2 For any formulae ¢, € @, if [¢], [¥] € F, then [—¢], [¢ A ¥] € F.

Proof Observe that, the family Fis closed with respect to complement and intersection.
Then, the statement of this lemma follows from items 2 and 3 of Definition 4. O

Lemma3 [S,¢] = [L] for each agent g € {a, b, c} and each formula ¢ € ® such
that [¢] € F.

Proof We first show that if [¢] = [p], then [S,¢] = [L] for each agent g € {a, b, c}.
Indeed, [¢] = [p] = {w1, w3}. Then, by Definition 3, the root node of the tree does
not belong to the set wing([¢]) for each agent g € {a, b, c}. Thus, for each agent
g € {a, b, ¢}, there is no single path from the root to an outcome such that all nodes
of this path belong to the set wing([¢]). Hence, by item 5a of Definition 4, none of
the agents is responsible for seeing to ¢ in any of the outcomes. Therefore, for each
formula ¢ € ® and each agent g € {a, b, ¢}, if [¢] = [p]. then [Sge] = [L].

The justification for the cases where [¢]] = [—p] is similar to the above case.

In the case where [¢]] = [L], note that the set [L] is empty. Thus, [¢] = &. Then,
wing([¢]) = @ for each agent g € {a, b, ¢} by Definition 3. Hence, by item 5a of
Definition 4, none of the agents is responsible for seeing to ¢ in any of the outcomes.
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Therefore, for each formula ¢ € ® and each agent g € {a, b, ¢}, if [¢] = [L], then
[Seel = [L]-

In the case where [¢]] = [T], observe that the set [ T] is the set of all outcomes in
the game. Thus, there is no [¢]-achievement point by Definition 2. Hence, by item 5b
of Definition 4, none of the agents is responsible for seeing to ¢ in any of the outcomes.
Therefore, for each formula ¢ € ® and each agent g € {a, b, ¢}, if [¢] = [T], then

[See] = [L]. O
Lemma4 [¢] € F for any formula ¢ that does not use modality C.

Proof We prove the statement of the lemma by induction on the structural complexity
of formula ¢.

If ¢ is propositional variable p, then the statement of the lemma is true because the
truth set [p] is an element of the family F.

If formula ¢ has the form = or Y| A 2, then [¥]] € For [y1], [¥2] € Fby the
induction hypothesis. In this case, the statement of the lemma follows from Lemma 2.

If formula ¢ has the form Sg1/, where g € {a, b, c}, then [y/] € F by the induction
hypothesis. In this case, the statement of the lemma follows from Lemma 3 and that
[L] € . ]

Lemma5 [C,p] ¢ F.

Proof Indeed, [—p] = {wa, wa}. Then, the node labelled with agent a belongs to
the set wing ([—p]) by Definition 3. This means agent a has a strategy (“‘go right”)
to prevent p on the path to outcome w;. However, agent a@ has no such strategy on
the path to outcome wj3. Hence, [C,p]] = {w;} by item 4 of Definition 4. Therefore,

[Capl ¢ F. o

The next theorem follows from Definition 5 and the two previous lemmas.

Theorem 1 (undefinability of C via S) The formula C, p is not semantically equivalent
to any formula in language ® that does not use modality C.

Intuitively, this result shows that the notion of individual counterfactual responsibility
for an arbitrary fact p cannot be defined (expressed) via our form of seeing-to-it
responsibility even in a very complicated way.

4.2 Undefinability of Modality S via Modality C

By Definition 5, to show that a formula ¢ is not semantically equivalent to any formula
in a language W, it suffices for each formula ¢ € W to construct a game (model)
Gy such that [¢] # [v] in game G. In Subsection 4.1, we managed to construct a
uniform game that does not depend on formula . This made the whole proof relatively
simple. However, it is not clear how to construct such a uniform game to prove the
undefinability result in this subsection. As a compromise, the proof here constructs a
different game G for each formula ¥ € W. More precisely, for each formula € ¢
that does not use modality S, a game G where N is the number of occurrences of
modality Cin formula v is constructed. We formally describe the construction below.
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Without loss of generality, in this subsection, assume that language @ has a single
propositional variable p and two agents, a and b. Consider a game G y with a parameter
N, where N is an arbitrary positive integer. Game Gy is depicted at the top of Fig. 4.
It has N + 3 non-leaf nodes and N + 4 outcomes (leaf nodes): wj, ..., wy+4. The
non-leaf nodes are labelled with agents a and b, who take turns to decide whether to
terminate the game (by going down) or to continue (by going to the right). The game
terminates after at most N + 3 turns. Which agent makes the last move depends on the
parity of N. Outcomes w; and wy 44 are labelled with the empty set while outcomes
wy, ..., wy43 are labelled with the set {p}.

For each integer n such that 3 < n < N + 3, consider four families of truth
sets: a,, Bn, ¥n, and 8,. The family «,, of truth sets consists of all subsets of the set
{wi, ..., wyya} that exclude outcome w and include outcomes ws, ..., wy:

oy = {{wz, o wptUX X S {wpsr, - wN+4}}.
The other families of truth sets are similarly defined as:

{XlX - {wn+1, K wN+4}}7
={w}UX|X S {wpr1,.... wynial)s

{{w]a w27'-'awn}UX|X g {wn+1’ '~"wN+4}}'

Bn :

3n

N+3

0909
8 o ) ) ) Gl -

Wy, Ws  Wg W7 WN+3

=

2

— — ——

ooeor | [§3F e

_J

o, Y

oo o | fEvsr e
22eIeTT T

[S,pl

Fig.4 Towards the proof of undefinability of S via C
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The families «;,, By, ¥n, and 8, are visualised in the middle two rows of Fig. 4. In these
miniaturised game trees, the asterisk = is used as the wildcard to mark the outcomes
that might but do not have to belong to a set in the corresponding family.

Lemma 6 Forany formulae ¢,y € ® andanyn > 0, if [¢], [V¥] € o U By Uy, Udy,
then [["(0]], [[(P A W]] € ay U By Uy, Ud,.

Proof Observe that, by the definition of families «y,, 8, ¥, and §,, the family of sets
an U B,y U yn U, is closed with respect to complement and intersection. Then, the
statement of this lemma follows from items 2 and 3 of Definition 4. O

Lemma 7 For any integer n > 3 and any formula ¢ € ®,

1. if [¢] € an, then [Ca@] € ay and [Cpe] € Br-1;
2. if [¢] € B, then [Cop] € By and [Cpe] € Bu;

3. if @] € yn, then [Cop] € vy and [Cpe] € Bn;

4. if @] € 8, then [Cop] € Bu—1 and [Cpe] € Bu—1.

Proof Suppose that [¢] € «, for some integer n > 3. Then,

wi ¢ [¢] ey
and
wo, ..., wy € [¢]. (2)
Eq. | implies
wi ¢ [Cag] 3)

by item 4 of Definition 4 and w; € [—¢] by item 2 of Definition 4. Then, the root
node, which is labelled by agent a, belongs to the set win,([—¢]) by Definition 3.
Hence,

w2, ..., wy € [Cap] “4)

by Eq. 2 and item 4 of Definition 4. Therefore, [C,¢] € «, by Egs. 3 and 4 and the
definition of family «,,.
Note that, by Eq. 1 and item 4 of Definition 4,

wy ¢ [Cpo]. 5
Also, observe that none of the non-leaf nodes above outcomes wy, ..., w,—1 belongs

to the set win,([—¢])) by Definition 3 because of Egs. 1 and 2 and that the root node
above outcome w; is labelled by agent a. Hence,

w2, ..., w1 ¢ [Cro] (6)
by item 4 of Definition 4. Therefore, [Cp¢] € B,—1 by Egs. 5 and 6 and the definition

of family g,,.
The proofs of the other three parts of the lemma are similar. O
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Lemma 8 For any formula ¢ € ®, any agent g € {a, b}, and any integer n > 3, if
[e]l € an U B U yn US,, then [Cop] € atp—1 U Br—1 U yp_1 Ud,—1.

Proof Note that, o, € o—1, Bn S Bu—1>¥Yn < Yu—1,and 8, C 8, foreachn > 1.

Then, the statement of this lemma follows from Lemma 7. O

Lemma 9 For any formula ¢ that does not use modality S and any positive integer
k < N, if formula ¢ contains at most k occurrences of modality C, then,

o] € an3—k U Bn43—k U yN+3—k U SN+3—k-

Proof We prove the statement of the lemma by induction on the structural complexity
of formula ¢.

If ¢ is propositional variable p, then [¢] = {wa, ..., wy43} € an+3 € IN3—k-

If formula g is a disjunction or a negation, then the statement of the lemma follows
from the induction hypothesis by Lemma 6.

If formula ¢ has the form Cgv, where g € {a, b}, then formula v contains at most
k — 1 occurrences of modality C. Thus, [¢] € ant4—x UBN+ta—k UyNta—k USntra_t
by the induction hypothesis. Then, the statement of the lemma follows from Lemma 8.

(]

The truth set [S, p] is shown at the bottom of Fig. 4. However, to prove the unde-
finability result, it is enough to observe the following lemma:

Lemma 10 wy ¢ [S,p] and wz € [S,p].

Proof Observe that, in game Gy depicted at the top of Fig. 4, node w; is the [p]-
achievement point by agent b on the path of play toward outcome wy. Then, by
Lemma 1, there is no [p]-achievement point by agent a on the path of play toward
outcome wy. Hence, wy ¢ [S, p] by item 5b of Definition 4.

The non-leaf nodes above outcomes wj, wy, ws belong to the set win, ([p]) by
Definition 3. At the same time, node wj3 is the [p]-achievement point by agent a on
the path of play toward outcome w3. Hence, w3 € [S, p] by item 5 of Definition 4. O

Theorem 2 (undefinability of S via C) The formula S, p is not semantically equivalent
to any formula in language ® that does not use modality S.

Proof Assume the opposite. Then, by Definition 5, there is a formula ¢ € ® not using
modality S such that [S, p] = [¢] in every extensive form game. Let N be the number
of occurrences of modality C in formula ¢. Then, by Lemma 9, in game Gy,

[Sar]l=[¢] € ant3-~N UBNt3-N U yns3-N UdNi3-N
=az3UB3UysUds.

However, [S,p] ¢ a3 U B3 U y3 U 83 by Lemma 10 and the definition of families 3,
B3, v3, and 83. O

Theorems 1 and 2 above show that C and S are not definable via each other in
extensive form game settings. These results show that, in order to discuss both forms
of responsibility in extensive form game settings, both modalities are needed.
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5 Higher-Order Responsibility

Intuitively, it seems natural to think that an agent can be responsible for the fact
that another person is responsible. For instance, if a criminal escapes from prison
due to the negligence of a security guard and murders someone, then the escaped
prisoner is responsible for the murder but the guard is responsible for the prisoner
being responsible. In this paper, we call such responsibility (e.g. the responsibility of
the guard) for another agent’s responsibility a “higher-order responsibility”.

The discussion of higher-order responsibility makes sense, especially in a situation
where some of the agents who do affect the outcome are not the proper subjects to
ascribe the responsibility. For example, young kids are usually not considered the
proper subjects of criminal responsibility. Therefore, when they commit crimes and
assume direct responsibility for the outcomes, the secondary responsibility of their
guardians needs to be considered [65]. The same is true in many other situations such
as animals and their owners, autonomous machines and their designers, as well as
automatic weapons and their commanders. For example, when discussing the respon-
sibility issue of automatic weapons, Himmelreich [66] identified a situation that “a
merely minimal agent does ¢ such that no one (i.e. human person) is responsible for
@; but had ¢ been the action of a human person, then this person would be responsible
for ¢”. In this situation, a human person is treated as a proper subject of responsibility
while a “merely minimal agent” is not. Hindriks and Veluwenkamp [67] rephrased this
situation in the context of Al as “an autonomous machine causes harm, no one is to
blame for it, but the blame would be appropriate had it been caused by a human being".
To tackle this situation, they further came up with the notion of “indirect responsibil-
ity”, which can be captured by the higher-order responsibility discussed here. In this
way, the discussion of higher-order responsibility offers a new perspective on dealing
with the responsibility issue of automatic weapons, which has raised many concerns
[68-70].

The existing notions of Chellas [45]’s seeing-to-it, deliberative seeing-to-it, and
achievement seeing-to-it cannot capture higher-order responsibility because the nest-
ing of two corresponding modalities trivialises somehow. For example, if modality [J
represents Chellas [45]’s seeing-to-it, then, for distinct agents a and b, the statement
0,0 is equivalent to ¢ being unavoidably true. Nesting counterfactual responsibil-
ity in a one-step (strategic) game setting [43] also does not meaningfully capture the
higher-order responsibility. As we discuss below, in the extensive form game setting,
our version of seeing-to-it responsibility modality and the counterfactual responsibil-
ity modality do not always trivialise and are capable of capturing different forms of
higher-order responsibility.

5.1 Idempotency of Responsibility

Perhaps one of the most unexpected properties of the proposed seeing-to-it modality
S is the lack of idempotency!?. That is, formula S,S,¢ is not, generally speaking,

10 Idempotency is a property of some operations that can be repeated without changing the result beyond
the initial application.
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semantically equivalent to S,¢. In contrast, Chellas [45]’s STIT, deliberative STIT,
and achievement STIT modalities are all idempotent [50]. The fact that our modality
is not idempotent can be observed in outcome w, of the game depicted in Fig. la.
Consider the Governor g and formula ¢ which represents “Beach is left in prison”.
Then, wy € [Sg¢] and wi ¢ [Sge]. By item 3 of Definition 3, the root node (i.e.
the b-labelled node) does not belong to the set wing ([Sge]). Thus, wy ¢ [SgS.¢]
by item 5a of Definition 4. In other words, even though the Governor is responsible
for seeing to it that Beach is left in prison in outcome wjy, he is not responsible for
seeing to himself assuming this responsibility. Therefore, [S¢Se¢] # [Sg¢] in the
game depicted in Fig. 1a.

At the same time, as we show below, counterfactual responsibility modality C,
as defined in item 4 of Definition 4, is idempotent. The same is also true in the
strategic game setting [43]. To show that “if an agent is counterfactually responsible
for a statement ¢, then she is also counterfactually responsible for assuming this
counterfactual responsibility”, it is enough to prove that [C,¢] < [C,C,¢] for any
agent a, any formula ¢ € @, and any extensive form game. Here, we claim a stronger
statement as stated in Proposition 1 below. To prove it, we first show the next lemma.

Lemma 11 For any formulae ¢, € ® and any agent a, if [¢] < [y], then
wing([e]) S wing([¥]).

Proof We prove this lemma by backward induction in the game tree, from the leaf
nodes up to the root. We show that, for each node n in the tree, if n € wing([¢]), then
n € wing ([Y]).

If node n is a leaf node, then the assumption n € win,([¢]) implies n € [¢]
by item 1 and the requirement of “minimal set” in Definition 3. Then, n € [¢] by
the assumption [¢] € [¢] of the lemma. Therefore, n € win,[y] by item 1 of
Definition 3.

If node n is a non-leaf node, then n is labelled by either agent a or some other agent.
In the first case, by item 2 of Definition 3, the assumption n € win,([¢]) implies the
existence of n’s child node m such that m € win, ([¢]). Then, m € wing([y]) by the
induction hypothesis. Therefore, n € win,([¥]) by item 2 of Definition 3.

In the second case, by item 3 of Definition 3, the assumptionn € win, ([¢]) implies
that every child node m of node n satisfies that m € win,([¢]). Then, by the induction
hypothesis, m € wing([¥]). Therefore, n € win,([y]) by item 3 of Definition 3. O

Proposition 1 For any formula ¢ € ® and any agent a € A, formulae C,C,¢ and
Ca@ are semantically equivalent.

Proof By Definition 5, it suffices to show that for any outcome w in any extensive
form game, w € [C,C,¢] if and only if w € [Ca¢].

For the “if” part, consider an arbitrary outcome w € [C,¢]. By item 4 of Defini-
tion 4, there is a node n such that w < n and

n € wing([—¢]). @)

At the same time, [¢] 2 [C,¢] by item 4 of Definition 4. Then, [—¢] C [-C,¢]
by item 2 of Definition 4. It further implies that win,([—¢]) € win,([-C,¢]) by
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Lemma 11. Hence, n € wing([—~Cs¢]) by Eq. 7. Together with the statement that
w = n and the assumption w € [C,¢], it can be concluded that w € [C,C,¢] by
item 4 of Definition 4.

The “only if” part follows directly from item 4 of Definition 4. O

5.2 Single-Form Higher-Order Responsibility

In the previous subsection, we observed that nesting modality C for the same agent
trivialises while nesting S with the same agent does not. In this subsection, we observe
that nesting of the same modalities with different agents behaves in the opposite way:
S, Sy trivialises, while C,C;, does not. To show the former, in Proposition 2 we show
the semantic equivalence of formulae S;S,¢ and L for distinct agents a and b. To
increase the readability of its proof, we first show the next two lemmas.

Lemma 12 [S,¢] C [¢] for any formula ¢ € ®, any agent a € A, and any extensive
form game G.

Proof Note that [S,¢] € ©(G) and [Sa¢]] € wing([¢]) by item 5 of Definition 4.
Then,
[Sap] € 2(G) Nwing([¢])- (®)

Meanwhile, 2(G) N wing([¢]) = [¢] by item 1 and the minimality condition in
Definition 3. Hence, [S,¢] < [¢] by Eq. 8.

Lemma 13 For any outcomes w and w', any formula ¢, and any [¢]-achievement
point n by some agent, if w < n, w < n, and w € [Sq¢], then w' € [Sy¢].

Proof By Lemma 1 and the assumption of the current lemma, node # is the unique
[¢]-achievement point on the path of play to outcome w. Then, node n is the [¢]-
achievement point by agent a according to item 5b of Definition 4 and the assumption
w € [Sq¢] of the lemma. By item 3 of Definition 2, the statement that node 7 is the
[¢]-achievement point implies that w” € [¢] for each outcome w” such that w” < n.
Thus, by Definition 3,

{m |'m < n} € wing([g]). ©)

By the assumption w < n of the lemma, the set of nodes on the path from the root to
node 7 is a subset of the set of nodes on the path from the root to outcome w. That is,

{m' |n=<m}C{m|w=m. (10

On the other hand, by item 5a of Definition 4, the assumption w € [S,¢] of the lemma
implies that {m’ | w < m'} € win,([¢]). Hence, by Eq. 10,

{m" | n < m'y C wina([@]). (1)
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Observe that, by the assumption w’ < n of the lemma, every node on the path from
the root to outcome w’ is in the set {m | m < n} or in the set {m’ | n < m’}. Thus, by
Egs. 9 and 11,

{m" | w" < m"} C wing([¢]). (12)

Note that, node n is also the [¢]-achievement point by agent a on the path of play to
outcome w’. Therefore, w’ € [Sy¢] by Eq. 12 and item 5 of Definition 4. ]

Proposition 2 For any formula ¢ € ® and any distinct agents a,b € A, formula
SpSa@ is semantically equivalent to L.

Proof By Definition 53, it suffices to prove [S;S,¢] = @ for each extensive form game.
Moreover, [SpSa¢] € [Sa¢] by Lemma 12. Thus, it suffices to show that w & [S,S,¢]
for each outcome w € [Sq¢].

Consider an outcome w € [S;¢]. Then, by item 5b of Definition 4 and Definition 2,
there is a [¢]-achievement point n by agent a such that

1. w=<n;
2. parent(n) is labelled with agent a;
3. there exists an outcome w’ such that w’ < parent(n) and w’ ¢ [¢].

By Lemma 12, the statement w’ ¢ [¢] in item 3 above implies that

w’ ¢ [[Sa(pﬂ' (13)

On the other hand, because n is the [¢]-achievement point such that w < n, by
Lemma 13, the assumption w € [S,¢] implies that

w” € [Sag] (14)

for each outcome w” such that w” =< n. Hence, by Definition 2, Egs. 13, 14, and
items 2 and 3 above imply that node 7 is a [S,¢]-achievement point by agent a. Thus,
by Lemma 1 and item 1 above, there is no [S,¢]-achievement point m by agent b such
that w < m. Therefore, w ¢ [SpS,¢] by item 5b of Definition 4. O

It is worth mentioning that the deliberative STIT modality shows the same trivialisa-
tion property: an agent never deliberatively sees to it that another agent deliberatively
sees to something [71].

Finally, let us give an example of a non-trivial behaviour of the combination C,C.
In outcome w, of the game depicted in Fig. la, the Governor is counterfactually
responsible for Beach being left in prison. However, the Board could have prevented
such responsibility by denying (D) the petition. Thus, in outcome w», the Board is
counterfactually responsible for the Governor’s responsibility for Beach being left in
prison: wy € [C,C,“Beach is left in prison”].
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5.3 Mixed-Form Higher-Order Responsibility

Finally, let us consider the case of nesting two different forms of responsibility. In this
subsection, we show that the combination S,C;, trivialises, while C,;S; does not.

First, let us show that S,C; trivialises by proving that an agent is never respon-
sible for seeing to a counterfactual responsibility of another agent. We prove this in
Proposition 3 below. To increase the readability of its proof, we first show the next
lemma.

Lemma 14 For any formula ¢ € ®, any node n, and any distinct agents a,b € A, if
n € wing([¢]), then n ¢ winp([—¢]).

Proof We prove this lemma by backward induction in the game tree, from the leaf
nodes up to the root.

If node n is a leaf node, then the assumption n € win,([¢]) of the lemma implies
thatn € [¢] by item 1 and the minimality condition in Definition 3. Then, n ¢ [—¢] by
item 2 of Definition 4. Therefore, n ¢ winy([—¢]) again by item 1 and the minimality
condition in Definition 3.

If node n is a non-leaf node, then # is labelled by either agent a or some other agent.
In the first case, by item 2 of Definition 3, the assumption n € win,([¢]) of the lemma
implies that m € win,([¢]) for some child node m of node n. Then, m ¢ wing([—¢])
by the induction hypothesis. Therefore, n ¢ win,([—¢]) by item 3 of Definition 3.

In the second case, by item 3 of Definition 3, the assumption n € wing([¢])
of the lemma implies that [ € win,([¢]) for each child node / of node n. Hence,
1 ¢ winp([—¢]) by the induction hypothesis. Therefore, n ¢ win,([—¢]) by items 2
and 3 of Definition 3. O

Proposition 3 For any formula ¢ € ® and any distinct agents a,b € A, formula
SpCu@ is semantically equivalent to 1.

Proof By Definition 5, it suffices to prove [SpCu¢] = @ for each extensive form
game. Moreover, [SpyCi¢] C [Che] by Lemma 12. Thus, it suffices to show that
w ¢ [SpCqe] for each outcome w € [Cp9].

Consider an outcome w € [C,¢]. By item 4 of Definition 4, there exists a node n
such that w < n and

n € wing([—¢]). (15)

Meanwhile, [¢] 2 [C,¢] by item 4 of Definition 4. Then, [—~¢] € [-C,¢] by item 2
of Definition 4. Hence, by Lemma 11,

wing ([—¢]) € wing([-Cag]). (16)

Then, n € win,([-Cy¢]) by Egs. 15 and 16. Thus, n ¢ win,([C,¢]) by Lemma 14
and item 2 of Definition 4. Together with the statement w < n and item 5a of Defini-
tion 4, it can be concluded that w ¢ [S,C,¢]. o

To see that the combination C,S;, does not trivialise, let us consider outcome w, of
the game depicted in Fig. 1a. Recall from our earlier discussion that, in this outcome,
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the Governor is responsible for seeing to it that Beach is left in prison. However, the
Board could have prevented this responsibility by denying (D) the petition. Thus, in
outcome w», the Board is counterfactually responsible for the Governor’s responsibil-
ity for seeing to it that Beach is left in prison: wy € [C;S,“Beach is left in prison™].

6 Responsibility Gap

In the past two decades, one of the important topics discussed in the ethics literature is
the responsibility gap [8, 23-30]. The central question in this debate is, if something
happens, is there always an agent that can be held responsible for it? If no, then a
responsibility gap exists, which is undesirable in most situations. In this section, we
study if the two forms of responsibility discussed in this paper are enough to avoid
responsibility gaps in extensive form games. Note that, as discussed in Subsection 2.4,
nobody should be responsible for a trivial truth. Hence, in this section, we only consider
the responsibility gaps for statements that are not trivially true.

Let us go back to the example depicted in Fig. la. Recall that, in outcome w;
where Beach is left in prison, the Board is responsible for seeing to it; in outcome
wy where Beach is also left in prison, the Governor is responsible for seeing to it and
also counterfactually responsible for it; in outcome w3 where Beach is set free, the
Governor is counterfactually responsible for it. Thus, for the statements “Beach is left
in prison” and “Beach is set free”, there is no responsibility gap in this game.

In the rest of this section, we will study if responsibility gaps exist in arbitrary
extensive form games. Let us start, however, by formally defining the gap formulae
G(¢), G*(9), and G“*(p) for any formula ¢ € ®. Informally, the counterfactual gap
formula G(¢) means that ¢ is true and no agent is counterfactually responsible for it,
the seeing-to-it gap formula G*(¢) means that ¢ is true and no agent is responsible for
seeing to it, and the combined gap formula G**(¢p) means that ¢ is true and no agent
is either counterfactually responsible or responsible for seeing to it:

G =9 A \ —Cap; (17)
acA
Gp) =9 J\ ~Sa9; (18)
acA
Go(@) =9 A J\ “Cap A J\ —Sag. (19)
aEA aE.A

6.1 Gaps in Games With Two Agents

In the extensive form games with only two agents, it is found that the two forms
of responsibility discussed in this paper leave no responsibility gap. This result is
formally stated in Theorem 3 below, whose proof uses the following lemma.

Lemma 15 For any formula ¢ € ® and any node n in a two-agent extensive form
game between agents a and b, if n ¢ wing ([¢]), then n € winy([—¢]).
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Proof We prove this lemma by backward induction in the game tree, from the leaf
nodes up to the root.

If node n is a leaf node, then the assumption n ¢ win,([¢]) of the lemma implies
that n ¢ [¢] by item 1 of Definition 3. This further implies n € [—¢] by item 2 of
Definition 4. Therefore, n € win,([—¢]) by item 1 of Definition 3.

If n is a non-leaf node, then n is labelled by either agent a or agent b. In the first
case, by item 2 of Definition 3, the assumption n ¢ win,([¢]) of the lemma implies
that m ¢ win,([g]) for each child node m of node n. Then, m € win,([—¢]) by the
induction hypothesis. Therefore, n € winy([—¢]) by item 3 of Definition 3.

In the second case, by item 3 of Definition 3, the assumption n ¢ win,([¢]) of
the lemma implies that there is a child node m of node n such that m ¢ win,([¢]).
Hence, m € win,([—¢]) by the induction hypothesis. Therefore, n € win,([—¢])
by item 2 of Definition 3. O

Together with Lemma 14, the above lemma shows that, at each node of an extensive
form game between agents a and b, either agent a has a strategy to achieve a statement
@, or agent b has a strategy to achieve the negative statement —¢.

Theorem 3 For any formula ¢ € ® and any two-agent extensive form game G, if
[¢] # Q(G), then [G*(p)] = 2.

Proof Note that G*(¢) = G(p) A G*(¢) by Egs. 17, 18, and 19. Then, [G*(¢)] =
[GS(p)]N[G*(p)] by item 3 of Definition 4. Thus, to prove [G“*(¢)] = @, itis enough
to show that w ¢ [G(¢)] for each outcome w € [G*(¢)]. Then, by Eq. 17 and items 2
and 3 of Definition 4, it suffices to show that for each outcome w € [G*(¢p)] there is
an agent a such that w € [C,¢].

By Eq. 18 and items 2 and 3 of Definition 4, the statement w € [G*(¢)] implies
that

w € [o] (20)

and
w ¢ [Spe] 21

for each agent b in game G. Meanwhile, by Eq. 20, Lemma 1, and the assumption
[¢] # €2(G) of the lemma, there exists an agent b and a [¢]-achievement point n by
agent b such that w < n. This means item 5b of Definition 4 is true for the agent b
toward outcome w. Thus, to make Eq. 21 true, item 5a of Definition 4 must be false.
Hence, there is a node m such that w < m and m ¢ winy([¢]). Since G is a two-agent
game, let a be the agent in the game distinct from agent b. Then, m € win,([—¢]) by
Lemma 15. Therefore, w € [C,¢] by item 4 of Definition 4, Eq. 20, and the fact that
w X m. O

Theorem 3 shows that the undesirable responsibility gap should not be a concern
if there are only two agents in the system. The result further applies to more general
settings where more agents might exist but only two of them are relevant to the decision.
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6.2 Gaps in Games With More Than Two Agents

To see if the responsibility gaps exist in extensive form games with more than two
agents, let us go back to the story of Beach’s clemency, which is not as simple as
we tried to make it. In over 30 years that separate Kim Nees’s murder and Beach’s
attorney filing an executive clemency petition, the case became highly controversial
in Montana due to the lack of direct evidence and doubts about the integrity of the
interrogators. By the time the petition was filed, the Board had already made clear
its intention to deny the petition, while the Governor expressed his support for the
clemency [72].

Then, something very unusual happened. On 4 December 2014, a bill was intro-
duced in the Montana House of Representatives that would allow the Governor to grant
executive clemency no matter what the decision of the Board is. This bill aimed to strip
the Board from the power that it had from the day the State of Montana was founded in
1889. Although the bill would affect the Governor’s power to grant clemency in other
cases as well, the primary goal of the legislation was to give the Governor a chance to
free Beach [73]. Figure 5 depicts the extensive form game that captures the situation
after the bill was introduced. If the Montana State Legislature (agent /) rejects (H) the
bill, then the game continues as in Fig. 1a. If the Legislature approves (I) the bill, then
the Governor unilaterally decides whether to grant the clemency.

By Definition 2, Definition 3, and Definition 4, it is easily observable that, in this
new three-agent game, the Governor is responsible for Beach being left in prison in
outcomes w, and w4 both counterfactually and for seeing to it. The Governor is also
counterfactually responsible for Beach being freed in outcomes w3 and ws. However,
in outcome wj, nobody is responsible for the fact that Beach is left in prison either
counterfactually or for seeing to it. In particular, the Board, who sees to Beach being
left in prison in the achievement way in outcome wj, is not responsible for seeing to
this because it no longer has an upfront ability to guarantee that Beach is left in prison
in the outcome. Therefore, by Eq. 19,

[G**(“Beach is left in prison”)] = {w1}.
This example shows that the responsibility gap may exist in extensive form games

with more than two agents. In other words, the two forms of responsibility discussed
here are not enough to have a responsible agent in every situation.

Fig. 5 Barry Beach’s case of /Q)\
clemency H I
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6.3 Hierarchy of Responsibility Gaps

As seen in the previous subsection, the responsibility gaps may exist in an extensive
form game. A further question is whether there is an agent responsible for the gap. The
responsibility for the gap, or the responsibility for the lack of a responsible agent, is a
natural concept that applies to many real-world situations. For instance, the managers
who assign tasks and the governing bodies that set the rules are often responsible for
the lack of a responsible person. In the example in Fig. 5, it is the Legislature that is
counterfactually responsible for the gap in outcome wj. Indeed, the Legislature could
prevent the gap formula G*(“Beach is left in prison”) from being true by approving
(1) the bill:
w € [C;G%*(“Beach is left in prison™)].

In addition, in this example, the Board is also counterfactually responsible for the gap
in outcome wy. That is, w; € [C,G**(“Beach is left in prison™)].

Next, let us consider another condition where no agent is responsible for a gap.
By second-order gap for a formula ¢ we mean the presence of outcomes in which
G“*(g) is true but no agent is responsible for it. In a real-world situation, the first-order
responsibility gap often shows that the managers do not assign tasks in an accountable
way, while the second-order responsibility gap is often caused by a failure of the
leadership to properly define the roles of the managers so that the managers had no
way to assign tasks in an accountable way.

In general, for an arbitrary formula ¢ € ® and any integeri > 0, define the i "-order
(combined) gap formula G;**(¢) recursively as:

. G,C’_Sl(w) N /\aeA _'CaG,":’_Sl((p)
G (p) = A Naed ~SaG (@), 0= 1 (22)
(pa l - 0

In addition, define the i"-order counterfactual gap formula G (¢) recursively as:

Gf_l((ﬂ) A /\aeA _‘CaGf_l(go), i > 1

GC =
(@) 0, i=0.

(23)

One can similarly define the i "-order seeing-to-it gap formula G:(p). Itis easy to see
from Egs. 17, 18, and 19 that the first order gap statements G{*(¢), G (¢), and Gj (¢)
are equivalent to the previously discussed gap formulae G“*(¢), G*(¢), and G*(p),
respectively.

Perhaps the higher-order gaps are less intuitive, but they do exist. As an example,
for an arbitrary integer i > 1, consider a situation when a manager a of a plant gets an
important order for a product that could be assembled at either of the two assembly lines
at the plant. The assembly takes i + 1 steps. The first assembly line is manned by work-
ers by, ..., bjy1 and the second by workers cy, . . ., ¢i+1. None of the workers is very
reliable and each of them can make a mistake that cannot be fixed. Figure 6 represents
this scenario as an extensive form game between agents a, by, ..., bj+1,¢1, ..., Cit1.
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Fig.6 A game in which the set e
[[Gf’s(p)]] is not empty
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Propositional variable p represents the statement “product is damaged beyond repair”.
This game consists of

e 2i + 3 non-leaf nodes, each labelled with a distinct agent;
e 2i + 4 outcomes: wy, ..., W42, U], -.., Uj+2, among which, w;;, and u;4, are
labelled with the empty set while the others are labelled with the set {p}.

We will show that the i"-order gap exists in this game by showing that the truth set
[G;*(p)] is not empty.
Note that, by Eq. 22,

IG5 (P)] = [p] = {wis oo wigt, uty .y i1}

It is easily observable that no agent in this game has an upfront strategy to guarantee
that the game ends with an outcome where p is true. That is, the root node does
not belong to the set wing([p]) for any agent g in this game. Thus, by item 5a of
Definition 4, no agent is responsible for seeing to p in any of the outcomes. At the
same time, for all the outcomes where p is true, only in w; 1 and ;4 statement p
can be prevented on the path of play (by agents b; 1 and c; 1, respectively). Hence,
by item 4 of Definition 4, no agent is counterfactually responsible for p in outcomes
Wi, ..., Wi, U], ..., Uj. As aresult,

[[G?’S(p)]] ={wi, ..., wi,uq,...,u}
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by Eq. 22. With the same reasoning process, it is not hard to deduce the following
statements:

[[GE’S(P)]] ={wi, ..., Wi—1, U], ..., Ui—1};

[GS3(P)] = {wi, ..oy wico, Uty .oy U2}
[G (D] = {wi, ooy Wi =k UL, s Uik )5

G (p)] = {w1, u1}.

The last formula above shows that, in outcomes w and u of the game depicted in
Fig. 6, the iM-order responsibility gap exists''. Recall that i is an arbitrary integer
greater than 1. In conclusion, no matter how high the order we consider, there always
exists an extensive form game where the higher-order gap exists.

Despite this, it can be proved that, for any given extensive form game, the higher-
order responsibility gap does not exist if a sufficiently high order is considered. This
is formally captured in Theorem 4 and Corollary 1 below, which claim that, for any
extensive form game and any formula ¢ € @ that is not a trivial truth, the sets [Gf (¢)]
and [[Gic’s(go)]] are empty for large enough integer i. To increase the readability of
the proofs, let us first prove two lemmas. These lemmas show that the set [GF(¢)]
monotonously shrinks to empty as the order i increases.

Lemma 16 G5, (¢)] C [Gf(9)] for any formula ¢ € ® and any integer i > 0.
Proof The statement of the lemma follows from Eq. 23 and item 3 of Definition 4. O

Lemma 17 For any formula ¢ € ®, any integeri > 0, and any extensive form game
G, if @ C[Gi(p)] S Q(G), then [Gj_(p)] S [Gf(p)].

Proof The assumption @ C [Gf(¢)] S €2(G) of the lemma, by item 2 of Definition 4,
implies that @ C [=Gf(p)] C €(G). Then, on the one hand, there is an outcome
w € [~Gf(¢)]. On the other hand, by Lemma 1, there is an [—GJ (¢)]-achievement
point n by an agent a such that w < n. Thus, by Definition 2,

1. parent(n) is labelled with agent a;
2. there exists an outcome w’ such that w’ < parent(n) and w’ ¢ [—GS(¢)];
3. w” € [Gf(¢)] for each outcome w” such that w” < n.

Item 3 above implies that n € win, ([—Gf(¢)]) by Definition 3. Hence, by item 2 of
Definition 3 and item 1 above,

parent(n) € wing([=G(¢)]). (24)

T 1 we consider another statement “agent b1 damaged the product”, which is true only in outcome wy,
then agent by is counterfactually responsible for it in outcome w1 . In other words, in outcome w1, although
the iM-order gap for the damage of the product exists, agent b is counterfactually responsible for herself
damaging the product.
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By the part w’ ¢ [—Gf ()] of item 2 above and item 2 of Definition 4,

w' € [Gf(p)]. (25)
Thus, w’ € [C,GS ()] by the part w’ < parent(n) of item 2 above, Eq. 24, and item 4
of Definition 4. Then, w’ ¢ [—C,Gj (¢)] by item 2 of Definition 4. This further implies
thatw’ ¢ [Gj,(¢)] by Eq.23 and 1tem30fDeﬁn1t10n4 Hence, [Gf | (¢)] # [[Gc((p)]]
by Eq. 25. Therefore, [Gf, ()]  [Gj(¢)] by Lemma 16.

Theorem 4 [G:(¢)] = @ for each extensive form game G, each integeri > |Q2(G)| —
1, and each formula ¢ € ® such that [¢] C Q(G).

Proof Suppose the opposite, then there is an integer j > |©2(G)| — 1 such that

[65)] # 2. (26)

Note that, by Eq. 23, Lemma 16, and the assumption [¢] C Q(G),

Q(6) 2 [o] = [Gs()] 2 [GT (] 2 [G5 ()] = ... 27

Then, @ C [G5(¢)] < (G) for each integer i such that 0 < i < j by Eq. 26.
Thus, |[[GC((p)]}| |[[G +l((p)]]| > 1 for each integer i < j by Lemma 17. Hence,
IG5 @]l — |[[Gc 1@)]| = j + 1. Note that, |[G @]l =0and j > |Q(G)| - 1.
Thus, |[Gi(@)]| > [€2(G)|, which contradicts Eq. 27. O

Given the above theorem, to prove Corollary 1 below, it suffices to show the state-
ment in the next lemma is true.

Lemma 18 [G;*(¢)] < [Gs(p)] for any formula ¢ € ® and any integer i > 0.
Proof We prove the lemma by induction on integer i. If i = 0, then Gf’s(q)) =@ =

G5 (¢) by Egs. 22 and 23. Therefore, [[Gf’s(go)]] =[G} (¢)].
In the cases where i > 1, by Eqs. 22, 23 and item 3 of Definition 4,

[GF*@)] < [67%, @] N () [ ()] (28)
aeA
and
[GF@)] =[G @] N () [7CaGE ()] (29)
acA

Consider an arbitrary outcome w € [G;*(¢)]. It suffices to show that w € [Gf(¢)].
Note that, by Eq. 28, the assumption w € [G;**(¢)] implies that

w € [G (9] (30)
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and
we () [~CaG5* ()] (31)
acA

By the induction hypothesis, Eq. 30 further implies that w € [Gf_,(¢)]. Thus, by
Eq. 29, to show that w € [Gf(¢)], it suffices to prove that w € [-C,Gf_, (¢)] for
each agenta € A.

Towards a contradiction, suppose w ¢ [—C,Gi_,(¢)] for some agent a. Then,
w € [C,G5_, (p)] by item 2 of Definition 4. Hence, by item 4 of Definition 4, there
exists a node n such that

w=<n (32)
and
n € wing ([=G5_; (@)]). (33)

c,s

At the same time, [—Gj_, (¢)] € [—G;”, (¢)] by the induction hypothesis and item 2
of Definition 4. Thus, by Lemma 11 and Eq. 33,

n € wing ([[_'G::fl ((p)ﬂ)

Hence, w € [[CaGf’_S 1 (p)] by Egs. 30, 32, and item 4 of Definition 4, which contradicts
Eq. 31. O

The next corollary follows from the above lemma and Theorem 4.

Corollary 1 [G7*(¢)] = @ for each integer i > |Q2(G)| — 1 and each formula ¢ € ®
such that [¢] € Q2(G).

Although a gap of an arbitrarily high order would technically exist as the example
in Fig. 6 illustrates, Theorem 4 and Corollary 1 show that, for a given system (i.e.
extensive form game), there always is a high enough order such that the gap of this
order is empty. Particularly, this gap-free order is less than the number of potential
outcomes of this system.

It is worth mentioning that, in the literature, a widely-discussed solution to the
responsibility gap problem is to consider collective responsibility for a group of agents
[69, 74-76]. That is, in a situation when responsibility could not be attributed to
any single agent, a coalition of several agents might be responsible. However, this
approach sometimes causes concern due to the lack of reason why several agents
should be treated together as a single subject of responsibility [77-80] (e.g. when
common knowledge, intention, goal, or communication is missing). Our higher-order
gap-free observation brings an alternative approach to the responsibility gap problem
in settings where more than two agents are involved in the decision.

7 Challenges in Imperfect Information Settings

In the above discussion, we consider only the multi-step decision schemes that can
be modelled as extensive form games from Definition 1. In that definition, informally,
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we assumed that the agents always know the current state (i.e. the real path of play
decided by all actions having been taken so far) whenever they need to make a choice.
This is usually called perfect information setting. However, this assumption does not
always hold. For example, in the matching pennies game between agents a and b (see
the game matrix in Fig. 7a), the two agents concurrently choose either Head (H) or
Tail (T). In this setting, none of the agents knows the choice of the other one before
making her own choice.

Let us suppose agent a makes her decision one picosecond before agent b does
so. In a sense, the two agents still decide concurrently because nothing is expected
to happen in such a short interval. Then, the matching pennies game can also be
denoted by a game tree shown in Fig. 7b. In this tree, agent a first decides Head or
Tail, then agent b decides Head or Tail without knowing agent a’s choice. Informally
speaking, when agent b makes the decision, she only knows that the current state is
one of these two b-labelled nodes but does not know which of them is the right one.
In this situation, it is said that agent b cannot distinguish these two b-labelled nodes.
In the literature, the indistinguishability is usually denoted by a dashed line between
the indistinguishable nodes in the game tree (e.g. the dashed line between the two
b-labelled nodes in Fig. 7b). In general, an extensive form game is called imperfect
information if there are some indistinguishable nodes for at least one agent in the
game tree.

7.1 Failure of the Existing Definitions

To see how the two notions of responsibility defined in items 4 and 5 of Definition 4
work in imperfect information settings, let us consider outcome w; in Fig. 7b, where
the choices of the two agents match each other. Let propositional variable p represent
“match” and be true in outcomes wi and wy. If the indistinguishability of the two
b-labelled nodes is ignored, then, by Definition 2, outcome w; is the [p]-achivement
point by agent b; by Definition 3, all the three non-leaf nodes are in both the set
winp([p]) and the set win,([—p]). Then, by items 4 and 5 of Definition 4, agent b
should be both counterfactually responsible and responsible for seeing to p in outcome
wi.

However, it is easily observable that agent b cannot prevent p on the path of play to
outcome wj. Intuitively, this is because agent » does not know the choice of agent a

agent b @

p.al 9

agent a
_|
o)
©
HHN
T
_|
HElg
SN
T
_|
SEI
»

(a) game matrix (b) game tree

Fig.7 Matching pennies game
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and thus cannot guarantee match or mismatch. Formally, even though both b-labelled
nodes in Fig. 7b are in the set winy,([—p]), the strategies to achieve —p are different
in these two nodes. However, in order to guarantee —p in the outcome, agent b needs
a uniform strategy (i.e. to act in the same way) in the two b-labelled nodes because
she cannot distinguish them. In a word, agent b cannot prevent p on the path of play
to outcome w due to the lack of knowledge of agent a’s choice. For this reason, it is
improper to hold agent b counterfactually responsible for p in outcome wj.

Similarly, agent b has no uniform strategy to achieve p in each of the three non-leaf
nodes in Fig. 7b. In this sense, agent b does not have an upfront ability to achieve p.
Also, when agent b chooses Head in the left b-labelled node, she does not know that p
would be unavoidable, again because she cannot distinguish the two b-labelled nodes
and choosing Head in the right b-labelled node will result in outcome w3 and let p be
false. In other words, on the path of play to outcome w1, when agent b eliminates the
last possibility for —p, she does not know that. As a result, it is also improper to hold
agent b responsible for seeing to p in outcome wj.

As shown in the above example, the original definitions in items 4 and 5 of Defi-
nition 4 fail to properly capture the counterfactual responsibility and the seeing-to-it
responsibility in imperfect information settings. It is also worth noting that, in the
matching pennies game as shown in Fig. 7b, a proper definition should ascribe neither
agent a nor agent b counterfactually responsible for p or responsible for seeing to
p- In other words, a responsibility gap for p exists in outcomes w; and wy of this
game, which means [G“*(p)] = {w1, wa}. Then, [G*(p)] = [p] by the fact that
[p] = {w1, wa}. Thus, by Eq. 22,

[G*(p)] = {w1, wa}

for each integer i > 0. This example shows that, in imperfect information settings,
the higher-order responsibility gap may always exist no matter how high the order is,
even in games with only two agents. This result contrasts with Theorem 3, which says
the gap does not exist in two-agent extensive form games with perfect information.
It also contrasts with Corollary 1, which says a higher-order responsibility gap can
always be filled in perfect information settings if enough high order is considered.

7.2 Extension of the Original Notions

Inimperfect information settings, the strategic ability of an agent to achieve a statement
@ is usually captured by a uniform strategy of the agent that guarantees ¢ in the
outcome. This is exactly how counterfactual responsibility is defined in imperfect
information settings in [40, 41]. More specifically, to hold an agent counterfactually
responsible in imperfect information settings, a uniform strategy of the agent to achieve
a negative condition should exist.

In the same way, let us consider the notion of seeing-to-it responsibility. As dis-
cussed in Subsection 2.4.3, this notion is the combination of backwards-strategic
seeing-to-it and achievement seeing-to-it. The extension of the backwards-strategic
seeing-to-itinto imperfect information settings seems to be straightforward in the sense
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that both the upfront ability and its maintenance can be interpreted as the existence of
a uniform strategy. On the contrary, the situation with the achievement seeing-to-it is
more complicated. Note that the notion of achievement seeing-to-it is taken to denote
the “responsible action” of an agent that guarantees a statement. According to its origi-
nal idea of “eliminating the last possibility for a negative condition”, this notion should
remain the same in imperfect information settings as in perfect information settings.
In this sense, on the path of play to outcome w; of the game in Fig. 7b, although both
agents choose Head concurrently, the action of agent b is a responsible action while
the same action of agent a is not.

The situation will be even more confusing if the seeing-to-it responsibility is defined
as the combination of the extended notion of backwards-strategic seeing-to-it and the
original notion of achievement seeing-to-it. For instance, consider another proposition
g, which represents “Head appears” in the game in Fig. 7b. It can be observed that,
in outcome wj, both agents see to statement ¢ backwards-strategically, while only
agent a sees to g in the achievement way. As a consequence, agent a is responsible for
seeing to g but agent b is not after they choose Head concurrently. However, looking
back at the matrix in Fig. 7a, by choosing Head, both agents should be responsible
for seeing to g, which is in line with the discussion of the seeing-to-it responsibility
in strategic games [12].

To hold agent b also responsible for seeing to ¢ in outcome w of the tree in Fig. 7b,
a possible solution is to extend the notion of achievement seeing-to-it to knowingly-
achievement seeing-to-it in imperfect information settings. Informally, an agent a is
said to see to statement ¢ in the knowingly-achievement way if (1) she takes an action
H at a node n on the path of play, (2) from at least one indistinguishable node of n, a
negative condition is still available, and, (3) in each of the indistinguishable nodes of
node n, action H eliminates the last possibility for —¢ if existing. In short, the notion
of knowingly-achievement seeing-to-it means that an agent takes an action, making ¢
unavoidable henceforth from all the indistinguishable states. With the extended notion,
in Fig. 7b, the left b-labelled node is the knowingly-[q]-achievement point by agent
a and outcome w is the knowingly-[¢]-achievement point by agent b. Then, both
agents can be held responsible for seeing to g in outcome w; .

Although the knowingly-achievement seeing-to-it solves the issue in the matching
pennies game, it also arouses other concerns. Let us consider another situation starting
with an insect lying motionlessly on the floor. As shown in Fig. 8, agent a, the Nature,
decides if the insect is dead (D) or sleeping (S), and then agent », a human who
cannot distinguish these two states, finds the insect and decides whether to apply (A)
insecticide or to leave (L) the insect alone. Propositional variable g represents that the

Fig.8 A game setting where the @
knowingly-achievement D s

seeing-to-it fails ®/ \@
A L L
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insect is dead and is true in outcomes wi, wy, and w3. Consider outcome w{ where
the insect is dead by the decision of agent a and then, without knowing this, agent b
applies insecticide. It can be observed that, in outcome w; of the game in Fig. 8, agent
b sees to the death of the insect both backwards-strategically and in the knowingly-
achievement way and thus should be responsible for seeing to the death of the insect.
Namely, agent b is said to be responsible for the death of an insect that is already dead
when she found it, which seems counterintuitive. Generally speaking, when taken as
the action part of the responsibility, the notion of knowingly-achievement seeing-to-it
may hold an action responsible when it does not have any effect on the real world.

One may further add the requirement of an “actual elimination” into the notion of
knowingly-achievement seeing-to-it. Let us call it consciously-achievement seeing-
to-it. Informally, an agent is said to see to statement ¢ in the consciously-achievement
way if (1) she takes an action H at a node n on the path of play (2) from node n, a
negative condition is still available, and, (3) in each of the indistinguishable nodes of
node n, action H eliminates the last possibility for —¢ if existing. In other words, the
consciously-achievement seeing-to-it means that an agent takes an action that makes
¢ unavoidable henceforth and the agent knows it when taking this action. However,
it is easy to see that this notion fails again to hold agent b of the game in Fig. 7b
responsible for seeing to statement ¢ in outcome wj.

In essence, we would like to claim that, there is no proper definition of the seeing-
to-it responsibility based on the tree structure in imperfect information extensive form
games. This is true because, as may have been noticed already, the game trees in
Figs. 7b and 8 represent exactly the same game except for using different notations
to represent the actions. However, agent b in this game tree should be responsible for
seeing to statement ¢ if the game tree represents the matching pennies game but should
not be responsible if the game tree represents the dead-insect game. The following
facts might be the cause of the above conflict:

1. Currently, the seeing-to-it responsibility is defined based on the tree structure of
the extensive form games.

2. In imperfect information extensive form games, the information about the order
of actions and the epistemic states of the agents is mixed in the tree structure and
cannot be distinguished from each other.

3. The order of actions and the epistemic states of the agents affect the attribution of
the seeing-to-it responsibility differently.

In a nutshell, to find a proper definition of the seeing-to-it responsibility in imperfect
information settings, it is not enough to simply modify the notions. A modification
of the tree structure may also be needed. Among other options, such a modification
might include allowing events (such as the death of an insect) to happen in the middle
of the game, not just in a leaf node.

8 Conclusion

The existing definitions of seeing-to-it modalities have clear shortcomings when
viewed as possible forms of responsibility. In this paper, we made some revisions and
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combined them into a single definition of seeing-to-it responsibility that addresses
the shortcomings. By proving the undefinability results, we have shown that the pro-
posed notion is semantically independent of the counterfactual responsibility already
discussed in the literature. The discussion of higher-order responsibility that is eas-
ily expressed with our modal language offers a new perspective on the issue of the
improper subject of responsibility. The other important contribution of this paper is
the hierarchy of responsibility gaps. We believe that taking into account higher-order
responsibilities is an important step towards responsibility attribution in complex mul-
tiagent settings such as hybrid human-machine systems. In particular, considering
higher-order responsibility gaps is a key to the design of responsible agents and sys-
tems.

One more thing, if you are curious about the ending of Beach’s story, in Jan-
uary 2015, the Montana House of Representatives approved the bill that changed the
clemency procedure. By doing so, they, perhaps unintentionally, prevented the poten-
tial responsibility gap existing in outcome w1 of Fig. 5. In November of the same year,
the Governor granted Beach a clemency [72].
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