University of
@Southqmpton

University of Southampton Research Repository

Copyright © and Moral Rights for this thesis and, where applicable, any
accompanying data are retained by the author and/or other copyright owners. A
copy can be downloaded for personal non-commercial research or study, without
prior permission or charge. This thesis and the accompanying data cannot be
reproduced or quoted extensively from without first obtaining permission in
writing from the copyright holder/s. The content of the thesis and accompanying
research data (where applicable) must not be changed in any way or sold
commercially in any format or medium without the formal permission of the

copyright holder/s.

When referring to this thesis and any accompanying data, full bibliographic
details must be given, e.g.
Thesis: Kash Saddul (2025) "Mission Analysis for NanoSats using a Printed Micro-

Thrust Distributed Propulsion System", University of Southampton, Faculty of Eng-
ineering and Physical Sciences, PhD Thesis.






Mission Analysis for NanoSats using a
Printed Micro-Thrust Distributed

Propulsion System
by
Kash Saddul

ORCiD: 0000-0003-4876-7510

This thesis is submitted in partial fulfillment of requirements for the degree
of
Doctor of Philosophy
June 2025

University of Southampton

Aeronautics, Astronautics & Computational Engineering


maitto:kash.saddul@soton.ac.uk
http://www.soton.ac.uk
http://www.isis.ecs.soton.ac.uk

Abstract

While the miniaturisation of satellites has made space more accessible, traditional propul-
sion systems struggle with size, power and mass constraints. Many small satellites launch
without propulsion, limiting their orbital and attitude capabilities. This leads to most minia-
ture satellites being constrained in a given altitude range to guarantee a practical operational
lifetime. This thesis focuses on the operational analysis of small satellites using a novel
propulsion system called the Distributed micro-Propulsion System (DuPS), a novel tech-
nology developed as part of a joint research project between two teams at the University of
Southampton, to enable miniaturised satellites to operate at orbital altitudes beyond what
is currently possible. When fired, the unique distributed architecture of the DuPS leads
to torque generation, creating complex operational and modelling challenges. This thesis
details the approach to these problems by introducing two novel mission concepts demon-

strating the practical application of the DuPS on miniaturised satellites.

The thesis first reviews the literature on the state-of-the-art miniaturised propulsion system
and highlights existing potential thrust generation principles for the DuPS. After presenting
standard orbital and attitude dynamics modeling techniques, the limitations of existing soft-
ware solutions are discussed. While there are numerous commercial software packages and
published routines available to model attitude and orbital dynamics, none offer the flexibil-
ity required to model distributed propulsion systems at the necessary fidelity. Therefore, a
bespoke coupled orbit-attitude simulator, the Comprehensive High-fidelity Attitude and Or-
bit Simulator (CHAOS), is developed to analyse the dynamics of spacecraft equipped with
the DuPS.

The second part of this research analyses the potential of the DuPS as a de-orbiting device
for 1U CubeSats. This chapter specialises the DuPS concept into the CubeSat De-orbiting
All-Printed Propulsion System (Cube-de-ALPS), by adding required components, such as
sensors and necessary control laws, thus fully defining the propulsion system. The atti-
tude and orbit simulations components are also updated to better model Cube-de-ALPS dis-
tributed architecture. Its operation is outlined, and preliminary estimates of its performance
in various configurations are performed before using CHAOS to confirm the concept’s via-
bility. Asaresult, I show that Cube-de-ALPS can de-orbit 1U CubeSats from altitudes twice
as high as naturally possible while remaining compliant with debris mitigation guidelines.

The last part of this thesis examines the DuPS’s performance in Very Low Earth Orbit
(VLEO). The HexSat, a 2.5 cm thick flat hexagonal satellite architecture designed for ef-
ficient packing inside rocket fairings, is introduced. For actuation, HexSats use the DuPS,
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embedded in the satellite frame, which produces thrust on the order of micro-Newtons. This
research investigates the DuPS’s capability to operate on HexSats at 250 km altitude in
VLEO with available power exceeding 100 W. Compared to the Cube-de-ALPS system,
the DuPS provides less altitude change due to the exponentially increased drag forces at
lower altitudes. The angular acceleration, drag profiles, and expected performance are de-
termined for different mission scenarios. The results show the DuPS enables HexSats to
operate at 250 km whilst actively tracking up to 8 ground targets per orbit and providing

over 100 W of average payload power.
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Introduction

In November 1971, the world’s first microprocessor, the Intel 4004 was released [5]]. This
4-bit processor paved the way for modern technology, sparking a global trend towards minia-
turisation. The development of smaller and more powerful microprocessors rippled across
the supply chain, enabling newer electronics to be increasingly small and more performant.
Many fields have leapt forward, enabling downsized and enhanced technologies. Nowa-
days, a typical smartphone has more computing power than the Launch Vehicle Digital
Computer, the onboard computer for the Saturn V rocket, which landed the first humans on
the Moon [6]. The camera from those hand-held devices also provides much better resolu-

tion than the 3 kg camera used for the Apollo 11 mission.

Group name Mass [kg]
Large > 1000
Medium 501 to 1000
Mini 101 to 500
Micro 11 to 100
Nano 1.1to 10
Pico 0.1to1
Femto < 0.1

Table 1.1: Satellite class names based on mass, according to NASA [2]].

The ripple effects of this miniaturisation trend have since reached the space industry, rev-

olutionising how satellites are designed and manufactured. With the use of miniaturised

4
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electronics, satellite instruments have become ever smaller and cheaper. Downsized satel-
lites can now provide the performance of large, heavy spacecraft. Beyond being cheaper to
launch, a smaller, lighter satellite is faster to design and manufacture [7]. The lower over-
all cost has contributed to their popularity and led to many different satellite groups with

different masses. The names of each group, with their corresponding masses, are shown in

Table[1.1l

A particularly popular satellite group is the nanosatellite, which has a mass in the range of 1.1
to 10 kg. Its popularity is due to the existence of standardised form factors for nanosatellites,
which minimise design and manufacturing efforts. The standards ensure a uniform interface
with the launch vehicle, which lowers the efforts required during the design phase. On top
of this, thanks to their low-cost philosophy, nanosatellite operators do not typically design

all parts of the spacecraft themselves. Instead, they commonly use commercially avail-

able devices, called |Commercial-Off-The-Shelf (COTS)| components, enabling operators

to further minimise costs and accelerate the development time of a spacecraft. Typically,
large-scale Earth observation satellites cost in the tens to hundreds of millions of dollars,
while CubeSats cost in the hundreds of thousands [8, 9].

10 cm[

1U 2U 3U 6U

Figure 1.1: Illustration of different CubeSat configurations.

According to the [National Aeronautics and Space Administration (NASA)['s report on small

satellite technology, the state-of-the-art of standardised nanosatellite architectures are Cube-
Sats and PocketCubes [[10]]. A CubeSat is a miniaturised, scalable satellite developed in 1999
by Jordi Puig-Suari which has a base unit of a 10 cm cube, called a 1U [11]]. Typically, a
1U has a mass of 1.33 kg, although a recent version of the CubeSat standard allows it to
go up to 2 kg [12]. Larger CubeSats can be built by stacking multiple units together in
different configurations, as shown in Figure[I.I] PocketQubes are similar to CubeSats, but
have a base unit of a 5 cm cube (1P). Although they present a similar form factor, CubeSats
have remained significantly more popular than PocketQubes. As of 2023, PocketQubes ac-
counted for 3.2% of all nanosatellite launches, while CubeSats made up 92.8% [13]]. The
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most popular CubeSat class, the 3U, accounted for 40.9% of all launched nanosatellites.

However, the standardisation of nanosatellite to a box-like structure has also come with
its own challenges. The restricted surface area makes power generation difficult for many
CubeSats, especially in the smaller range, below 3U (sub-3U). Typically, a 1U will gener-
ate up to 2.3 W of orbit-average power assuming all six faces are covered in solar panels,
while a 3U can generate up to 15 W without deployable solar panels [14]. Using highly
efficient solar arrays, 6U CubeSats can generate around 25 W of peak power. However,
the restricted surface area must accommodate many subsystems, such as thermal control,
communication antennas and payload instruments. Fitting all these subsystems on a Cube-
Sat’s surface while meeting the power requirement has proved challenging, and thus, many
nanosatellites are equipped with deployable solar arrays to meet their mission requirements.
Yet, even with deployable arrays, the exacting mass and volume requirement of CubeSats
tends to prohibit many components from being placed onboard, especially for sub-
3U. Significant trade-offs have been necessary to fit mission-critical subsystems into Cube-
Sats, with all non-essential equipment being usually excluded. For example, 1U CubeSats
commonly dismiss[COTS|[Attitude Determination and Control System (ADCS)] as they tend
to be too power-intensive. The CubeADCS, a commercially available[ADCS|package from

CubeSPACE, consumes on its own an average of 1.9 W, which would leave 0.4 W for the

payload and other subsystems [[15]]. While the power consumption alone is enough to dis-
miss the CubeADCS, it not the only limiting factor, as a standard version of the Cube ADCS
requires a 0.5U volume, and weighs over 400 grams. Priority is therefore frequently given
to the instruments or other critical subsystems.

Such concessions mean many CubeSats are limited compared to larger satellites, despite the
high performance of their miniaturised instruments. In particular, CubeSats rarely include
both active attitude and orbit actuation subsystems in their design, as they are heavy, volu-

minous, and power-intensive components [16, [17]. Passive attitude stabilisation methods,

such as aerodynamic stabilisation, gravity gradient or [Passive Magnetic Attitude Control|
System (PMACS]), can be used but have limited performance because they depend on en-

vironmental conditions [18, [19]. Passive aecrodynamic stabilisation requires aecrodynamic

surfaces interacting with the air to generate torques that orient the CubeSat with the veloc-
ity direction, while PMACS] uses permeable magnetic materials and a permanent magnet
to align the CubeSat with the local magnetic field. Gravity gradient uses the Earth’s grav-
itational field to induce a torque on an elongated satellite to align its axis along the local
vertical passively. However, in the case of 1U CubeSats, this is difficult to achieve due to
the symmetry of their box-like structure [3]]. While they require no power, these methods
only provide stabilisation around two axes.
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If a CubeSat has no onboard actuation or uses passive stabilisation methods, it often re-
mains under-actuated, severely affecting its operation. Under-actuation typically results in
a CubeSat tumbling uncontrollably around at least one axis. Unlike active actuation sys-
tems, passive stabilisation is inflexible and does not allow a CubeSat to re-orient itself once
deployed in space. In this scenario, the CubeSat cannot perform any manoeuvres to change

its orientation or actively control its angular velocity.

Since most missions require at least modest pointing accuracy to transmit the collected data
to Earth, smaller CubeSats frequently dismiss their orbital actuation system to enable point-
ing control, although larger CubeSats can accommodate both. Earth observation and remote
sensing missions, which account for 46% of CubeSat launches [20]], will also require moni-
toring specific regions of the Earth and possibly tracking targets on the ground. Astronomy

and astrophysics missions typically have much more rigorous pointing requirements and

therefore require more capable actuation systems. For example, the |Bright Target Explorer]
(BRITE) and |Arcsecond Space Telescope Enabling Research in Astrophysics (ASTERIA)|
missions were 10 kg 8Us and 6Us respectively, equipped with reaction wheels and mag-

netorquers [21), 22]]. The attitude control system was mission-critical and could not be ex-

cluded, so both CubeSats were without propulsion systems.

The CubeSat’s operation is limited when the orbit actuation system is omitted, as it cannot
change its trajectory. This leaves the CubeSat unable to avoid a collision, compensate for
perturbations, or provide early de-orbiting. The exclusion of orbital manoeuvres also limits
nanosatellites’ range of operation altitudes. Without thrusters, a satellite orbiting at low alti-
tudes will experience high drag forces, which will de-orbit the spacecraft quickly. However,
a satellite orbiting at very high altitudes will experience a negligible drag force and could
take hundreds to thousands of years to de-orbit, contributing to the growing space debris
population. Without a propulsion system to compensate for drag or accelerate de-orbiting,
nanosatellites typically stay above 400 km to avoid de-orbiting prematurely and below 650

km to de-orbit within a time specified by international guidelines.

This limited operational range, which corresponds to a maximum of 3% change in the orbit’s
semi-major axis, a measure of an orbit’s size, significantly limits the use of nanosatellites.
Many orbits above 650 km are interesting for both scientific and commercial purposes. At
higher altitudes, spacecraft instruments benefit from a wider [Field Of View (FOV)] allowing

them to observe a greater area. This is particularly useful for global weather monitoring or

communication missions which require wide coverage. Satellites also orbit slower relative

to the Earth at higher altitudes, allowing spacecraft to monitor a given target for longer.

Unfortunately, operating at higher altitudes presents challenges. The most densely popu-
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lated region of space is the 650 -1000 km band, with the highest density at 800 km [23]].

Spacecraft operating in this zone have a higher risk of collision and should minimise the

chances of generating space debris. Many space agencies, such as |[European Space Agencyj|
(ESA] or the |Inter-Agency Space Debris Coordination Committee (IADC)|provide guide-
lines for reducing the growth of the space debris population. One such measure, called

post-mission disposal, recommends that once spacecraft in are no longer operational,
they should be de-orbited quickly. Many studies on the impact of post-mission disposal
regulations have shown the importance of disposing defunct satellites [24]]. This has led the
to recommend that a non-operational satellite should be de-orbited within 25 years
of its end-of-life. This guideline, colloquially known as the 25-year rule, was adopted by
many agencies. More recently, [ESA|committed to a zero-debris approach and changed the
recommendation to a 5-year rule. However, above 650 km, the thin atmospheric density
has a very weak effect on the orbital trajectory. CubeSats just above 650 km will take more
than 30 years to de-orbit, which is much longer than even the [ADC|suggests. Therefore,
without an orbital propulsion system to actively de-orbit, nanosatellites have been generally
contained to lower altitudes, to guarantee passive orbital decay. This reliance on the envi-
ronment can be problematic, as environmental conditions are hard to predict, and can lead
to significant changes in the de-orbiting time at a given altitude. This variation could also
mean that an operational satellite will de-orbit before it is defunct [25]. An actuation system
would then provide nanosatellites with greatly needed flexibility in their operation, whether
it allows them to operate at higher altitudes and de-orbit quickly, or to extend the mission

lifetime at lower altitudes.

Alternatively, operating below 400 km would allow nanosatellites to access an orbital regime
that is much closer to the Earth, the [Very Low Earth Orbit (VLEO), No universal definition
of VLEO has been agreed upon [26]]. However, the upper bounds of 300 km, 450 km, and
500 km are commonly used [27,128,29]]. For the purposes of this work, I consider an orbit in
the VLEO regime if it is below 400 km. The proximity of the VLEO regime to the Earth’s

surface provides many benefits, as outlined in the work of Crisp et al. [30]. The shorter

distance to the ground allows for increased data resolution and lower latency, improving
performance for the same instruments. Alternatively, operating closer to the Earth enables
lower-grade instruments to perform as well as high-quality equipment used at higher alti-
tudes. This capability can potentially allow operators to save up to 75% on the system mass
compared to an equivalent mission at a higher altitude [28]]. The low altitude of VLEO also
makes it more cost-effective to deploy satellites into orbit. As the satellites do not need to be
launched far away, operators can either save on fuel, or increase the mass of the spacecratft.
All these benefits have led to an interest in using this regime for commercial applications

[27]. An additional benefit for satellites operating in VLEO is the higher resilience to the
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proliferation of space debris. Thanks to the high atmospheric density of VLEO, most debris

will rapidly re-enter the Earth’s atmosphere, thus limiting the risk of collision.

However, the high atmospheric density in[VLEO|also presents challenges for active space-
craft. Whilst operational, satellites must compensate for the drag, which requires regularly

operating onboard thrusters. For example, the |Gravity field and steady state Ocean Cir-

culation Explorer (GOCE] mission, which was launched in a 224 km orbit to measure the

Earth’s gravity field in with high resolution, was equipped with an ion engine to maintain
its orbit [31,132]]. The thrust level required directly depends on the drag experienced, which
is affected by the altitude and spacecraft geometry. Satellites in[VLEO]also can spend more
time in the Earth’s shadow, affecting the satellite’s power generation. Being closer to the
Earth’s surface also typically results in a narrower field of view for most instruments. This
impacts the number of satellites needed, based on the coverage requirements. For instance,
SpaceX’s Starlink constellation projects to use 4408 satellites operating in the 500 km to 600
km region but predicts 7518 satellites to operate in the 300 - 350 km band [33]]. This 70% in-
crease in the number of satellites not only inflates the cost of manufacturing, launching, and
operating the constellation but also raises sustainability concerns [34]. The greater number

of spacecraft increases the risk of collisions, which in turn generates undesired space debris.

For many operators, the incentive to operate nanosatellites outside their current operational
range is greater than the associated disadvantages. To achieve this, a small, low-power and
versatile actuation system is needed to provide orbit and attitude actuation to all nanosatel-
lites, including the smaller range of CubeSats. To address this need, the University of
Southampton is developing the Du/PS, a novel flat, distributed propulsion system designed
for small CubeSats, which is composed of many individual thrusters mounted on the satel-
lite structure [35) [1]]. This thesis focuses on the mission analysis and design applications
of this propulsion system, contributing two novel mission concepts to expand the opera-
tional envelope of nanosatellites. The first mission, a deorbiting mission using the DuPS
on a 1U CubeSat, was developed as part of an project led by Dr. Min Kwan Kim,
and demonstrates operation at higher altitudes [36]]. The second mission introduces a high-
power VLEO mission using the Du/PS on HexSat, a novel flat satellite architecture based

on the DiskSat concept, and developed during this work.

The thesis is structured as follows: Chapter[2]presents a review of the current state-of-the-art
propulsion systems for nanosatellites, to show the lack of existing adequate systems. The
development of a new propulsion system for use on nanosatellites, the[DuPS] is summarised
from Saletes et al. in Chapter [3|[[1,[35,[36]. Due to the distributed architecture of the
a bespoke spacecraft dynamics simulator is required to accurately model the effect of the

thrust and associated control laws on orbital and attitude dynamics. The fundamentals of
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satellite motion are thus outlined in Chapter[d], and the design of the Comprehensive Attitude
and Orbital Simulator is then detailed in Chapter[5] For the first novel application, I apply the
distributed propulsion system to the problem of de-orbiting a 1U CubeSat in Chapter [6|and
extend their operational ceiling to 1400 km. Then, the operation of nanosatellites with the
distributed propulsion system in is considered in Chapter[7] through the introduction
of HexSats, a novel flat satellite form factor orbiting at 250 km of altitude while providing

over 100 W of power.



Manoeuvrability of nanoSats

This chapter examines the current state-of-the-art actuation systems for providing orbital and
attitude control to nanosatellites, establishing the technological context for the distributed
micro-propulsion system proposed in this thesis. Traditional chemical propulsion systems
face significant miniaturization challenges due to their reliance on pressurized tanks, pro-
pellant feed systems, and combustion chambers, making them suboptimal for nanosatel-
lite applications. Electric propulsion technologies like Gridded Ion Thrusters and Hall Ef-
fect Thrusters offer high efficiency but resist effective downsizing due to increasing ero-
sion rates and prohibitive power demands. Similarly, reaction wheels and magnetorquers,
commonly used for attitude control, encounter performance limitations when scaled down.
Through systematic evaluation of existing technologies, electrospray thrusters and vac-
uum arc thrusters emerge as the most promising candidates for miniaturized propulsion on
nanosatellites—Ilaying the foundation for the novel DuPS system introduced in Chapter 3

that addresses these identified limitations.

2.1 Orbital actuation

Orbital actuation devices refer to systems capable of actively changing the orbital trajectory
ofa satellite. They are typically used to deploy the spacecraft into a different orbit or to com-
pensate for natural perturbations to maintain the spacecraft’s current orbit. This capability

is crucial to allow nanosatellites to perform outside their current operational range. I review

11
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different thrust generation principles and discuss their limitations regarding miniaturisation

for nanosatellites.

Chemical propulsion

Chemical propulsion systems offer an attractive option for spacecraft because they deliver
high thrust, perform impulsive manoeuvres, and leverage an extensive flight heritage. How-
ever, the CubeSat design standard imposes a limitation of 100 Wh on the onboard chemical
energy storage [12]]. It is equivalent to 19 g of hydrazine, one of the most popular propel-
lants, restricting the widespread adoption of such systems for nanosatellite missions [37].

Nonetheless, chemical thruster technologies have successfully flown on CubeSat platforms.
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feed system
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Figure 2.1: Cold Gas Thruster thrust generation principle.

The cold gas thruster represents the simplest form of chemical propulsion system. It stores
a compressed gas propellant and relies solely on its pressure to generate thrust, as depicted
on Figure This design offers advantages such as low cost, robustness, and ease of in-
tegration [38]]. Nonetheless, they require a pressurised tank and a propellant feed system,
significantly increasing their mass and volume. They are characterised by the specific im-
pulse ([I,)), a measure of propellant efficiency, typically in the 30-150 s range and their thrust
reduces as the propellant is depleted. While adding heaters can help maintain the thrust by
increasing the propellant temperature, this solution adds complexity and power consump-
tion. Cold gas thrusters are thus best suited for low-impulse manoeuvres, such as attitude

control and drag compensation [37]]. Despite their limitations, they have flight heritage on

CubeSats, as demonstrated by the Tyvak Nanosatellite Systems’ [CubeSat Proximity Oper-|

ations Demonstration (CPOD] mission, which used a cold gas thruster to achieve docking
of 3U CubeSats [39,40]. This thruster has a mass of 1.3 kg and fits in a 0.8U volume [41]],

making it inadequate for small nanosatellites, such as CubeSats under 3U.

Liquid monopropellant thrusters have been popular for spacecraft with high mass. Similarly

to cold gas thrusters, they operate using pressurised propellant but achieve higher thrust lev-
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els and propellant efficiency through an exothermic decomposition process catalysed by a
reactive agent [38]], as shown in Figure This chemical reaction releases thermal energy,
enhancing the performance compared to cold gas systems, with the I, typically around 200-
250 s. Hydrazine’s high fuel efficiency has historically made it an attractive option. An ex-
ample of a miniaturised monopropellant thruster using hydrazine is Aerojet Rocketdyne’s
MPS-120. However, the thruster weighs 1.48 kg, takes the entire volume of a 1U CubeSat
and requires at least 10 W of power, making it unsuitable for smaller CubeSats. Hydrazine
is also highly toxic and requires specialised storage, making it expensive and impractical
for many nanosatellites [37, 42]]. Even have considered moving away from this pro-
pellant due to safety concerns [43]]. Hydrazine can also self-combust accidentally at room

temperature, raising safety risks and associated costs to mitigate this effect. The limitations
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Figure 2.2: Liquid monopropellant thruster thrust generation principle.

associated with hydrazine have driven the development of “green” propellants with lower
toxicity and simpler storage needs. These propellants, such as Ammonium Dinitramide
(ADN), offer advantages including higher density and easier storage but require significant
preheating [38, [37]. This adds to the complexity and can triple the power requirement of
the thruster. As a result, liquid monopropellant thrusters are not frequently considered for

nanosatellites.

While solid propellant thrusters offer more straightforward storage and handling than liquid
propellant systems, they are unsuitable for nanosatellite applications. These thrusters consist
of a solid propellant material housed within a robust casing. The propellant material is a pre-
mixed combination of fuel and oxidiser, eliminating the need for separate tanks and complex
propellant feed systems. The ignition process triggers a rapid, self-sustaining combustion
reaction within the propellant material. The reaction’s hot, high-pressure gases are then
channelled through a precisely designed nozzle, generating the thrust. A depiction of the
thrust generation principle is illustrated in Figure However, a notable limitation of solid
propellant thrusters is their inability to be deactivated once ignited, and they offer limited
thrust control capabilities [44]]. This drawback means solid propellant thrusters are not used

when precise impulse delivery is needed, such as in attitude control. The requirement for a
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nozzle also leads them to be typically voluminous and heavy, leading them to be inadequate
for nanosatellites. The lack of data on their use in CubeSat applications also shows that solid

propellant thrusters are not used for nanosatellite missions [38, 45]].
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Figure 2.3: Solid propellant thruster thrust generation principle.

In conclusion, chemical propulsion systems typically offer a high thrust and strong flight
heritage but face miniaturisation and propellant limitations for CubeSats. Cold gas thrusters
are the most common option due to their simplicity, but they suffer from low efficiency
and thrust degradation over time. Liquid and solid options perform better but introduce
drawbacks like size constraints, safety concerns, and limited controllability. While offering
potential, the miniaturisation challenges and associated costs necessitate careful consider-
ation. The cost associated with the rigorous testing required often makes these complex
systems prohibitive for the smaller range of CubeSats. As a result, one can turn to electric

propulsion systems to provide appreciable impulse at small dimensions.

Electric propulsion

IElectric Propulsion (EP)[systems are particularly interesting for CubeSats, as they typically

present high fuel efficiency [46], leading to a smaller amount of fuel required, which could
save mass and volume on the spacecraft. However, their implementation is not straight-
forward, as EP systems tend to come with heavy electronic components and high power
requirements [45]. Still, research has been ongoing in miniaturising the most popular
technologies to fit them on nanosatellites. The thrust generation principle of
[Thrusters (GITs), [Hall Effect Thrusters (HETS), [Field Emission Electric Propulsion (FEEP)|
and [Vacuum Arc Thrusters (VATs)are outlined below. The current state of miniaturisation

efforts and associated limitations for these respective electric propulsion technologies are

also discussed.
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Gridded Ion Thrusters

[GITs|are electric propulsion systems that achieve high specific impulse by expelling ionised
particles at very high velocities. These thrusters use an inert gaseous propellant, commonly
Xenon, which undergoes an ionisation process facilitated by microwaves, radio frequen-
cies, or an electron beam. Then, a series of charged grids accelerate the ionised propellant
to generate thrust, typically in the milli-Newtons. Figure 2.4]illustrates the thrust generation
principle. However, gridded ion thrusters are difficult to miniaturise. One major challenge
is grid erosion. Due to the attraction between ions and the charged grids, a small portion of
the ions collide with the grid structure, causing erosion damage. Over long operational pe-
riods, this erosion can reach critical levels, leading to thruster failure. As the thruster’s size
diminishes for miniaturisation, the erosion rate increases, leading to shorter operational life-
times. An additional challenge with is the necessity for a neutraliser. This component
releases electrons into the thruster plume, neutralising the ions’ positive charge. This neu-
tralisation step prevents the build-up of positive charge on the spacecraft’s surface, which

could disrupt its electrical systems.
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Figure 2.4: Gridded lon Thrusters thrust generation principle.

The need for an ionisation process, a charged grid, and a neutraliser mean that are
typically heavy, voluminous, and power-intensive. NASA’s state-of-the-art report on [GITs|
[10] for small satellites lists seven with only one that could be fitted on a 1U, the
Ariane Group RIT-uX. Indeed, the other presented in the report have a mass greater
than 1.33 kg, the maximum mass of a typical 1U CubeSat [12]]. The Ariane Group RIT-uX
is also the least power-consuming of all the shown and typically uses up to 50 W of
power. An experimental, miniaturised version of the RIT-uX, known as the RIT-2.5, was
developed with a diameter of 25 mm [47]]. This downsized thruster provides 575 uN of
thrust at 34.4 W of power. Pennsylvania State University also studied a 25 mm gridded ion
thruster capable of operating at 8W and producing 217 uN of thrust, called the Miniature
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Microwave Frequency lon Thruster (MMIT) [48]]. Another thruster developed at the same
university is the Miniature Radio Frequency lon Thruster (MRIT), a 1 cm thruster capable
of delivering 59 uN of thrust at 13 W of power, with an /;, of 5480 s [49]. However, as
previously stated, 1U CubeSats typically cannot generate more than 2 W of power, and 3U
can generally produce up to 15 W of peak power, assuming highly efficient solar panels
on all six faces [14, 50]. While CubeSats of the 3U class or larger could accommodate the
miniaturised they would also require a fuel tank, and the associated propellant feed
system, which can be prohibitively heavy, voluminous, and expensive for nanosatellites.
These constraints mean that current are unlikely to be used on the smaller range of

CubeSats, as they meet neither the mass, volume or power budget required.

Hall Effect Thrusters

Hall Effect Thrusters are the most popular type of [EP|and have reasonable flight heritage
on CubeSats [7]. Unlike gridded ion thrusters, employ a magnetic field instead of
charged grids. A primary propellant, typically Xenon again, is injected into the thruster and
undergoes ionisation. A strong radial magnetic field then traps the freed electrons, prevent-
ing them from exiting. The electron cloud, acting like a ’virtual’ charged grid, attracts the
ionised propellant towards the exhaust, generating thrust as depicted on Figure Efforts
to downsize have been challenging due to the higher surface-to-volume ratios in the
ionisation chamber, and the resulting increased erosion rates have limited their operational
lifetime [51]]. Attempts to mitigate this issue often involve implementing magnetic shielding
of the wall. However, this solution comes at the cost of complicating the magnetic circuitry,

an already power-intensive subsystem [52].
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Figure 2.5: Hall Effect Thrusters thrust generation principle.

Many experimental miniature thrusters have been developed, with few that could be consid-
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ered for use on CubeSats. The Space Flight Laboratory in Canada has developed a HET with
a 26 mm head capable of operating within the 50-200 W range [53]]. An even lower power
HET, presenting a 24 mm diameter and operating on 25 W, was developed by the Plasma
Sources and Applications Centre/Space Propulsion Centre in Singapore [54]. Similarly, the
TCHT-4, developed at the Osaka Institute of Technology in Japan, is a 7 x 14 mm cylindri-
cal thruster that has a power range as low as 10 W, providing a specific impulse of 350 s
[55]]. Its peak efficiency occurs at 66 W with an Isp of 1580 s. According to Yeo et al.[52]],
only one miniature HET has successfully flown in Earth orbit, the ExoMG-nano [56]. De-
veloped by Exotrail, it features an external tank measuring 3.5 cm, producing a thrust of 2
mN at a power of 53 W. Similarly to the size of the thruster themselves can be
miniaturised to fit on nanosatellites. However, while the demanding power requirements of
could fit on larger CubeSats, they are prohibitive to the smaller range. A propellant
tank and propellant feed system must also be incorporated, similarly to Again, this
leads to be currently unsuitable for the smaller range of CubeSats.

VLEQO-specific propulsion

For operations in air-breathing electric propulsion represents an area of ongoing
research [29]]. It enables long-duration missions at altitudes traditionally limited by high
atmospheric drag. Air-breathing systems collect the atmospheric particles along the orbital
path —primarily oxygen and nitrogen, which are then ionised and accelerated to produce
thrust similarly to[HETsk or[GITsk [29}[57]]. This allows spacecraft to remain in[VLEQO|with
little to no onboard propellant. Multiple studies and initiatives reinforce the concept’s poten-

tial, particularly at altitudes below 350 km, where conventional electric propulsion becomes
less viable due to high drag and orbital decay. For example, the AETHER project, funded
under the EU’s Horizon 2020 programme, has tested an air-breathing thruster capable of
compensating drag under variable atmospheric conditions [58]]. The project highlighted two
parallel acceleration technologies: one using crossed electric and magnetic fields -similar to

HETs| and another relying on electrostatic charge separation -closer to the thrust generation

principle of

Complementing this, Crandall and Wirz analysed air-breathing propulsion systems for Cube-
Sats, showing that for spacecraft below 220 km, it is the only propulsion solution capable
of supporting mission durations of three years or longer [59]. The work emphasised the
importance of non-dimensional coefficients, such as spacecraft length-to-width ratio, and
the critical influence of inlet efficiency, thrust-to-power ratio, and drag reduction on the

system’s overall performance. However, the proposed Super Low Perigee Orbit (SuLPO)
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concept is still beyond the reach of CubeSats due to a high required operational power of 200
W. Despite this limitation, research is ongoing to develop air-breathing propulsion solutions
for VLEO applications [29, 57, 160].

Electrospray thrusters

Electrospray thrusters are a form of |EP| suitable for the smaller end of CubeSats [7, 38],
as some have low mass, volume, and power requirements. Their operating principle re-
lies on a strong electrostatic field to extract and accelerate ions directly from an emitter
which stores conductive liquid propellant [7], as shown in Figure This process gen-
erates a beam of charged particles, positive or negative ions, depending on the propellant,
which, in some cases, eliminates the need for a neutralizer due to the inherent charge bal-
ance within the plume. Ionic propellants are often preferred for electrospray thrusters due
to their favourable properties, such as high conductivity and the absence of preheating re-
quirements [45]]. However, the emitters themselves can be expensive to manufacture [61]].
The high cost stems from their small size and need for precise features. These tiny nozzles,
often with microscopic holes or sharp edges, require specialised manufacturing techniques
like micro-machining or chemical etching. These processes can be slow, labour-intensive, or
require expensive equipment and materials. The relatively low thrust generated by electro-
spray thrusters, typically on the micro-Newton range, leads to using multiple emitter arrays
rather than a single thruster [38]], increasing the overall costs. These emitter arrays are often
arranged in a grid or similar formation to achieve the desired overall thrust for spacecraft
manoeuvres. Unlike[HETSs|and[GITs] they become more efficient as their size decreases and

have low power and size requirements [7]].

For example, the Accion Systems TILE-2 Electrospray thruster weighs 0.45 kg and requires
roughly 4 W of power [62]]. As it takes only 0.5U in volume, a 3U CubeSat could potentially
incorporate it as an actuator. However, the mass and power requirements are still unfeasible
for smaller CubeSats. To cater for Sub-3U, one could look at the NanoFEEP thruster, which
was flown on the UWE-4 satellite [[63]], or examine experimental works. One such system,
an electrospray thruster measuring 3.8 x 3.8 x 1.5 cm, was developed in the work of Natisin
et al. [64]]. This thruster, equipped with multiple emitters, demonstrates stable performance
from 0.6 mW to 1.3 W with an observed thrust-to-power ratio of 30uN/W. Another more
compact thruster, the NanoFEEP emitter, was developed by TU Dresden [65] [66]. With
a size fitting in a 3 cm?® volume, this emitter provides a thrust of 8 yN for power in the
range of 50 to 150 mW. Electrospray thrusters are thus a form of [EP|that present low mass,

volume, and power requirements. This potential for miniaturisation makes them a good fit
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Figure 2.6: Electrosprays thrust generation principle.

for application on nanosatellites, even the smaller range of CubeSats.

Vacuum Arc Thrusters

'V ATs|are an alternative that also provides easy miniaturisation, operation at low power, and
use of solid propellant. They generate thrust by creating an electric arc across a solid propel-
lant surface, as shown on Figure This electric arc vaporises and ionises the propellant
material, transforming it into a gaseous plasma state. Then, a self-induced magnetic field
inherent to the electric arc accelerates the ionised particles, producing the thrust force. The
simplicity of this thrust generation principle is the core reason for their easy miniaturisation
and leads to their broad range of thrust and thrust-to-power ratios - up to mN-level of thrust
and tens of N/W of thrust-to-power ratios [67]]. Combined with their power requirements,
as low as 0.3 W 691, are very suitable for both orbital and attitude control of
smaller CubeSats [[70]].

One example of a miniaturised thruster is the uCAT used onboard the BRICSat-P 1.5U
CubeSat [[71]. Developed by the United States Naval Academy, it is characterised by a
specific impulse up to 3000 s and can operate at very low power levels. Another notable
example is the Pulsed Plasma Thruster for CubeSat Propulsion (PPTCUP), jointly developed
by the University of Southampton and Mars Space Ltd [68,169]. This VAT can operate with
power levels as low as 0.3 W and has a miniaturised design, fitting within a 33 mm box.
The University of Illinois also developed a miniature VAT with dimensions of 4x4x4 cm.

With an operational power range of 1-100 W and a thrust-to-power ratio of 10 4N/W, this
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Figure 2.7: Vacuum Arc Thruster thrust generation principle.

system demonstrates that miniature VATs can still produce highly scalable thrust levels

[72]. are viable for use on nanosatellites, as they present low power requirements
and small volume and mass. Their use of solid propellant makes for easier integration and

makes them cheaper than electrospray thrusters [38]].



Name Type Mass Volume Thrust Specific im- Power
pulse (/,,)
C-POD Cold gas 1.3 kg 0.8U 0.25 mN 40's 5W
Aerojet Rocket- Hydrazine 1.48 kg 1U 25-125mN  206-217s 10 W
dyne’s MPS-120 monoprop.
RIT-puX GIT 0.44 kg 7.8 x 7.8 x 0.5mN - 50 W
7.6 cm
RIT-2.5 GIT - - 0.575 mN - 344 W
MMIT GIT - - 0.217 mN 8W
MRIT GIT - - 0.59 mN 5480 s 13W
TCHT-4 HET - 0.7 x 14 cm - 350s 10 W
cylinder
ExoMG-nano HET - - 2 mN - S3W
BHT-100 HET 1.2 kg 275 cm? 6.3 mN 1086 s 105 W
TILE-2 Electrospray 0.45 kg 0.5U - - 4 W
NanoFEEP Electrospray - 3cm? 0.008 mN - 0.5-1.5W
lllinois  University VAT - 4x4x4cm 0.0l mN/W - 1- 100 W
VAT
PPTCUP VAT - 33 mm box - - 03W
AIS-VATI1-PQ VAT 0.056 kg 37 cm? 0.26 mN 87 s 5W

Table 2.1: Summary of example thrusters for nanosatellites.
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Given the limitations associated with traditional propulsion systems, and electrospray
thrusters emerge as promising candidates for nanosatellites due to their potential for minia-
turisation and low power requirements. However, precise control over the thrust direction is
essential to use these actuation systems effectively [73]]. The following section will review
the state-of-the-art actuation systems employed for attitude control in nanosatellite applica-

tions.

While all the previously mentioned thrust generation principles and thrusters can change
the course of a spacecraft, expanding the current operational range requires more than just
orbital actuation devices. A thruster must provide adequate thrust in the correct direction
to achieve a precise trajectory or orbit change. This creates a fundamental requirement for
attitude actuation systems in spacecraft design. An orbital actuation system without atti-
tude control would be ineffective, as the spacecraft would have no means to direct its thrust
vector. The success of orbital manoeuvres then depends on accurate attitude control - the
spacecraft must maintain precise orientation to apply thrust effectively. Without reliable
attitude control, even a well-designed propulsion system would waste propellant and would
likely move the spacecraft off-course. This relationship between attitude and orbital con-
trol means that whenever an orbital actuation system is discussed, an associated attitude
actuation system must also be reviewed. Therefore, I will review attitude actuation systems

commonly used onboard nanosatellites in the next section.

2.2 Attitude actuation

Attitude actuation devices refer to systems capable of changing a satellite’s pointing or ro-
tational motion. They are typically used to reorient the spacecraft, provide it with tracking
capabilities, or prevent uncontrolled tumbling. They are an important subsystem that allows
nanosatellites to perform tasks such as accurately pointing a camera or a thruster in the cor-
rect direction. In this section, I review different popular actuation systems and discuss their

limitations regarding miniaturisation for nanosatellites.

Passive attitude stabilisation

Due to their simplicity and minimal resource requirements, PMACS]| are frequently em-
ployed for attitude control in smaller CubeSat missions [16]. These systems combine per-

manent magnets and rods made of a permeable magnetic material called hysteresis rods [[74]].
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They are lightweight, typically weighing less than 100 g, require minimal space, and oper-
ate passively without consuming power. leverage the Earth’s magnetic field for
stabilisation. The permanent magnet aligns the CubeSat with the local magnetic field line,
while the hysteresis rods dissipate angular momentum. However, this alignment introduces
a constraint, as the CubeSat will point along the magnetic field line throughout its orbit.
Careful positioning of the permanent magnet and the hysteresis rods is crucial for the Cube-
Sat. The magnet’s location dictates the CubeSat’s preferred orientation, while the rods, to
ensure stability, must be placed perpendicular to each other. Hysteresis rods are made from
soft ferromagnetic materials, which get magnetised by an external magnetic field, leading
them to act as magnets. Ifthe rods are rotating in a magnetic field, the induced magnetic field
creates a torque which dampens their motion. The size of the hysteresis rods is particularly
critical. Undersized rods lack the necessary strength to effectively dampen unwanted angu-
lar motion, while oversized rods can introduce destabilising torques. The case of QuakeSat
exemplifies this challenge, where its oversized rods led to uncontrolled motion after launch
[75]]. If the hysteresis rods are perpendicular to the local Earth magnetic field, then they are
not magnetised and produce no dampening torques. This drawback renders them ineffective
in dissipating angular motion around the axis of the permanent magnet, leading to a resid-
ual angular velocity remaining around that axis, which induces a slight motion in the other
axes. While the changing orientation of the magnetic field along the orbit trajectory can
introduce some corrective torque, a small amount of rotation around the permanent magnet
axis is typically expected throughout the CubeSat’s mission. Nonetheless, PMACS|have al-
lowed for successful CubeSat missions, such as the [CubeSat Particle Aggregation Collision|
Experiement (Q-PACE], (Colorado Student Space Weather Experiment (CSSWE) and the
SLUCUBE-2 [76\ 74, [77].

Passive aerodynamic attitude stabilisation is an alternative to PMACS| also offering a sim-
ple, resource-efficient approach to attitude control. This method uses drag from the thin
atmosphere to align the satellite with the velocity direction [78, [19]]. The satellite’s geom-
etry is modified to create restoring torques that dampen unwanted rotation. Aerodynamic
surfaces, placed far from the centre of mass, give the satellite a shuttlecock-like appear-
ance [79, 80|, as shown in Figure Typically, these aerodynamic surfaces are covered
in solar arrays, which can provide additional power to the nanosatellite. Like pas-
sive aerodynamic attitude stabilisation constrains the attitude of the nanosatellite and does
not control all axes. The rotation around the velocity direction remains unchecked, and the
motion around the other axes is never completely dampened. Careful sizing of the aerody-
namic surfaces is crucial to ensure effective attitude stabilisation. Too small surfaces may
not generate sufficient restoring torques, and substantial surfaces could introduce overly

strong torques, preventing proper attitude stabilisation.
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Figure 2.8: Example shuttlecock configuration of a 3U CubeSat.

Neither passive aerodynamic and/or magnetic systems can operate outside of The air
density is so low at high altitudes that the required aerodynamic surfaces become impracti-
cally large, limiting their use to roughly 400-500 km. Similarly, the Earth’s magnetic field
weakens at higher altitudes, and torques become too weak to provide useful stabilisation.
Therefore, while passive aerodynamic and magnetic stabilisation provide attitude stabilisa-
tion at low mass and no power cost, they stabilise only two axes, constrain the nanosatellite

in an unchangeable attitude configuration, and can be used only up to 500 km.

Solar sail passive stabilisation offers another resource-efficient approach to attitude control,
utilising solar radiation pressure instead of aerodynamic or magnetic forces. This method
exploits the momentum transfer from solar photons to create restoring torques that align the
spacecraft relative to the Sun vector [81, [82), 83]]. The satellite requires large, lightweight
reflective surfaces mounted in a pyramidal fashion away from the centre of mass, creat-
ing a stabilising effect towards the Sun. However, unlike aerodynamic stabilisation, which
works against the velocity vector, or magnetic stabilisation, which aligns the spacecraft with
the local magnetic field, solar sail stabilisation can operate at orbital altitudes where solar
radiation pressure is significant, which extends well beyond

Like other passive methods, solar sail stabilisation cannot provide complete three-axis con-
trol. While it can maintain Sun-pointing, the rotation around the Sun vector remains under-
actuated. The effectiveness of the stabilisation also varies with the satellite’s position in
orbit, as the solar pressure changes with the angle between the sail and the Sun and dis-
appears completely in Earth’s shadow. A homogeneous operation, where the Sun vector
always comes from the same direction, is then only possible in Sun-Synchronous orbits
[84]. The sizing of the sail surfaces presents similar trade-offs to aerodynamic stabilisation.
Insufficient area results in weak restoring torques, while oversized sails can lead to exces-
sive disturbance torques. While solar sail stabilisation and passive aerodynamic both use

control surfaces in a “flow” to control the attitude of a spacecraft, the relative weakness of
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solar radiation pressure leads solar sails to have a much greater surface area than their aero-
dynamic counterparts. This means that at lower altitudes, they will also experience greater
drag forces, which will shorten the spacecraft’s lifetime and disrupt the stabilisation with

respect to the Sun vector.

As passive aerodynamic and magnetic stabilisation systems cannot be used at altitudes
higher than the current operational range of nanosatellites, they are not considered suitable
for the aims of this thesis. Reversedly, solar sail stabilisation is only viable for operation
at high altitudes and cannot operate closer to the Earth, and is therefore also not considered
suitable for the aims of this thesis. Therefore, active attitude actuation systems are now

examined.

Magnetorquers

A natural progression from is using electromagnets instead of permanent magnets
and hysteresis rods. Electromagnets consist of coils of wire that produce a magnetic field
when an electric current flows through them, as depicted on Figure[2.9|[[19]. The strength of
this magnetic field can be controlled by adjusting the current, allowing tailored torques for
attitude control. Electromagnets are also lightweight, low-power, and compact. The[NASA|
report on the state-of-the-art for small satellites shows several electromagnets for attitude
control, called magnetorquers, which weigh less than 100 grams and have a nominal power
consumption below 1 watt [[62]]. These characteristics make them attractive for CubeSat
applications, where they are commonly used for detumbling [[85]]. However, magnetorquer
performance still depends on the environment. In order to provide the desired torque, a
magnetometer is required to measure the local magnetic field. They can compensate for a
weaker Earth magnetic field at higher altitudes by increasing the current, but this leads to
higher power consumption, which can cause overheating and potentially damage electronics
onboard the spacecraft. In practice, the operational ceiling of magnetorquers is determined
by the peak magnetic field they can generate, which is limited by their design. Another
limitation is that magnetorquers cannot generate a torque along the axis aligned with the
local magnetic field. Rotation around the magnetic field line is then never controllable with
magnetorquers. This constraint means magnetorquers are typically combined with another

control mechanism to achieve complete 3-axis stabilisation of a CubeSat.



Kash Saddul 26 Chapter 2 Manoeuvrability of nanoSats

Wire coils

Figure 2.9: Schematic of a magnetorquer.

Reaction wheels

Reaction wheels are a popular choice for achieving precise attitude control in spacecraft
[41)162]. Their operation relies on the principle of conservation of angular momentum. By
spinning up a reaction wheel onboard the satellite, an equal and opposite angular momentum
is imparted to the spacecraft, causing it to rotate in the opposite direction. Complete attitude
control can be achieved by placing three reaction wheels orthogonal to each other, although
a pyramidal configuration involving a fourth wheel can be preferred for redundancy [19].
Reaction wheels have extensive flight heritage on CubeSats. For example, the and
CubeSats both used three reaction wheels to provide pointing accuracy below
0.25 degrees and 0.003 degrees respectively [40, 186, [87].

However, reaction wheels operate within certain limitations. Each wheel has a maximum
achievable spin rate, which translates to a finite storage capacity for angular momentum,
known as the saturation point [19]]. Once a wheel reaches saturation, it can no longer gener-
ate additional torque, limiting the maximum angular velocity the satellite can achieve. Due
to their increased inertia, larger wheels have a greater capacity for storing angular momen-
tum. However, this benefit comes at the cost of increased mass, volume, and power con-
sumption. As a consequence, nanosatellites typically use smaller reaction wheels. While
these offer advantages in size and power consumption, they saturate faster. Figure
shows|[COTS|reaction wheels for different spacecraft classes. For smaller spacecraft, a lower
torque is available, and the wheels will saturate faster. A reaction wheel can be de-saturated

by de-spinning and transferring the angular momentum to the spacecraft. Then, an external
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Figure 2.10: Reaction wheel applied torque against operational time to saturation.

torque is required to dampen the satellite’s rotation. Magnetorquers provide one potential
approach, but they necessitate complex control algorithms for de-saturation and cannot alter
motion around the local magnetic field line [88]]. The resulting torque then still depends on
the local magnetic field strength.

X y

Figure 2.11: Reaction wheels in a 3-axis configuration.

As all wheels eventually saturate, they are rarely seen on their own. Instead, commercial
companies offer pre-integrated solutions. These packages typically include reac-
tion wheels for precise manoeuvring, magnetorquers for de-saturation, and attitude deter-
mination instruments. While these[COTS]|packages boast impressive capabilities, with most
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achieving sub-degree pointing accuracy, they can be prohibitively heavy and voluminous.
INASATs report on the state-of-the-art of integrated shows the lightest system, the
CubeADCS by CubeSPACE, which weighs only 300 grams and fits in a 0.5U volume [62].
However, this low mass comes at the expense of pointing accuracy, as the CubeADCS offers
control with a 5-degree error [15]. Further miniaturisation requires smaller wheels, which
in turn leads to reduced performance. The state-of-the-art of integrated shows a re-
action wheel weighing only 12 g, but it saturates after applying a torque of 0.0001 Nm for

one second, corresponding to a rotational speed of 2.1 deg/s for a typical 1U CubeSat.

Integrated units are mainly popular with the larger class of nanosatellites, which can easily
accommodate them. However their mass, volume, and power budget must be considered
along with the onboard orbital propulsion system. As a result, they tend to be unsuitable for
the smaller range of CubeSat despite their high performance.

Thrusters

The same thruster systems reviewed in Section can be adapted for attitude control.
Thrusters can generate torque by producing a force not aligned with the satellite’s centre
of mass [[19]. Since the ability to precisely control the direction of the thrust, called thrust
vectoring, is not common in spacecraft propulsion, secondary thrusters are typically placed
on the satellite. To achieve complete control over all three axes, a minimum of six thrusters
is required, with two thrusters controlling each axis. If two thrusters placed diametrically
opposite each other are fired simultaneously, they generate pure rotation without unwanted

translational motion by cancelling the net force while generating a torque.

A significant advantage of using thrusters as attitude control systems is that they can also
be used for orbital manoeuvres or combined attitude-orbit manoeuvres [89, 90, 91]], which
can remove the need for a dedicated orbital actuation system. Unlike reaction wheels, they
are also not limited by a maximum angular velocity, although the onboard fuel limits the
total angular momentum deliverable. The choice of thruster will directly impact the gener-
ated torque. While cold gas thrusters offer reasonable torques, they are inefficient in terms
of propellant usage. They also require a dedicated propellant feed system, which adds to
the system’s overall mass. Electric propulsion, on the other hand, has superior efficiency
but generates significantly lower torques. The use of thrusters for attitude control is not
a novel concept. Large spacecraft often employ dedicated secondary thrusters for attitude
control and reaction wheel de-saturation [92]. Electric thrusters have also been explored

for attitude control applications due to their capacity to achieve precise pointing with low
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thrust levels [93][70] [94]. However, integrating a single thruster into a nanosatellite design
can be challenging and expensive, but a minimum of six would be needed for attitude con-
trol. Therefore, a lightweight, low-power system is required to allow the smaller range of
nanosatellites to use active propulsion without significantly sacrificing their mission objec-

tives.

2.3 Conclusion

reviewSThis chapter has critically examined the state-of-the-art actuation systems for nanosatel-
lites and identified the fundamental challenges of miniaturisation that motivate this thesis.
While traditional chemical thrusters provide high thrust, their heavy pressurised tanks, pro-
pellant feed systems, and combustion chambers render them impractical for nanosatellite
applications. Similarly,[HETs|and[GITs| although highly efficient, resist effective miniatur-
isation and maintain prohibitive power requirements. Conventional attitude control systems

also present limitations: reaction wheels lose effectiveness as they downsize and require ex-
ternal torque for desaturation, while magnetorquers, though commonly paired with reaction
wheels, cannot apply torque around the local magnetic field line. From this comprehen-
sive analysis, electrospray and[VATs|technologies emerge as the most viable candidates for
both orbital and attitude actuation in nanosatellites—a finding that directly informs the de-
velopment of the Distributed micro-Propulsion System (DuuPS) detailed in the following
chapter. This gap in existing propulsion technology establishes the foundation for the novel

contributions presented throughout this thesis.



Distributed micro (1.)-Propulsion System

Among the discussed methods for orbital and attitude control of spacecraft, electrospray
and offer the highest potential for miniaturisation while providing complete actua-
tion. With their easy downscaling and high performance at small sizes, even a small 1U
CubeSat could accommodate more than six miniaturised thrusters. However, with only
six thrusters, a single thruster failure would cause the spacecraft to become underactuated
[95]. Underactuation significantly impacts spacecraft operations, as the spacecraft might be
unable to maintain its nominal attitude, compensate for environmental disturbances, or exe-
cute planned orbital manoeuvres. While underactuation due to thruster failure can affect any
spacecraft using thrusters for attitude control, this is rarely a concern for satellites which rely
on reaction wheels or magnetorquers, such as nanosatellites. Nevertheless, underactuation
remains common in nanosatellites due to their mass, volume and power restrictions [16,96].
Many larger CubeSats employ complex algorithms to operate with only two working reac-
tion wheels, either due to in-operation failure or by design [97]. While literature shows that
it is possible to control the CubeSat and achieve some mission objectives under these condi-
tions, the feasibility of operation becomes increasingly challenging as attitude requirements
become more stringent [98],99]]. For some high-precision pointing missions, underactuation
can make operations impossible [[100]. Complete three-axis actuation is therefore always
preferred to allow easy operation of nanosatellites. To address potential underactuation in
thruster-based systems, mounting more thrusters can provide useful redundancy. This re-
dundancy ensures continued full actuation capability in case of individual thruster failures
and enhances the satellite’s manoeuvrability by allowing torque generation in multiple di-

rections. The attitude control of nanosatellites using low-thrust electric propulsion systems

30
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has been shown to be feasible [94](92] 93]]. Multiple thrusters can be fired simultaneously to
generate larger forces in specific directions, or different combinations can be used to create
pure torques around desired axes, providing more flexible and robust attitude control. Fur-
thermore, by keeping the total fuel mass constant, each thruster would hold less propellant,
potentially enabling further miniaturisation. If significant miniaturisation is achieved, then
the downsized propulsion systems can be placed anywhere convenient on the satellite. This
provides flexibility to the thrusters to be placed anywhere while minimising disruption to
the other spacecraft subsystems.

As part of a joint research project between two teams at the University of Southampton and
a nanosatellite design with multiple miniature thrusters distributed along its structure
was proposed [36, 35]]. In this scenario, each individual thruster head, also called a pixel,
would be individually addressable and provide a thrust-to-power ratio at the micro-Newton
per Watt level. While each pixel is fixed on the structure and cannot provide thrust vec-
toring, positioning them across multiple faces enables complete three-axis actuation of the
spacecraft. The satellite can then be precisely controlled by keeping the pixels re-ignitable
and the thrust level scalable. In this thesis, I call such a thruster concept a Distributed micro
(w)-Propulsion System (DuPS). The term “distributed” indicates many thruster heads are
spread across the satellite, while micro-propulsion” refers to both the low thrust level and
the small dimensions of the pixels. Figure|3.1|illustrates a nanosatellite with the The

pixels provide thrust for orbital actuation and torques for attitude control.

Figure 3.1: A nanosatellite with the DuPS. The flexible architecture allows for any layout
desired.

The necessitates a thruster system with a flexible architecture that can operate in a
distributed configuration on nanosatellites. This requires the use of the lightest and most
miniaturised thruster technology available. Despite their improved performance at smaller

scales, electrospray thrusters also pose challenges due to their reliance on liquid propellants
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Figure 3.2: Picture of a prototype and a pixel cross-section. Images taken and adapted
from [[1]].

and power-intensive preheating requirements. This leaves as the most promising
candidate for the concept. Their ease of miniaturisation and use of solid propellant

make them viable for operation on constrained nanosatellites.

Their simple design and thrust generation principle allows them to be produced as a flat
thruster. By combining this with 3D-printing techniques, can also have the modular
and flexible architecture required to operate as the This thesis uses the performance
parameters of a thin-film VAT prototyped in Saletes et al. [35]], although the DuPS concept
is agnostic towards the specific thrust generation principle. The thin-film VAT is a flat
thruster comprising multiple individual pixels of tunable diameter. Each pixel consists of
a circular anode surrounding a cathode material, which vaporises upon ignition, effectively
acting as fuel. A prototype of this DuPS, including a cross-section of a single pixel, is
depicted in Figure 3.2] It has radius of 4.5 mm and uses solid metal as fuel, providing a

thrust-to-power ratio approximately in the micro-Newton per Watt [4]].

The VAT operates on a pulsed-mode system. When ignited, a short electrical signal is sent
to the chosen pixel at 100 Hz, corresponding to the frequency of the pulsed electrical signal.
At each pulse, the pixel vaporises some propellant and produces thrust normally distributed
around a nominal value dependent on the fuel material. This is caused by different plasma
plume distributions, arc current amplitudes, and effective pulse durations, which are natural
and uncontrollable variations between each pulse. The pulse standard deviation is taken to
be 10% [101]. While each pulse produces a different thrust level, the average thrust over a
given firing time has a much smaller deviation due to the high pulsing frequency of 100 Hz.
The frequency can be adjusted to modulate the average thrust, providing a wide variety of
thrust performances. Changes in operational frequency also affect fuel consumption rate.

Higher thrust results in a lower operational lifetime, although the exact fuel consumption



Chapter 3 Distributed micro (11)-Propulsion System Kash Saddul 33

rate and thruster lifetime depend on the specific fuel material used.

Pixels can be ignited individually or in groups. If the pixels are spread across multiple
faces, igniting multiple thruster heads can create tailored thrust and torque vectors, from
rotational to translational motion. However, if the pixels are all grouped on one face, pure
translational motion is only achievable through specific configurations: igniting a single
pixel above the satellite’s centre of mass or igniting symmetrically opposite thruster heads
to cancel out torque components. In this configuration, pure rotational motion becomes im-
possible, as no pixel can be ignited to cancel the translational motion. Instead, the DuPS
can ignite one or multiple pixels simultaneously to control the direction and magnitude of
the thrust and torque vectors applied to the satellite. Although the exact control law over-
seeing the ignition depends on the mission objectives, pixel layout, and available power
on-board, an interesting parallel can be drawn with electrochromic control for solar sails.
Electrochromic materials change their optical properties when current is applied, allowing
solar sails to modulate the reflectivity of different sections of their surface, as demonstrated
by the Ikaros mission [[102]. By controlling optical properties across the sail, thrust and
torque can be generated in different directions, providing the spacecraft with additional ma-
noeuvrability [103], 1104, [105]. This approach shares conceptual similarities with a DuPS
configuration if all pixels are mounted on a single spacecraft face. In both cases, specific
areas (pixels or electrochromic sections) can be activated to produce the desired thrust or
torque. While these systems seem similar in control representation and dynamics, they dif-
fer fundamentally in their thrust generation principles. A notable example of electrochromic
control in space is the IKAROS mission, which implemented variable electrochromic mate-
rial on the tips of the sail membrane to achieve attitude control. Applying an electric current
can switch these materials between an “on” state, where solar radiation is reflected spec-
ularly—and an “off” state, where radiation is reflected diffusely. Unlike traditional solar
sailing, which adjusts the sail’s angle of incidence to control the direction of acceleration
due to solar radiation pressure, electrochromic orbit control modifies the reflectivity coefti-
cient of the sail surface. This method allows thrust vectoring without precise attitude control
or complex deployment mechanisms. The discrete nature of the thrust generation on each
electrochromic cell is also similar to the DuPS pixels, and thus, the control implementations
in such systems are inherently tied to the spatial distribution and number of controllable ele-
ments across the membrane or satellite. With a limited number of sections, as in the original
IKAROS configuration, only coarse attitude control is achievable, typically restricted to a
small number of torque vectors. However, increasing the number of individually address-
able electrochromic cells makes it possible to exert distributed and directional thrust across
multiple axes, significantly enhancing control capabilities and flexibility in the torque re-

sponse. This approach would make the IKAROS controls align more closely with the DuPS
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system. However, a DuPS pixel produces comparatively higher thrust magnitudes, resulting

in faster response times.

Given the [DuPS['s unconventional architecture and its reliance on low-thrust propulsion
systems, its impact on nanosatellite dynamics need to be fully understood. The following
chapter will review the fundamental principles governing satellite motion around the Earth,
and detail the natural perturbations experienced in such orbits. Then, a review of available

tools for simulating nanosatellite dynamics with the DuPS will be presented.



Fundamentals of satellite dynamics

reviews This chapter establishes the theoretical and computational foundation necessary
for accurately simulating the [DuPS['s unique distributed architecture. Beginning with the
fundamentals of orbital dynamics, it develops the mathematical framework and common
equations essential for numerical orbit propagation. The chapter then addresses the inherent
challenges of attitude representation, evaluating alternative formulations and their associ-
ated mathematical expressions to identify elegant approaches for modelling the complex
attitude dynamics of nanosatellites equipped with the Particular attention is given
to relevant perturbations in Low Earth Orbit (LEO), with detailed analysis of thrust mod-
elling, atmospheric drag effects, and gravitational disturbances—factors that significantly
influence spacecraft behaviour in this orbital regime. The effects of solar radiation pressure
and third-body gravitational influences are also examined for comprehensive modelling fi-
delity. The chapter concludes with a systematic evaluation of existing software packages
against the specific requirements of this research, demonstrating the necessity for the be-
spoke Comprehensive Attitude and Orbital Simulator (CHAOS) developed in Chapter [3]to

accurately capture the unique dynamics of the system in various mission scenarios.

4.1 Orbital motion

In order to understand the impact of the on nanosatellite trajectories, it is essential
to investigate the orbital dynamics of satellites. This investigation will inform the selec-
tion of an appropriate simulation tool for the [DuPS| The most straightforward approach
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to orbital analysis is to assume an unperturbed environment, which provides a fundamental
understanding of satellite motion. However, this idealised scenario must be built upon to ac-
curately model the complex motion of spacecraft and the various perturbations encountered

in real-world orbital environments.

Several simplifying assumptions are made for the unperturbed orbital motion [3]]: the central
body and spacecraft are treated as point masses, with the central body’s mass significantly
greater than the satellite’s. Only the gravitational acceleration from the central body is con-
sidered, with no other forces applied. Under these conditions, the properties defining its
trajectory are constants, except for the variable denoting the spacecraft’s position along the
orbit. These constants are called Orbital Elements. The most intuitive Orbital Elements are
called Keplerian elements, which are illustrated in Figure It consists of the semi-major
axis [d] the eccentricity [¢] the inclination [j the [Right Ascension of the Ascending Node]
[ the [Argument of Perigee (AOP)| and the True anomaly This ide-

alised, unperturbed scenario is known as a Keplerian orbit [3]]. However, satellites orbiting

Z

A
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angular momentum
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Figure 4.1: Representation of the classical Keplerian elements.

in cannot be assumed to follow unperturbed trajectories. Various forces affect their

motion, causing changes over timescales based on the perturbation’s strength. If the satel-
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lite uses a thruster, then the Keplerian orbit assumption is equally unsuitable. In an inertial
Cartesian frame, the motion of an object orbiting the Earth with position and velocity
experiencing a perturbation [@,]is described by

?sat = _/é_EFsat + C_ip (41)

sat

where is the Earth’s gravitational parameter and is the satellite’s orbital acceleration

vector. Directly solving the [Ordinary Differential Equation (ODE)| through an integration

scheme is typically called Cowell’s Formulation, which falls within the domain of special
perturbation techniques [106]]. Although accurate and simple to implement, this method is
computationally expensive, as the integration variable, the components of Frats vary rapidly,

because the vector rotates by 360 degrees over a single orbit.

Alternative representations have been developed to achieve faster computations. By assum-
ing the orbital elements can vary in time, the Variation of Parameters can be employed [[106]].
One form of the Variation of Parameters is seen through the Gauss Planetary Equations,
which are commonly expressed using Keplerian Elements. The Gauss Planetary Equations
use osculating elements, representing the rate of change of the orbit’s orbital elements. They
typically change on a time scale much longer than a single orbit, allowing for more efficient

computation. The Gauss Planetary Equations using Keplerian elements are [106]]

da 2 . p
—_ ——— | esin(# a, + —ag 4.2
dt nv1-— e? ( ( TA) Tsat > ( )

de _v1-¢& (smwm)ar n {coswm ' “Lw”))} ) (43)

dt na 1+ ecos(fra

di Tsat COS()

= st T 4.4
At na?y/1—e? 4
dQ2 Tsat SIN()

a _ . 45
dt  na*y/1 — e? sin(z’)a (*2)

A /1 _ p2
dwsp = ¢ (— cos(Ora)a, + sin(fr4) {1 + T;at} as)

Tsat €Ot(7) sin(u)

dt nae Rort e
(4.6)
do hor 1 .
d:;A = ?"za: + o (pcos(fra)ar — (p+ Tsar) sin(fra)as) (4.7

wherelal [e} [i} [} k,|and [ 4] are the classical Keplerian elements with their standard symbols.
The other parameters are [}, [p} and [u) which are the mean motion, the semi parameter,
the orbital angular momentum and the argument of latitude respectively. The perturbing

acceleration is represented through the and [a,| variables, which respectively rep-
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resent the radial, tangential, and normal components of the total acceleration acting on the

spacecraft, as shown in Figure 4.2

S
— ?/

Figure 4.2: Sketch of the RSW frame. Ris along the radial direction, Sis along the orbital
path and in the velocity direction, and W completes the right-hand rule.

However, using Keplerian elements in the Gauss Planetary Equations presents singularities
at circular, equatorial, and polar orbits. Unfortunately, these orbits experience high interest
for both commercial and scientific applications. Other orbital element sets are sometimes
used for propagation to address these limitations [[106]. Whilst most of these orbital ele-
ments offer faster computation than Cowell’s formulation, they still present singularities.
However, the singularities are typically offset to less commonly encountered trajectories,

such as retrograde orbits.

4.2 Attitude motion

The presents a distributed architecture, which enables it to influence not only the
orbital trajectory but also the attitude of satellites. The spacecraft’s orientation, in turn, af-
fects the orbital dynamics by changing the direction of the thrust and the effect of natural
perturbations. Even in the absence of external torques, attitude motion can be complex. The
satellite’s mass distribution, represented by its inertia matrix determines rotational behaviour
[3,19]. If the mass distribution deviates from an ideal configuration, the resulting rotation
is non-trivial. Additionally, both thruster-induced torques and environmental perturbations
can influence the rotational dynamics. An appropriate simulation tool will, therefore, sim-
ulate a nanosatellite’s attitude in high fidelity. This section reviews the fundamentals of

attitude dynamics to inform on the tool selection.

Euler angles represent a common approach to describe a spacecraft’s attitude, employing
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three angles to define the orientation of a rigid body relative to an inertial frame. The angles
represent a sequence of rotations performed in a specific order [3} [18]. Typically, Euler

angle sequences use x-y-z rotations,

Q.. = R:RyR; (4.8)
or Z-X-Z,
Q... = R:R;R; (4.9)
with the rotation matrices
1 0 0
R,=10 cosy siny |, (4.10)

0 —siny cosy

cosfd 0 —sinf
Ry=( 0 1 0 |, (4.11)

sinf 0 cosf

cos¢ sing 0
R,= | —sing cos¢ 0. (4.12)
0 0 1

However, Euler angles are singular when the rotation around the x-axis is zero. It leads
to an attitude representation that is not unique, which can lead to a non-continuous solution
[107]. Instead of Euler angles, quaternions, Rodrigues parameter and Modified Rodrigues
parameters offer a more robust approach for attitude representation in spacecraft dynamics
analysis [[19].

Quaternions have been popular for attitude representation [[19,3,[106]. They offer a singularity-
free representation and allow for efficient computation of successive rotations through sim-
ple expressions. A quaternion is a four-dimensional array that encodes the orientation of the
body-fixed frame relative to the inertial frame through a single rotation around an imaginary
axis. This imaginary axis is encoded within the quaternion, and to represent a rotation, the
quaternion must be of unit length. However, during numerical integration, this norm can
diverge from unity. Quaternions then require normalisation to maintain unit length, which

can be computationally demanding. In astrodynamics, the notation typically encodes the
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imaginary axis in the first three elements [3]],

eq sin

~—

251 (4.13)

e3 sin

~—

—_ N @ N
SN—"

o[ A N N

cos (

where eq, 5, and e are the components of the rotation axis €, and 3 is the rotation angle. The
rotation axis must be a unit vector expressed in the inertial frame. Rodrigues parameters,

sometimes called the Gibbs vector, use only three elements to represent attitude,

€1
Jrp = tan (g) es | - (4.14)
€3

While they provide a more compact representation than quaternions, they present a singu-

larity for 180-degree rotations.

IModified Rodrigues Parameter (MRP) were developed to address some of the challenges

of both quaternions and Rodrigues parameters [[18]]. Like Rodrigues parameters, MRPs use

only three elements but are defined differently,

) e
. _sin (g) ! 15
qmPr = T 3\ | €2 | - (4.15)
1+ cos (5) .
3

Their formulation allows to represent complete rotations without singularities. A
unique feature of is a “shadow set” concept [[19,[107]. Each set of has a cor-
responding shadow set that represents the same attitude. This property allows users to keep
the magnitude of the vector below unity by switching to the shadow set when needed,
which can be computationally advantageous. However, when the norm of the oscil-
lates around one, fast switching between the two models can occur, causing discontinuities

in the mathematical models and leading to numerical errors.

The orientation of the satellite at a given time depends on its angular velocity which
remains constant only if the mass distribution is considered ideal, even without external
torques. An ideal mass distribution is characterised by an inertia matrix which is also a

scalar matrix. To model the attitude in high fidelity, it is then essential to take into account
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the satellite’s inertia matrix [I]and any disturbances [7|by solving Euler’s equation [19, 3],
G=1"1(7 -3 x I3). (4.16)

An appropriate simulation tool should then use an orbit and attitude representation that bal-
ances computational efficiency with the singularities inherent to the model. As the attitude
affects the orbital trajectory, the two dynamics must be coupled. The satellite’s mass dis-
tribution should be taken into account for attitude propagation, and the tool should be able
to include orbital and attitude disturbances. Accurate propagation of the satellite dynamics
requires modelling the relevant environmental perturbations, which is the topic of the next

Section.

4.3 Perturbations

The perturbations that must be modelled for accurate satellite propagation and the level of
detail involved depend on the orbital regime and the satellite geometry. We consider here
the disturbances relevant to nanosatellites using the and orbiting in[LEO], which is the
topic of this work.

Thrust

Thrust, in the context of spacecraft dynamics, refers to the acceleration imparted by the on-
board propulsion system. This force can significantly influence the orbital trajectory and the
spacecraft’s attitude. As discussed in Section the principle of thrust generation relies
on the expulsion of propellant, which results in an equal but opposite reaction applied to
the spacecraft. The effect of thrust on the spacecraft’s orbit is diverse and depends criti-
cally on the spacecraft’s attitude at the time of firing [[19]. Depending on the direction and
magnitude of the thrust vector relative to the spacecraft’s current orbital position and veloc-
ity, the resulting acceleration can manifest in various ways. These range from orbit-raising
manoeuvres, which increase the orbit’s altitude, to de-orbiting procedures that lower the
spacecraft’s trajectory. Thrust can also completely change the orbital trajectory, perform-
ing operations such as orbital plane changes or interplanetary transfers. A thruster can also
control the spacecraft’s attitude by applying external torques to spin a spacecraft or elimi-
nate unwanted rotations. Given its impact on satellite motion, it is essential to accurately

model thrust in spacecraft simulations.
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Aerodynamic forces

Despite the low atmospheric density at high altitudes, air molecules are still in sufficient
numbers to affect satellite motion, particularly in [106]. As spacecraft travel at high
velocities, they collide with these molecules, resulting in a loss of kinetic energy. This decel-
eration reduces the spacecraft’s orbital energy, manifesting as a force known as atmospheric
drag. For eccentric orbits, atmospheric drag circularises the trajectory over time [[106, 3]].
Circular orbits contract gradually due to drag while remaining quasi-circular. In addition to
drag, if air molecules impact the satellite at an angle, a force perpendicular to the direction
of motion can be experienced, called lift, as shown in Figure Aerodynamic forces sig-
nificantly disturb spacecraft orbits, intensifying their influence as the spacecraft’s altitude
decreases. This creates a feedback loop as the drag force strengthens while the spacecraft
decays, further accelerating the orbital decay process [[107]. These atmospheric forces can
also significantly perturb the spacecraft’s attitude, potentially affecting its operational ca-
pabilities [19, [18]. Given the substantial impact of atmospheric drag and lift on orbital
dynamics and attitude control, it is essential to accurately model these forces in spacecraft

simulations.

R
Decaying orbit

Figure 4.3: Aerodynamic forces acting on a satellite.

Solar radiation pressure

Similar to aerodynamic forces, radiation pressure arises from the impact of photons on the
spacecraft, resulting in momentum transfer that affects both its orbit and attitude [106, 3].

The Sun, the dominant light source in the solar system, is the primary contributor to this

perturbation, leading to the term |Solar Radiation Pressure (SRP), The extent of momentum

transfer is determined mainly by the reflective properties of the spacecraft’s surface [[107,
18]. The influence of on a spacecraft strongly depends on its shape, area-to-mass
ratio, orbital height and eccentricity. Generally, this force acts to push the spacecraft away
from the Sun, as seen from Figure Over extended periods, can induce significant
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changes in various orbital elements, with particularly noticeable effects on the and
eccentricity of the orbit. Regarding the attitude, asymmetrical shapes are more likely to
experience more substantial perturbations. [SRP| can greatly alter a spacecraft’s trajectory
and attitude due to its cumulative impact over time. Accurate propagation of a satellite’s
orbit and attitude therefore requires the modelling of

v

-

- a
Perturbed orbit Sk

Figure 4.4: Solar radiation pressure forces acting on a satellite.

Gravitational perturbations

In this work, gravitational perturbations are defined as disturbances arising from the non-
uniform mass distribution of the central body, in this case, the Earth. The Earth’s surface has
features, including valleys, mountain ranges, oceans with tides, and varying soil composi-
tions at different locations, which contribute to this non-uniform mass distribution, resulting
in a non-uniform gravity acceleration [106, 3]]. As a spacecraft orbits the Earth, it experi-
ences varying gravitational pulls as it passes over different surface features. These variations
cause the gravitational force to deviate from the idealised point mass model, where gravity
acts uniformly through the centre of mass. The resulting perturbations significantly affect
the spacecraft’s orbit. Over time, they cause a drift in the and the while the
eccentricity and semi-major axis of the orbit experience periodic variations. These pertur-
bations can accumulate to produce substantial deviations compared to the predicted orbit
based on a Keplerian model. Given its impact on orbital dynamics, accurate modelling of

gravitational perturbations is needed for precise orbit propagation [107]].
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Figure 4.5: Geopotential forces acting on a satellite.
N-body perturbations

N-body perturbations refer to the gravitational influence exerted by celestial objects other
than the primary body around which a spacecraft orbits [106]. While every object in the
universe theoretically exerts a gravitational force on every other object, celestial bodies
which are far away or have low mass are typically excluded [[18]]. In the context of spacecraft
in[LEQ] it is necessary to account for the gravitational acceleration induced by the Sun and
the Moon [3]]. Despite their considerable distance, these bodies have sufficient mass to
noticeably affect orbital trajectories. The gravitational pull of these bodies induces secular
and periodic changes in several orbital elements. They affect the[RAAN] the [AOP] and the
inclination of the orbit. These perturbations can accumulate over time, leading to significant

deviations from the Keplerian orbit. To accurately propagate nanosatellites in|LEQO] it is then
necessary to model the Sun and Moon’s gravity.

Other perturbations

While increasing the number of perturbation models can theoretically enhance the realism of
orbital simulations, it is essential to balance between simulation accuracy and computational
efficiency. For nanosatellites operating in perturbations such as structural flexing,
radiation pressure from distant stars, and Earth’s albedo typically have negligible effects

on the overall orbital dynamics. These perturbations often have a high computational cost
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Figure 4.6: N-body acceleration acting on a satellite.

without significantly improving the simulation accuracy. Focusing on the dominant pertur-
bations that significantly influence the spacecraft’s motion is generally more efficient when
modelling nanosatellite trajectories in LEO. This approach allows for the development of
simulations that are computationally affordable and sufficiently accurate for practical orbit

and attitude propagation.

4.4 [Existing software

The comprehensive understanding of natural perturbations in|LEO], combined with the pre-
vious discussion on orbital and attitude dynamics, provides a solid foundation for selecting
an appropriate simulation tool to model the behaviour of satellites equipped with the
An ideal simulation environment should be capable of coupling attitude and orbit dynamics.
This is essential for capturing the effects of the micro-Newton thrust on the satellite’s orbital
trajectory and attitude dynamics. The chosen simulation tool should also balance compu-
tational efficiency and modelling accuracy. It must be capable of handling the primary
perturbations that significantly influence nanosatellite motion in while also allowing
for practical runtimes. In the following sections, I review standard software solutions and

evaluate them with respect to these criteria.
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Analytical Graphics Incorporated System ToolKit

|Analytical Graphics Incorporated System Tool Kit (AGI STK)|is a commercial software

suite that offers a comprehensive range of astrodynamics packages for various applications
[108, 109]. It has been used in planning several flagship missions, such as
p1d Redirection Test (DARTY), the James Webb Space Telescope, and the Artemis program
(110, 111} 112]. includes the Astrogator module, which specialises in trajec-
tory design and manoeuvre planning, and the High-Precision Orbital Propagator, which

provides high-accuracy perturbation modelling. STK supports the propagation of Earth-
orbiting spacecraft and offers attitude simulations through its dedicated Attitude Simula-
tor module. The software can simulate various objects, provided their inertia matrices are
known. However, does not couple orbital and attitude dynamics, as each mod-
ule is separate and self-contained. The simulator can accurately predict attitude but cannot
communicate the state to the orbital propagator to reflect their impact on the spacecraft’s
trajectory. Additionally, its source code and implementation methods are inaccessible for
debugging or manual enhancement as it is a commercial software. Therefore,
does not meet the requirement of providing a coupled attitude-orbit simulator.

General Mission Analysis Tool

|General Mission Analysis Tool (GMAT)|is free, open-source software used by NASA to

design many missions, including the BepiColombo satellite, the OSIRIS-REx mission, and
the Advanced Composition Explorer [[113] [114]]. It offers functionalities similar to the
STK| modules, including orbital perturbation modelling, manoeuvre planning, and trajec-
tory optimisation. GMAT is a comprehensive tool with a significant heritage that is capable
of designing complex missions. GMAT can model spacecraft attitude dynamics only to a
limited extent. It can only propagate the attitude of objects with an ideal mass distribu-
tion. This limitation means that the results will not accurately represent the motion of actual
spacecraft, which have non-ideal mass distributions. While GMAT is supported by exten-
sive documentation for its use and implementation, its built-in scripting language lacks the
flexibility other programming languages offer. This limitation makes incorporating a[DuPS]
model, attitude control algorithms, and thrusting laws challenging. GMAT, therefore, does
not meet the requirements as it does not provide high-fidelity attitude modelling, and in-

cluding an accurate thruster model is not straightforward.
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Orbit Extrapolation Kit

The [Orbit Extrapolation Kit (Orekit)| is an open-source Java toolbox used by companies
such as Airbus, Thales Alenia Space, |Centre National d’Etudes Spatiales (CNES), and
[L15]. It offers an extensive library, including orbit determination, reference frame

computations, orbital perturbation modelling, and coupled orbit-attitude propagation [[116].
A significant advantage of is its ability to model coupled orbit-attitude dynamics,
which is required for analysing the[DuPS| This feature allows for more accurate simulations
of complex spacecraft behaviour in orbit. However, has a limitation in that it does
not simulate perturbations to the spacecraft’s attitude. While custom force models can be
incorporated into the orbital model, the attitude propagator does not include perturbations.
Consequently, the effects of the torques cannot be modelled within nor can
the environmental perturbations affecting the attitude be accurately simulated. Given these
constraints, is not suited for the specific requirements of this research.

Smart Nanosatellite Attitude Propagator

The Smart Nanosatellite Attitude Propagator (SNAP) is a MATLAB-Simulink-based simu-
lation environment which couples attitude motion with Keplerian orbital propagation [75]].
It is specifically designed to analyse the attitude dynamics of CubeSats. The propagator in-
corporates torque models that reflect perturbations commonly experienced by nanosatellites
in Low Earth Orbit, such as aerodynamic and magnetic torques originating from magnetic
stabilisation systems [74]. These features make SNAP particularly relevant for CubeSat
attitude analysis when equipped with passive stabilisation systems. However, there are lim-
itations to consider. As the orbit propagation does not consider environmental perturbations,
accurate trajectory analysis cannot be performed. The validation process for the attitude also
yielded ambiguous results, with SNAP fully recreating only one out of three test cases. No
independent third-party validation of SNAP has been identified in the literature. Given these

shortcomings, SNAP does not meet the requirements for this research project.

Debris Spin/Orbit Simulation Environment

D-SPOSE is an open-source orbit-attitude simulator designed for the long-term propagation
of attitude dynamics for large space debris [[117]. The propagator includes many environ-

mental perturbations, such as non-uniform gravity and magnetic torques. However, its focus
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on large debris makes many of its models less relevant for studying CubeSats. The simula-
tor includes a comprehensive set of attitude and orbital perturbation models, including Earth
albedo, infrared acceleration and torque, and Eddy-current torques [[118,119]. While these
forces affect many spacecraft in orbit, their magnitude is generally negligible for nanosatel-
lites. The represents a novel propulsion system architecture. Analysing its effects
on CubeSats requires an interface to implement the exact propulsion system specifications
and customised control laws. Given these considerations, D-SPOSE is not ideally suited for
analysing the on nanosatellites.

4.5 Review of tools used in literature

While many research efforts have incorporated combined dynamics for CubeSat modelling,
very few have published their actual tools or code, instead focussing only on describing the
core dynamics used [[120, 121} [122]]. As these fundamental dynamics are well-established,
most literature focuses on specific mission applications rather than the detailed implemen-
tation [123, [124]]. This means that the relevant aspects of these papers are primarily the
basic dynamical equations, which are readily available in standard textbooks. This context
is important when reviewing the various CubeSat modelling approaches that exist in the
literature. Software frameworks like the NASA Operational Simulator for Small Satellites
(NOS3) [125]], which combines a dynamics simulator, core Flight System, and COSMOS
command and control system, builds upon these standard orbital and attitude dynamics mod-
els, adding specialised layers for the modelling of on-board hardware and control systems.
Similarly, Model Based Systems Engineering (MBSE) approaches use these same funda-
mental equations within their architectures, implementing them through known platforms
like MATLAB and[AGI STK][[126]]. Each of these approaches, while built on the same math-
ematical foundation, presents limitations when considering the integration of a distributed
thruster architecture. Since the underlying code is not publicly available, any attempt to use
these existing works would require complete re-implementation by the reader. In addition,
as these papers focus primarily on their specific applications rather than detailing the im-
plementation of equations of motion, recreating their work without their specialised layers
would be equivalent to developing a custom simulator using standard textbook dynamical

equations.

This review of existing tools shows that no available tools meet the requirements to perform
the desired analysis. Software coupling orbit and attitude dynamics are not common and

do not allow perturbations to both orbital and attitude motion. Additionally, the unconven-
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tional architecture of the requires an interface that would allow modelling its unique
characteristics. Therefore, a custom simulation tool has been developed for this thesis and

is reviewed in the following chapter.

4.6 Conclusion

This chapter has systematically examined the fundamental methods for representing and
propagating attitude and orbital dynamics, establishing the theoretical framework essential
for the development of the bespoke simulation environment required for the While
simple to implement, Cartesian formulations have been shown to be computationally costly
for long-duration simulations. The analysis demonstrates that using Orbital Elements en-
ables the application of Gauss Planetary Equations, significantly improving computational
efficiency, an important consideration for the extensive simulation work in subsequent chap-
ters. For attitude dynamics, quaternions, Rodrigues parameters and are identified as
mathematically superior to Euler angles, which present problematic singularities that would
compromise simulation robustness. The quaternion kinematics and Euler’s equation estab-

lished here provide the foundation for accurate attitude propagation throughout this thesis.

The chapter further establishes that in |[LEO} aerodynamic forces and constitute the
primary perturbations affecting both attitude and orbital trajectories of nanosatellites, with
gravitational perturbations and third-body effects also requiring precise modelling. The re-
view of existing software packages reveals that no available tool adequately addresses the
specific requirements for accurately modelling the distributed nature of the DpuPS, thus ne-
cessitating the development of the Comprehensive Attitude and Orbital Simulator (CHAOS)
presented in the following chapter. This bespoke simulator will serve as the analytical plat-
form for validating the novel applications of the explored in Chapters 5 and 6.



Comprehensive High-fidelity Attitude and
Orbit Simulator

This chapter details the development and validation of the Comprehensive High-fidelity
Attitude and Orbit Simulator (CHAOSY)), a bespoke simulation environment specifically de-
signed to model the unique distributed architecture of the Building upon the theo-
retical foundations established in Chapter [4] this chapter presents the sophisticated mathe-
matical models and equations of motion implemented to accurately propagate both orbital
and attitude states simultaneously. The simulator incorporates transformation algorithms
that convert mathematical elements into interpretable data. Following a critical evaluation
of existing perturbation models, this chapter justifies the selection of specific modelling
techniques for nanosatellite applications with distributed propulsion. Particular attention is
given to the detailed geometric representation of the satellite within the simulator. The chap-
ter concludes with a validation process that demonstrates (CHAOS['s high fidelity through
direct comparison with industry-standard software, therefore establishing the reliability of
the simulation results presented in Chapters [6] and [7] for novel applications in de-
orbiting and VLEO operations.

5.1 Equations of motion

The core of any spacecraft simulator is a set of (ODES that must be integrated to predict

orbital and attitude motion. These fundamental equations typically describe the satellite’s

50
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behaviour given a set of initial conditions. They also allow for the inclusion of disturbing
accelerations, which can be derived from environmental perturbation models. The choice
of is crucial, as it is critical in determining the accuracy of results and the speed of
computations. The following sections outline the selected equations of motion for orbital
and attitude dynamics in the [CHAOS| and present relevant associated expressions. In this
thesis, the mathematical notation follows standard conventions. Vectors are denoted with
an overhead arrow, e.g., 7, indicating a quantity with both magnitude and direction in three-
dimensional space. Matrices are represented in bold uppercase letters e.g. A, signifying
rectangular arrays of numerical values that typically describe linear transformations, rota-

tions, or system properties.

Attitude ODE

As seen in Section Euler angles and the Rodrigues parameter both present singularities
in their modelling, while can present chattering due to the fast switching between
the original and shadow set. Quaternions, on the other hand, are singularity-free. Although
quaternions must have a unit length to represent rotation, CHAOS intentionally avoids nor-
malising them. This approach transforms the error growth in the quaternion into a diagnostic
tool: changes in the quaternion norm become indicators of error growth throughout the sim-
ulation. When CHAOS propagates the state, any non-linear growth in the quaternion sug-
gests the simulation could be improved, while the magnitude of the growth itself indicates
how trustworthy the simulation can be. Whilst regular quaternion normalisation was con-
sidered during development, this approach was rejected as it would reduce the quaternion’s

magnitude without ensuring the correctness of the associated rotation.

To propagate the spacecraft attitude, (CHAOS|uses quaternion kinematics, and standard ex-

pressions are used [3,[107],
I
q= EAq (5.1)

where the matrix A is composed of the components of the angular velocity vector [¢J]

0 W, —Wy Wy
Wz O x
A=| 7" Wo o Wy (5.2)
Wy —wy 0 w,
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The satellite’s angular velocity is propagated using Euler’s equation, as written in Equation
(4.16). This allows the propagation of the angular velocity based on the satellite’s mass
distribution and external torques, which in turn will affect the spacecraft’s orientation. This
method involves updating both the angular velocity and the quaternion state at each integra-

tion time step, enabling the propagation of the satellite’s attitude state.

While quaternions are computationally efficient, they are not the most intuitive represen-
tation for interpreting results. To address this, the angles between the rotated and inertial

frames, both located at the satellite’s centre of mass, are calculated. From a given quater-
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Figure 5.1: A body-fixed frame xyz rotated relative to an inertial frame XY Z.

nion ¢, a direction cosine matrix |A} which rotates a vector p'in the inertial frame into the

body-fixed frame, can be built as [3]]

G-a—dG+d  2(ng+ g 2 (q1q5 — g2q4)
A=| 2(qe—au) —G+6-G+a  2(ee+ ad) (5.3)
2 (0193 + q2q4) 2(qas — mas) —G -G+ G+
such that
Z5’body—fi:1:ed — Aﬁzn (54)
Note that the quaternion should be normalised, ||7|| = 1, for the direction cosine matrix to

represent a rotation. The angles between the axes of the body-fixed frame and the inertial
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frame centred on the satellite can then be obtained with

cosf; = AT X (5.5
costy = ATy Y (5.6)
cosf: =ATz.Z (5.7)

where , y, Z are the axes of the body-fixed frame, and X , 17, Z are the axes of the inertial
frame, centred on the satellite. This conversion from quaternions to angular representations

allows for easier interpretation of the satellite’s orientation in space.

Orbital ODE

Section has shown that using Keplerian Elements with the Gauss Planetary Equations
leads to singularities at circular, equatorial, and polar orbits. To address these issues, the
orbital elements must be redefined to shift the singularities to a rarely encountered point.
For this purpose, the Modified Equinoctial Elements are used in[CHAOS|[[127,[128]]. These
have their singularity at an inclination of 180 degrees, corresponding to retrograde orbits, a

configuration that is virtually never used.

The relationship between Keplerian elements and Modified Equinoctial elements is pro-
vided below. Given a set of Keplerian Elements, the Modified Equinoctial Elements can be
computed with [[127, [128]]

p= a(l - 62)7 (5.8)
f =ecos(w, + Q) (5.9)
g = esin(w, (5.10)

( )cos (5.11)
k = tan (2> sin(2), (5.12)
L=Q+w,+0pa. (5.13)

Then, to propagate the orbit, (CHAOS|uses the Gauss Planetary Equations expressed in the
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Modified Equinoctial form [[129]],

% [ (5.14)
Weq | HE
df . p in(L 1 L s
= @sin(L) + ((weq + 1) cos( )+f)w
cq (5.15)
— (hegsin(L) — kcos(L)) g [@]) ;
Weq
d S
d_g - /2 <—a,, cos(L) 4 ((weq + 1) sin(L) + g) -
HE Weq
. (5.16)
+ (hegsin(L) — kcos(L)) aw> ;
Weq
2
T el 17
eq
2
Vo st G19
eq

dL Weq 2 1 D .
- Wea )\ | = [ 2 (h. sin(L) — kcos(L))ay. 5.19
o uEp( p ) o ,UE( ¢ Sin(L) cos(L))a ( )

Additional variables are defined as

Weq =1+ fcos(L) + gsin(L), (5.20)

og = 1/ h2, — k2, (5.21)
Seq = /1 + h2, + k2. (5.22)

Despite the mathematical advantages of Modified Equinoctial Elements, they are not widely
used to refer to orbits or interpret orbital analyses, as they are more challenging to visualise
than Keplerian Elements. Despite their limitations, Keplerian Elements remain the preferred

set for data visualisation, even if the propagation uses a different element set. Given a set of
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Modified Equinoctial Elements, their Keplerian counterparts can be found using [[127, [128]]

o= —2 (5.23)
e=+/f?*+¢? (5.24)
i = arctan2 (2, /n2, + k2,1 — b2, — k2> , (5.25)

w, = arctan2 (ghe, — [k, fheq + gk) , (5.26)
Q = arctan2(k, hey), (5.27)
Or4 = L — arctan (%) . (5.28)

For many force models, the Cartesian state of the spacecraft must be provided. The Modified

Equinoctial Elements must then be converted to Cartesian position and velocity vectors in

the |[Earth Centred Inertial (ECI) frame. This can be done using the following expressions

cos(L) + a2, cos(L) + 2hegk sin(L)
Frat = — b | sin(L) — o2, sin(L) + 2hyh cos(L) (5.29)
e hegsin(L) — kcos(L)
| — (sin(L) + a2, sin(L) — 2hegk cos(L) 4+ g — 2 fhegk + o, g)
Usat = 51 /% — (—cos(L) + a2, cos(L) 4 2hegk sin(L) — f 4 2ghegk + cveg2f)

s2
! 2 (hegcos(L) + ksin(L) + fhe, + gk)

(5.30)

5.2 Geometry of the satellite

Figure 5.2: Visualisation of satellite facets.
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A detailed representation of the satellite’s geometry is included in [CHAOS|to improve the

accuracy of modelling forces that depend on the satellite’s shape and orientation. CHAOS

uses [Stereolithography (STL)[to model the spacecraft’s shape. This standard method rep-

resents 3D objects using many small triangles called facets [[130]]. Important information
about each facet, such as its area, normal vector, and centre of mass, is calculated from the
STL file data. CHAOS does not generate its own STL formatting, but instead uses the stan-
dard files format from Computer Aided-Design softwares. Each facet is assumed to have a
uniform density to keep the computations simple. During the simulation, CHAOS|updates

the orientation of the model at each integration step by rotating each facet’s normal
vector

Additionally, the perturbation models can be applied to each facet. Perturbations like |SRP,
and aerodynamic forces are computed for each triangle, generating a force at its centre
of mass. If the facet is at an angle, the projected area in any direction p is [19]

=in

~in P
-m | = A; <an . ) , (5.32)
] 171 R>0

where A; is the area of a facet 7, and R > 0 indicates that only positive values of the dot
product are considered. If the dot product is negative, the facet considered is “hidden” from
the direction as it is on the other side of the spacecraft. By knowing the position of each
facet’s centre of mass 77, relative to the spacecraft’s overall centre of mass, can

compute the total torque 7 produced by forces F acting on individual facets,

N acet

!

(5.33)

T = T X
i=0

.

This allows the perturbation models to also affect the spacecraft’s attitude. This detailed

approach provides more realistic results than simpler averaged-cross-section models.

For complex shapes, the accuracy of this method depends on the density of the STL mesh
used to represent the spacecraft’s geometry. While a denser mesh provides a more accu-
rate representation of curved surfaces, it also increases the computational cost due to the
larger number of triangular facets that must be processed. However, for simple geometric
shapes such as cubes and rectangular prisms, e.g. CubeSats, a basic STL mesh using ap-
proximately 12 triangles is sufficient to define the geometry completely. It must be noted

that this technique is only a geometric representation of the satellite affecting the compu-
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tation of area-dependent natural perturbations. Models such as the thrust and gravitational
perturbations do not use the STL model in CHAOS.

5.3 Perturbation modelling

To simulate the motion of a spacecraft at high fidelity, it is important to include the perturba-
tions that act upon it. This consideration becomes particularly significant for small satellites
due to the fundamental relationship between spacecraft size and area-to-mass ratio. As an
object’s dimensions decrease, its surface area reduces with the square of its side length,
while its mass decreases with the cube of its side length. Consequently, smaller spacecraft
exhibit higher area-to-mass ratios, making them more susceptible to area-dependent pertur-
bations. In CHAOS, this primarily affects two perturbation forces: solar radiation pressure
and aerodynamic forces, which scale with the spacecraft’s area-to-mass ratio. This sec-
tion will discuss the modelling of the perturbations detailed in Section and details the
techniques used inside (CHAOS].

Solar radiation pressure

CHAOS|models the for increased fidelity in the simulations. The acceleration imparted
by the solar pressure is applied to every facet and computed with [106]]

CRAS‘ T Sun—sat

(5.34)

6srp = UPSun
Msat TSun—sat
where Ps,, is the solar radiation pressure at the satellite’s position, is the satellite’s
coefficient of reflectivity, Ag is the projected area towards the sun, is the mass of the
satellite, and 7g,,,— sqs 1S the vector from the Sun to the satellite. The shadow function, which
determines the fraction of the solar disk visible from the satellite’s position, is denoted as
lo] The solar pressure can be computed based on the solar flux SF at the location of the
satellite, and the speed of light | [106]],
SF

Psyn = — (5.35)
c
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with the solar flux being expressed as a function of the solar constant C'; and the radius of
the Sun Rgy,,

- 47R%

Sun

SF (5.36)
CHAOS does not couple the with the solar cycle. This choice aligns with industry-
standard software such as NASA’s GMAT and Ansys’ STK HPOP, which similarly do not
incorporate solar cycle effects in theirm calculations [[113, (108, [109]. Furthermore, for
nanosatellite missions in[LEO] which are the primary focus of CHAOS, solar radiation pres-
sure typically plays a secondary role in both orbital and attitude dynamics [3,[18]]. Therefore,
the additional computational complexity and cost required to couple solar cycle effects with

SRP calculations was not considered justified for the added accuracy gain.

The Sun’s position relative to the spacecraft is computed with
FSun—sat = ’F;at - FSun' (537)

Two main difficulties are encountered when modelling[SRP} Firstly, accurately determining
the Sun’s position as viewed from the spacecraft is complex. Several approaches are avail-
able for modelling the Sun’s position relative to the spacecraft. Astronomical almanacs,
which typically provide analytical expressions for the Sun’s position as seen from Earth,
offer one solution. The Astronomical Almanac 1992 computes the position of the Sun from
the Earth as [[131]]

cos (Aeer)
Tsun = Tsun | €OS€SIN(Aeg) (5.38)

sin(e) sin(Aey)
with

Tsun = 1.000140612 — 0.016 708 617 cos (M) — 0.000 139589 cos (2M),  (5.39)

Aeet = Aty + 1.914 666 471° sin( M) + 0.019 994 643 sin(2M,), (5.40)
M., = 357.5291092° + 35,999.050 34T, (5.41)
Az, = 280.460° + 36000.771T¢, (5.42)

€ = 23.439291° — 0.013 004 27 .. (5.43)

The mean longitude Ay, , the mean anomaly M, and the ecliptic longitude of the Sun A,
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depend on number of Julian centuries 7, which is computed based on the Julian date J D,

. _ JD—2,451,515
¢ 36, 525

(5.44)

While these are computationally efficient, their validity is limited to finite periods, and they
typically present an accuracy of 0.01°, which would provide a performance below that of oft-

the-shelf tools [106} 3]]. A better method, similar to the Almanac, corresponds to using the

precise ephemerides the [Jet Propulsion Laboratory (JPL) provides [132], where each Keple-

rian element of the celestial objects in the Solar system are expressed as cubic polynomials.
While similar to the Astronomical Almanacs, this method is of higher accuracy [[106]. An
even more accurate method involves directly incorporating the Earth’s propagation around
the Sun within[CHAOS] This approach typically yields the most precise computation of the
Sun’s position relative to the Earth. To minimise the computational cost of evaluating the
Sun’s position, uses the NAIF SPICE software [133}[134]. Developed by NASA,
NAIF SPICE is a robust tool that provides accurate past, present and future ephemerides
for celestial objects, and offers reliable coordinate transformations. By incorporating this
package into the position of the Sun can be obtained with high accuracy. How-
ever, NAIF SPICE only provides the data for up-to roughly 250 years in the future. While
this is typically more than enough, it is a limitation that must be noted. If the simulation
length goes beyond the validity of this routine, then automatically switches to the
equations outlined by the Astronomical Almanac.

-~
SS
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-

Figure 5.3: Ideal conical shadow model.

The second difficulty in modelling the |SRP|is accurately representing the Earth’s shadow.
The simplest models assume a perfectly spherical Earth and compute a conical shadow
through basic geometry, as seen in Figure [135]]. In these models, the is mod-
elled up to the boundary where the spacecraft enters the shadow, where the force function

is turned off (o = 0), creating a discontinuous model. A slightly different approach is the
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Oblate Earth Conical Shadow Model (OECSM), which corrects the conical shadow model
for the Earth’s actual shape by including its oblateness [136]. While this offers improved
accuracy, both the simple conical model and the OECSM suffer from discontinuities at the
shadow boundary. These abrupt changes typically pose challenges for numerical integrators,
potentially introducing errors in the propagation [137]. These simpler models also do not
account for the Earth’s penumbra, the region of partial shadow where the |[SRP|acceleration
gradually diminishes. To address these limitations, implements a more accurate,
continuous model: the Percent Shadow model [138]].

Sun

Sun
>
\

\

(a) Partial eclipse. (b) Total eclipse. (¢) Annular eclipse.

Figure 5.4: Types of eclipse.

The Percent Shadow model calculates the visible proportion of the solar disk as seen from
the spacecraft’s position. This approach allows for a mathematically smooth and continuous
transition through the penumbra. It can also account for cases such as annular eclipses, as
shown in Figure |5.4c| The Percent Shadow model starts by computing the apparent radius
of the Sun and the Earth, with

’ Rgsun
RSun = Sil’l_1 % (545)
“TSun - 7asat”
R, = sin”! ]f)—E (5.46)
[175satl

where are the nominal radii of the Sun and Earth respectively, 7s,,, 7z are their
position vector, and R'Sun, R/, are the apparent radii as seen by the spacecraft. The apparent

separation between the two bodies is computed as

—

_7T (7 _ 7
D’:cos-1< Poat * (Fsun Ts“t)>. (5.47)

rsat”ﬁeat - FSunH

It is then possible to determine the proportion of the Sun disk concealed at the satellite’s
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position. The percent shadow p can be expressed as

p=0, if D" > Rg,, + Ry

) ) ) (5.48)
p=1 iftD <R,—Rg,,.
If the Sun disk is only partially covered, with
|[Rp = Rou| < D' < |Rgy, + Rigl, (5:49)
then A, the area of the Sun disk covered, is computed with
9 a( a w (D —a /
A = Rg,, cos —— | + Ry cos - — D ey (5.50)
RSun RE
D24 RZ —R2
= o 5.51
C1 oD ( )
co=1/R2, —ci (5.52)
This allows [CHAOS|to compute the percent shadow with
Ao
== 5.53
P=RE (5.53)

If the condition | Ry — Rg,,| < D' < |Rg,, + Rp| is not met, then the eclipse is annular,

and the percent shadow is computed with

Ry
= =2 5.54
P=5 2 (5.54)
The shadow function o then becomes
oc=1-—np. (5.55)

CHAOS|therefore has a continuous shadow model that includes the modelling of the penum-
bra.
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Aerodynamic forces

Similarly to the SRP modelling, (CHAOS]| applies aerodynamic forces to each facet of the
spacecraft’s geometry. The acceleration felt by a single facet is computed with [[106, [19]]

- 1 CAA@ 9 Urel

Qgero = — 5 Tpatmvrelm

(5.56)

where m is the satellite’s mass, is the projected area towards the velocity direction,
and v, is the relative velocity between the spacecraft’s orbital velocity and the rotating
atmosphere. The variables and C, are the atmospheric density and the aerodynamic
coefficient, respectively. The relative velocity is computed by accounting for the rotation
of the atmosphere with [[106]]

Upet = [Vsgd — G ¥ (5.57)

where Wg is the angular velocity vector of the Earth, which is taken to also be the angular
velocity of the atmosphere. The mass is a known property of the satellite, leaving the density
and aerodynamic coefficients as unknowns. However, determining the atmospheric density
and the satellite’s aerodynamic coefficients is more challenging. Accurately computing
these variables requires complex modelling techniques, which are discussed in the following

sections.

Density model

In recent years, atmospheric density modelling has seen significant advancements, with
modern and accurate models such as CIRA12 and NRLMSISEO0 becoming available [[139,
140]. These models build upon earlier work, such as the Jacchia-Roberts model and the
US Standard Atmosphere 141, [142]]. However, while the newer models incorporate more
accurate modelling of the physical and chemical processes of the upper atmosphere, they
do not present significantly improved orbital trajectory predictions, especially over long
time periods [[143] [144]. Most standard models account for similar dynamics. They incor-
porate density variations over time, accounting for the interactions between varying levels
of solar radiation and the Earth’s magnetosphere. While the Sun emits radiation across
the entire electromagnetic spectrum, the Earth’s upper atmosphere is particularly sensitive
to emissions at a wavelength of 10.7 cm, corresponding to infrared radiation [[106] [144]].
This radiation plays a crucial role in heating the upper atmosphere and changing its density.

This density variation can be significant, up to two orders of magnitude, leading to severe
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changes in the drag experienced by space objects. The activity of the Sun, especially at that
wavelength, is thus tracked, and represented through the parameter

Vallado and Finkleman suggest that the parameters underlying an atmospheric model, such
as satellite drag coefficient, satellite cross-sectional area and solar activity, are more impor-
tant for accurate trajectory predictions than the choice of density model itself [144]. Then,
correctly implementing the underlying parameters at high fidelity takes priority over im-
plementing a newer model to predict orbital trajectories accurately. Atmospheric density
modelling remains difficult due to challenges in predicting solar and geomagnetic activ-
ities. As a result, most astrodynamics software rely on mathematical methods to predict
solar activity [[145] [146]. Recorded historical data can be used to predict past solar activ-
ity. However, predicting future activity presents several options, each with its downside.
A straightforward approach uses a sinusoidal curve representing the average 11-year solar
cycle [106],

Fior = 145 + 75 c0s(0.001696¢ + 0.35 sin(0.00001695t)) (5.58)

where ¢ is the number of days since the 1st of January 1989.

While simple, this method lacks accuracy as solar cycles are not an exact sine curve, but
typically have varying periods and amplitudes. A more robust approach involves using
predicted data from reputable organisations such as[ESAL [NASAlor [National Oceanic and|
Atmospheric Administration (NOAA] [147, (148, [149]. These organisations use weighted
averaging techniques and specific indicators to extrapolate future activity based on past data.

However, the accuracy of these predictions tends to decrease over time and is typically valid
for up to one solar cycle ahead of time [144]. They are also rarely made for more than 30

to 40 years into the future.

Alternative methods have also been used in the literature. For instance, Oltrogge presents
an approach where data from the past five solar cycles have been collected and mapped
onto an average cycle [[150]. For each simulated day, a solar flux value is randomly selected
from one of the datasets at an equivalent point in its cycle. This method aims to capture the
variability of solar activity while maintaining a realistic overall pattern. Unfortunately, this
method is more computationally intensive and is a discontinuous model, which can lead to
numerical errors. It is also purely based on statistics and ignores any potential indicators of
an extended solar minimum or maximum. The choice of model and approach then depends
on the application’s specific requirements, typically balancing accuracy, computational cost,

and available prediction data.
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The Jacchia-77 atmospheric model was selected for implementation in[CHAOS] Frey et al.
presented a highly accurate interpolation of this model between 100 and 2500 km, achieving
less than 1.5% error from the original tabular values while significantly improving compu-
tational speed — up to 60 times faster than the original implementation [[151]]. This improve-
ment allows for rapid density calculations without significantly sacrificing the accuracy of
the results. The interpolation method employed by Frey et al. divides the atmosphere into
partial regions, each fitted to an exponential model with its base density and scale height.
These exponentials are then summed to create an analytical expression for density as a func-
tion of altitude. This method has been applied to a range of temperatures, allowing for a dy-
namic, temperature-dependent atmosphere model. incorporates the temperature-
dependent model and the required solar activity modelling to provide a comprehensive sim-
ulation environment. The nighttime global exospheric temperature 7;, is computed using
[106]]

T, =379 + 3.24Fy07 + 1.3 (Fio7 — Fio7) (5.59)

where Fg 7 is the solar flux index at 10.7 cm wavelength, and is its 81-day running
average. This temperature corresponds to the average global temperature of the upper at-
mosphere based on solar activity. However, the part of the atmosphere in the sunlight will
be warmer. This is taken into account by the uncorrected exospheric temperature of the

atmosphere T, [106],

Tune =Ty, [1 +0.3 (sin2'2(6’) + [cos**(n) — sin**(6)] cos® (7-6;69)):| (5.60)

799 = LH Agyn — 37 4 6sin (LH Agyy + 43) (5.61)
0 — ”%LQ(SSWH (5.62)
n = M (5.63)

180 =TT — e
LHAg,, — [| TeTg — Tyl'r AFCCOS < el + Tyl ) (5.64)

T | |rers — ryrel] N R AVA s
1 TK
¢,q = arctan (5.65)
! (L= fe)* |\/ri+r2

Ogun = arcsin ( e ) (5.606)

T'Sun

where ff is the flattening of the Earth and r,, r,, 7. are the components of the Sun position

vector 7s,,, While 7,y 7 are the components of the satellite position vector 7.
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CHAOS uses predictions from for solar activity data. When simulations propagate

beyond available predictions, the system switches to a sinusoidal model, as described in

Equation This switching allows [CHAOS|to propagate spacecraft beyond the
predictions. To determine the Sun’s position relative to Earth, 7s,,,,, CHAOS calls the NAIF

SPICE software. The result is a dynamic atmospheric density model within CHAOS, where
solar activity, the Sun’s position relative to the Earth, and the spacecraft’s location all con-

tribute to determining the local atmospheric density at the satellite’s position.

Aerodynamic coefficients

The|VLEO|and [LEO|regimes are characterised by free molecular flow. In other words, the

incoming-to-incoming molecule collisions are far less numerous than the surface-molecule

collisions. The Knudsen number K, indicates this, with

K, = (5.67)

A
L
where ) is the mean free path of the molecules, while L is the characteristic length of the
system. If K, > 10, then the regime is said to be in free molecular flow. Traditionally,

satellites are assumed to have fixed aerodynamic coefficients [3, 19, [106]]. However, these

coefficients can be modelled more accurately using |Gas-Surface Interaction (GSI)| models

in free molecular flow. Several models exist, including classical analytical models
such as the Sentman and Schaaf and Chambre models, which are widely used [[152} [153]].
Other models are also available, broadly categorised into scattering-kernel theory-based and
physical GSI models [[154]].

Scattering-kernel models are kinetic models based on a statistical approach [155] [156].
These models use a scattering kernel to represent the probability of a gas particle’s velocity
changing upon collision with a surface. The kernel models incident and reflected velocity
distributions, allowing for modelling of gas-surface interactions without detailed knowledge
of the underlying physics. This approach is advantageous in situations where the gas is too
rarefied for continuum models to apply, but the full complexity of molecular dynamics simu-
lations is unnecessary. Examples include the Maxwell model, the Nocilla-Hurlbut-Sherman
model, and the Cercignani-Lampis-Lord model, one of the most successful kernel-based
models [[157, 158, [159]].

Physical models use experimental data to describe how surface thermal properties af-
fect gas particle scattering. These models make assumptions about surface electric poten-

tial, morphological structure, and elasticity/stiffness characteristics. Simpler, quasi-one-
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dimensional models are more common than complex two- and three-dimensional lattice
models. While more complex models offer higher accuracy, their increased computational
requirements usually limit their applicability in astrodynamics. Examples include the Hard
Cube model, the Soft Cube model, and the Washboard model [[160, 161 [162].

For [LEO| and [VLEQ] applications, where many uncertainties affect the aerodynamic force

and torque estimations, the added complexity of more advanced models is not justified,

given the various sources of error present [[154]. In the field of astrodynamics, the differ-
ences between existing Free Molecular Flow (FMF) models are typically smaller than the
errors introduced by their fundamental assumptions and modelling requirements. There-
fore, a computationally inexpensive model is chosen, even though it is not the most accu-
rate. For this purpose, CHAOS implements the Sentman model, which is commonly used
for astrodynamics applications. Despite being analytical, the Sentman model produces re-
sults comparable to more modern techniques that demand higher computational resources.
It serves as the standard FMF model for orbital aerodynamics by providing an analytical
approach that minimises computational costs while maintaining a physics-informed theory

of gas-surface interactions.

The Sentman model provides analytical equations for aecrodynamic coefficients of various
shapes under free molecular flow conditions [[152]. These equations are based on several
critical assumptions about molecular behaviour. Primarily, Sentman assumed that the flow
is free molecular, so the Knudsen number exceeds 10. In this scenario, the force expe-
rienced by an object results only from momentum transfer during molecule impacts and
re-emissions. Another crucial assumption in Sentman’s work is that molecules colliding
with the surface are reflected diffusely, i.e., randomly re-emitted according to a Maxwellian
velocity distribution. The Sentman model also ignores the interaction between the incoming
molecules and the molecules that have been re-emitted after impact with a surface. Typi-
cally, this assumption is valid for convex shapes, but not concave geometries. Therefore,

the model can only be used for convex objects.

Initially, the Sentman equations were challenging to apply accurately due to their reliance
on variables with unknown precise values, particularly the re-emitted velocity of molecules.
Moe later extended the formula, expressing the re-emitted velocity as a function of the satel-
lite temperature [[163]]. Moe also made a convenient assumption for astrodynamics applica-
tions by approximating the incoming velocity of molecules to be equal to the spacecraft’s
velocity, which reportedly produces only negligible errors. [CHAOS| applies the Sentman
equations for a one-sided flat plate to each facet of the spacecraft geometry. The equations
are [164]
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[P cos(¥) Ve
Cq= {ﬁ + QZcos(p) + > o (V7 cos(p) + P)} (5.68)
C = {GZ sin(y) + Sm2(80) ;}Te (V7Z cos(y) + P)} (5.69)
sat
P %632 cos? () (5.70)
1
Q=14+G (5.72)
Z =1+ erf(Scos(p)) (5.73)
G — _ UYsat (5.74)
[2RT e
M,
2 T
erf(x) = — [ e ¥ dy (5.75)
T Jo
Upe |2 T,
v B (T ) 579
T Vsat (5.77)
7 3R .

where Cy, C) are the drag and lift coefficients of the spacecraft, [ is the angle between
the velocity vector and the facet’s normal vector, .S is a dimensionless ratio between orbital
velocity and most probable random speed of the molecules, R is the ideal gas constant,
M, is the mean atomic mass of the molecules in the atmosphere, and 7; is the temperature
of the incident molecules. The variable T, is the temperature of the satellite’s surface,
Tunc 1s the temperature of the atmosphere, as expressed in Equation (5.60), and « is the
thermal accommodation coefficient. The function denoted as erf(x) corresponds to the error

function.

In CHAOS, the Sentman model is applied for altitudes above 100 km, which is the limit
of the interpolation of Jacchia-77 atmospheric model. At this altitude, calculations using
the US Standard Atmosphere 1976 indicate a Knudsen number greater than 20, confirming
free molecular flow conditions [[165]. The simulator assumes invariant surface properties
across the satellite and over time, with parameters such as a and 7T, remaining constant.
This assumption is generally reasonable for nanosatellites, which have an operational life-
time too short for significant changes in the surface properties. CHAOS applies the Sentman
equations for drag and lift coefficients to each triangular facet of the spacecraft geometry,
treating each as a flat plate in free molecular flow. This approach is reasonable because

aerodynamic edge effects are negligible in free molecular flow [154,152]. As the Sentman
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model accounts only for momentum transfer between molecules and the surface, the shape
of the flat plate is inconsequential, provided it is not curved. Then, the acceleration experi-
enced by a plate depends on its total area. [CHAOS|therefore has an analytical drag and lift

coefficient model which includes the dependency on the attitude of the spacecraft.

Gravitational perturbations

The gravity potential is modelled with spherical harmonics to model the non-spherical shape
of the Earth [106]]. This approach is the most common formulation in astrodynamics because
it can model the gravity potential in great detail [3) 106, [135]. Due to the inclusion of
the attitude model, the time step required by the integrator is significantly smaller than the
time step for the orbital models. Including orbital semi-analytical models would then not
have improved the runtime, and thus, a fully numerical expression is used. The potential is

expressed as

Tsat Tsat

n=2 m=0

U — [E [1 . Z‘” ()n Z (Crm c08(mA) + Sy sin(m)) P, (cos(o)) | (5.78)

where ¢, A are the geocentric latitude and longitude respectively, and r,; is the norm of the
position vector. The parameters C',,,,, S, are the spherical harmonics coefficients provided
by a model of choice, and P,,, (cos(¢)) are the associated Legendre polynomials. From a

gravity potential, the perturbing acceleration is obtained in the body-fixed frame with
Ageo = —VU. (5.79)

Expanding this leads to the following expressions [[106],

1 oU . oU 1 oU -
G =1 T2 . e T"”_{ 2 2_}Ty_@ ’ (5.80)
Tsat Osat T3/ T2 + 12 09 T2 412 O o
[ 1 oU r, oU ] 1 oU KETy
aj: _— - 5 7 AL Ty — B 2 Oy Ty — 3 (581)
Tsat OTsat 12,41/ T2 + rl 0¢ T2+ 12 O\ S
1 oU T2 upr,
g . - ==, 5.82
ak T'sat ar'ﬂsatr + Tgat Tgat ( )

where 7., r,, r, are the components of the position vector 7, also expressed in the body-

fixed frame. The derivatives of the potential are taken with respect to the satellite’s position
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in spherical coordinates, and are

o 2, ; W;) <7’sat) (n + 1) P (Chp cos(mA) 4 Sy, sin(m)), (5.83)
OU _ s BE N (B, ot = mtan() Pam) (Com €08(mA) + Sy sin(m\)),
a¢ Tsat n=2 m=0 Tsat '

(5.84)
U _ pr g P (S €08(mA) — Chyy sin(m)). (5.85)
8)\ T'sat =2 m—0 T'sat

The associated Legendre polynomials P, can be calculated using the recursive formulae
[106]

P,o= % (2(n —1)sin(¢)Pr—10 — (n — 1) Py_2yp) n>2
Pom = Poom~+ (2n—1)cos(¢)Py_1m-1,m#0 m<n (5.86)
P,n=(2n—1)cos(¢)Pr—1n-1

with initial values of

Pyo = 1, (5.87)
Pl’(] = sin(¢), (588)
Py, = cos(¢). (5.89)

While the theory for spherical harmonics is well-established, its application relies on the
experimentally-determined coefficients C,,,,, S,,. Several models have been developed
to provide these coefficients. The [GRACE Gravity Model (GGM)| is based on data gath-
ered over 14 months of the |Gravity Recovery and Climate Experiment (GRACE) mission

[L66]. This model includes the Earth’s gravitational field and incorporates oceanic currents
and topography. The GGM provides coefficients for harmonic expansion up to degree and
order 160, offering a comprehensive model of Earth’s gravity field. The Earth Gravita-
tional Model 2008 (EGM2008) is considered the most comprehensive gravity model to date
[167,[168]. It provides coefficients up to a degree and order of 2156. EGM2008 combines
GRACE mission data with altimetry, topological, and marine gravitational data, resulting
in a highly detailed and accurate model of Earth’s gravitational field. The GOCE (Grav-
ity field and steady-state Ocean Circulation Explorer) model, which offers coefficients up
to a degree and order of 200, is newer than EGM2008. It provides better resolution over
parts of the Earth that are less frequently covered by other missions, such as South Amer-

ica, Africa, and Antarctica, although this improvement is only present at a high degree and
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order. However, the EGM2008 model remains the most precise model, even at low orders
[168,169]. Therefore, CHAOS|implements spherical harmonics with the coefficients from
the EGM2008 model. To obtain the orientation of the Earth at any given time, the NAIF
SPICE software is used. The kernels used are summarised in Table [5.11

N-body perturbations

CHAOS|models the gravitational influence of the Sun and the Moon with [3} [106]

- 7:'Lfsat FE’fL FSunfsat 7;)EfS'un
@ Luni—Solar = Gy, ( 3 - 3 + GMsun 3 - 3 (590)
Tl —sat "E—L Sun—sat TE—_Sun
where Gm, and Gmg,, are the gravitational parameters of the Moon and Sun, respectively.

The vectors 7'g_ 1, and 7'g_ g, are the positions of the Moon and the Sun relative to the Earth.

The main challenge lies in accurately computing the positions of the Sun and Moon. As dis-
cussed in Section various methods exist for modelling the Sun’s position. Similar ap-
proaches can be applied for the Moon. The Astronomical Almanac provides a low-accuracy,
analytical option for obtaining the lunar position vector. The position of the Moon relative
to the Earth is computed with [[131]]

cos(¢) cos(A)
FE—L = TMoon | COs(€) cos(¢) sin(\) — sin(e) sin(¢) (5.91)
sin(e) cos(¢) sin(A) + cos(e) sin(¢)

where

X9 = 218.32 + 481267.8813T + 6.29 sin (134.9 + 477198.85T)
— 1.27sin (259.2 — 413335.387¢) + 0.66 sin (235.7 + 890534.237T)

+0.215in(269.9 + 954397.7T¢) — 0.19sin(357.5 + 35999.05T¢) 92
— 0.11sin(186.6 + 966404.05T¢)

¢ = 5.135in(93.3 + 483202.037¢) + 0.28 5in(228.2 + 96040().87Tc)7 (5.93)
— 0.285in(318.3 + 6003.187T¢) — 0.17sin(217.6 — 407332.207¢)

¢’ = 23.439291 — 0.0130042T — 1.64 x 107 T2 + 5.04 x 107"T3. (5.94)

The variable Tt is the number of Julian centuries, computed with Equation (5.44)) and allows
the ecliptic latitude ¢?*9 and ecliptic longitude A% to be computed in degrees. The distance
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to the moon is found with

1
T'moon = T 757
sin(P)
P9 = (.9508 4+ 0.0518 cos(134.9 + 477198.85T¢)
+ 0.0095 cos(259.2 — 413335.387¢) + 0.0078 cos(235.7 4+ 890534.23T¢) (5.96)

+ 0.0028 c0s(269.9 + 954397.71¢).

(5.95)

CHAOS|provides higher accuracy by utilising the NAIF SPICE software using the DE440
kernel [170]. This tool offers highly precise ephemerides for celestial bodies, including
the Moon and Sun. To ensure continuous simulation capabilities, CHAOS] is designed to

automatically switch to the Almanac calculations if the simulation period extends beyond
NAIF SPICE’s validity range.

Thrust modelling

provides a high-fidelity model which accounts for the pulsed nature of the
thrusters and incorporates statistical variations to provide a more realistic representation of
thruster performance. A pixel generates a thrust value at each pulse according to a Gaussian
distribution centred on a nominal thrust 7},,,,:.. With a standard deviation o4 of 10% [[171,
172]]. This value might be validated or changed based on the results of the investigation of
the concurrent team developing the As their work progresses, the underlying physical
principle used to model the thrust might also be updated. If the pixel fires for a firing time
ts at a high pulse frequency f,, the average thrust generated will be close to the nominal
value. Due to the Central Limit Theorem (CLT), the standard deviation o< of the average

thrust calculated over a firing time ¢ is computed with [173]

OCLT = (597)
VT
where n), is the number of pulses fired over ¢y,
np = fpts. (5.98)

CHAOS]|uses this distribution of the thrust variation to model the average thrust generated
when a pixel fires at a high frequency.

To accurately represent the grid, CHAOS accepts the coordinates of every pixel com-

posing the thruster as an input. This approach ensures that the thrust vector is correctly
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associated with each ignited pixel and is used to compute the spacecraft’s acceleration and
torque. The thruster modelling is intentionally decoupled from the STL geometric mod-
elling, reflecting the different requirements of these systems. Due to their simple shapes,
most satellites can be adequately represented using a relatively small number of STL triangle
facets. At the same time, a[DpPS]|system typically comprises many individual thrusters dis-
tributed across the spacecraft. This decoupled approach also provides modularity, allowing
for potential future modifications to the geometry modelling system without affecting the
thruster representation. CHAOS uses the spacecraft’s attitude to rotate the acceleration vec-
tor as it must be expressed into the inertial frame. This model also tracks fuel consumption
for the individual pixels. Each pixel is assigned a fuel value, allowing CHAOS to monitor
fuel usage across the entire thruster system. CHAOS assumes a constant fuel consumption

rate throughout the simulation, governed by [101]]
my = B, —. (5.99)

The variable 7v is the fuel mass erosion rate, £, 1s a material-based erosion constant, P is
the average operational power, and V; is the plasma discharge voltage. As fuel is consumed,

the spacecraft’s mass is continuously updated to reflect this change.



Dynamics

Technique

Model

Note

Orbital motion
Attitude motion

SRP

Drag/lift

Gravitational

N-body

Thrust

Gauss Planetary Equations (numer-
ical)

Euler’s Equation, quaternion kine-
matics (numerical)

Facets modelling (numerical)

Facets modelling (numerical)

Spherical harmonics (numerical)

Point-mass gravity (numerical)

Attitude-coupled, attached to a
pixel on satellite (numerical)

Modified Equinoctial ele-
ments

NAIF  SPICE, Percent

shadow, STL model

Temperature-dependent
Jacchia-77  interpolation,
Sentman, STL model

EGM2008, NAIF SPICE

NAIF SPICE

DE440 for ephemerides.
Switches to Astronomical
Almanac if epoch out of
kernel scope

Kernels: earth_itrf93,
earth 000101 230102 221009,
earth 200101 990628 pre-
dict

Kernels: PCKO00010,
NAIF0012, DE440.
Switches to Astronomi-

cal Almanac if epoch out of
kernel scope.

Thrust magnitude randomly
generated according to a
Gaussian distribution. Con-
stant fuel consumption rate.

Table 5.1: Summary of the models and techniques used in[CHAOS

AOIDJNUIS 11QA(0) pUv apniiy A1japif-y3ipy aarsuayaiduio)) ¢ 123dvy)
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5.4 Validation

A multi-layered validation approach was employed to ensure the reliability of CHAOS. All
models, including those for orbital and attitude dynamics, were validated in smaller por-
tions. This approach allowed for the identification and correction of errors at the compo-
nent level. At each step, smaller validation against either existing literature, expectations
based on easier computations, such as simplified analytical solutions, or simple test cases
to “sanity check” the code was performed. This iterative approach provided confidence
in the accuracy and robustness of the individual components before they were integrated
into CHAOS. However, for brevity, the thesis only presents the final validation compar-
ing CHAOS to two industry-standard propagators. CHAOS is compared against NASA[s
[GMAT] and [AGI STK['s [High-Precision Orbital Propagator (HPOP)| This comparison al-
lowed us to verify the accuracy of CHAOS in simulating orbital dynamics, including nat-

ural perturbations. STK’s capabilities in modelling torque-free motion were also used to
validate[CHAOSJ's attitude dynamics simulations. The validation approach is indeed suffi-
cient because CHAOS’s additional capabilities primarily stem from combining established
techniques rather than introducing fundamentally new models. While CHAOS does differ
from the capabilities of individual packages like GMAT and HPOP, it does so by integrat-
ing standard orbital and attitude modelling techniques that are already well-validated. The
main difference lies in how these techniques are coupled and in adding a customisable thrust
modelling. Since the underlying physics and mathematical models remain consistent with
industry standards, the comparison against established software packages, combined with
the component-level validation strategy, provides adequate verification of CHAOS’s imple-
mentation. The results were further compared to literature in the field to validate the attitude
modelling under environmental perturbations. The following sections of this thesis present

these validation efforts.

Orbital validation

The orbital validation uses a 1 U CubeSat propagated over 400 days, corresponding to roughly
4800 revolutions, in a specific[LEO]orbit, as described in Table[5.2] This particular orbit was
selected from Curtis [3]], which provides a qualitative description of spacecraft behaviour
under various perturbations in this orbit, offering an additional reference point for the vali-
dation. A 1U CubeSat was simulated in CHAOS, HPOP and GMAT using the data in Table
For the validation, CHAOS was configured to output data at time steps matching those
of HPOP and GMAT, respectively. This approach allows for an accurate individual assess-
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Orbit data Value

Semi-major axis 8059 km
Eccentricity 0.17136

Inclination 28°

Right Ascension 45°

Argument of perigee 30°

True anomaly 0°

Start epoch Ist July 2007 (noon)

Table 5.2: orbit taken from Curtis for the validation of [CHAOS|[3]].

ment of the performance of CHAOS against both GMAT and HPOP. Any deviations and

error growth over time can be quantified by comparing the state vectors at each time step.

Plots of the error growth in each Keplerian element over the 400-day simulation period are
now presented. This analysis quantifies CHAOS’s accuracy and ability to accurately model
various orbital perturbations over moderately long periods of time. The plots will present

the percent error in the semi-major axis and eccentricity according to

|Eref - ECHAOS'

Eop = x 100 (5.100)

|Ecraos]
where E,.; is the value of eccentricity or semi-major axis of the reference software, and
Ecraos is the corresponding value in CHAOS at a given time step. The remaining Keple-
rian elements represent angles, and thus, the smallest angle between two points is given in

degrees, for each time step.

Property Value
Mass 1.33 kg
Dimensions 10 x 10 x 10 cm
Fixed area (GMAT & HPOP only) 0.015 m?

T
Initial attitude quaternion (CHAOS only) <0.5 0.5 0.5 0.5)

Table 5.3: 1U CubeSat properties for validation.

Keplerian motion

The two-body problem in Keplerian motion allows for exact analytical solutions, providing
an accurate starting point for the validation. The results from CHAOS, [HPOP| and [GMAT
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are compared against these analytical predictions. For additional perspective, the compar-
ison also includes results from REBOUND, a high-accuracy planetary collision software
[174]. Figure shows the evolution of Keplerian elements over 400 days for all four

_ 1074
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Figure 5.5: Error in keplerian elements variation over 400 days in a Keplerian orbit for

CHAOS, HPOP, GMAT and REBOUND relative to the analytical solution. In the first

five plots, CHAOS is not visible on the logarithmic scale as its error is too low. Due to

fast oscillations, the lines can appear as solid blocks which are overlapping as the different
propagators present similar behaviour.

software. CHAOS demonstrates high accuracy, with errors too low to appear on the log-
arithmic plot for the first five elements. REBOUND shows errors around 10~ for semi-
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major axis, eccentricity, and and 10~ for inclination and CHAOS outper-
forms REBOUND in all elements except true anomaly, where its error grows secularly to
10~°. GMAT and HPOP’s performances are close to each other, with errors around 10~7 for
semi-major axis, eccentricity, and[AOP] The error for the inclination and RAAN approaches
1072, while the True Anomaly error grows to 1072, GMAT and HPOP show more substan-
tial error growth across all elements compared to REBOUND and CHAOS, which maintain

errors that are two orders of magnitude lower on average.

The GMAT and HPOP results for the semi-major axis, eccentricity, and argument of pe-
riapsis show an apparent offset. At the same time, errors in inclination, RAAN, and true
anomaly exhibit secular growth. It was verified that the discrepancies did not come from an
error in the initial conditions. Instead, GMAT and HPOP propagate orbital motion using the
Cartesian formulation and internally convert the initial Keplerian elements to Cartesian state
vectors, potentially losing accuracy. REBOUND, which uses Cartesian state vectors as ini-

tial conditions and integrates them directly, does not exhibit this issue. Figure [5.6 presents

107 1

Orbital energy [%]

Figure 5.6: Orbital energy variation over 400 days in a Keplerian orbit for CHAOS, HPOP,
GMAT and REBOUND.

the variation in orbital energy relative to the initial orbital energy, computed analytically. In
a Keplerian orbit with no perturbations, the orbit remains fundamentally unchanged, with
the only variable being the True Anomaly representing the satellite’s position along its orbit.
Using Modified Equinoctial elements in CHAOS, all derivatives (except True Anomaly) be-
come zero during numerical integration. This approach ensures the numerical integration
produces very low errors, which would grow extremely slowly—only over multiple years.
The observed errors do not stem from the numerical integration scheme, but from comput-
ers’ finite precision in representing real numbers. These finite precision errors are random
and normally distributed around their nominal value. The plot again shows an offset for
GMAT and HPOP, whose results are superimposed. Over the 400 days, CHAOS maintains
a relatively constant error of 10713, while REBOUND’s error begins to grow. Although
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HPOP and GMAT show higher errors, they remain very close to the analytical solution,
with deviations around 10~7. These results do not invalidate GMAT and HPOP as refer-
ence tools. Instead, they demonstrate that CHAOS and REBOUND outperform them in a
Keplerian environment. This validation shows that the equations of motion are correctly

implemented and accurately propagate Keplerian orbits.

Gravitational perturbations

The orbit propagation under gravitational perturbations using GMAT and HPOP is com-
pared to CHAOS. All three utilise the EGM2008 model, set to a degree and order of 36.
Figure |5.7| plots the error between CHAOS and GMAT and between CHAOS and HPOP.
It is important to note that GMAT employed older versions of NAIF SPICE kernels. For
validation purposes, CHAOS matched the kernels used by GMAT. For planetary constants,
GMAT uses the PCK0008 kernel. GMAT’s Earth orientation binary kernel was renamed,
making its version unclear. It was thus taken from GMAT’s installation folder and used
on CHAOS for the validation. Outside of the validation, CHAOS uses the most up-to-date
available version of the kernels, employing the PCK00011 kernel for planetary constants.
Although[AGI STK]includes NAIF SPICE within its packages, it remains uncertain whether
HPOP uses it to obtain Earth orientation and planetary constant data. Relative to GMAT,
CHAOS demonstrates an error of approximately 10~ for the semi-major axis, inclination,

IRAAN| and |AOP| The eccentricity error grows to 1073, while the True Anomaly error in-

creases to 107!, CHAOS matches the HPOP results more closely, showing errors around
10~° for the semi-major axis, inclination, RAAN, and AOP. The eccentricity error rises to
1075, and the True Anomaly error reaches 1072, Given that the semi-major axis and ec-
centricity errors are expressed as percentages, and the other elements are in degrees, these
values indicate good agreement between CHAOS and the reference software. The error
growth trend is predominantly linear, allowing for estimating errors in long-term simula-
tions. The most significant percentage error is in the eccentricity, relative to GMAT, at
1073 after 400 days. Over 100 years, this error would reach approximately 0.09%. The
largest angular error is in the true anomaly, relative to GMAT, at 10~!, which would re-
sult in an error of about 9.1 degrees after 100 years. Excluding the true anomaly, the most
substantial angular error is in the AOP, at 10~%, leading to an error of roughly 0.009 de-
grees after 100 years. These results suggest that CHAOS propagates the orbit accurately,
although the position along the trajectory is less precise. This discrepancy in the position
is likely due to the difference in equations of motion and the specifics of the integration
scheme chosen. However, the overall errors are relatively small. This analysis, therefore,
shows thatCHAOS|models gravitational perturbations to a similar accuracy as the reference
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Figure 5.7: Keplerian elements error of CHAOS relative to HPOP and GMAT over 400
days under gravitational perturbations. Due to fast oscillations, the lines can appear as solid
blocks which are overlapping as the different propagators present similar behaviour.

software and that their influence on orbital dynamics is correctly represented.

Luni-solar perturbations

The Luni-solar perturbations in CHAOS are validated against GMAT and HPOP. For valida-
tion purposes, CHAOS matched GMAT’s use of the DE405 kernel for planetary ephemerides.
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Figure 5.8: Keplerian elements error of CHAOS relative to HPOP and GMAT over 400
days under Luni-Solar perturbations. Due to fast oscillations, the lines can appear as solid
blocks which are overlapping as the different propagators present similar behaviour.

Outside the validation, I updated CHAOS to utilise the most modern kernel, DE440. Again,
although STK includes NAIF SPICE within its packages, whether HPOP employs it for
planetary ephemerides is not explicitly stated. HPOP provides an option to include the time
required for light to travel from the Sun to the satellite’s position. This option changes the
Sun’s apparent direction, delaying it by 8 minutes from its actual position. This feature is

not incorporated in CHAOS and thus was deactivated in HPOP for validation.
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The performance of HPOP and GMAT relative to CHAOS, shown in Figure is simi-
lar for Luni-solar perturbations. The error in the semi-major axis, inclination, RAAN, and
AOP oscillates around 10~7. Equally, the True Anomaly error grows to 102 after 400
days. Results differ slightly in eccentricity, where CHAOS aligns more closely with HPOP
than GMAT, showing errors of approximately 10~ and 107%, respectively. The oscilla-
tions relative to GMAT are due to the period of the Moon. These are less visible in STK,
likely because the mathematical routine modelling the ephemeris is closer to the one used
in CHAOS. The error growth shows a linear trend, allowing the approximation of the error
for long-term simulations. The largest percentage of error is observed between CHAOS and
GMAT in eccentricity at 107%%. After 100 years, this error would reach about 9x10~°%.
The most significant angular error is in the True Anomaly, at 1073 after 400 days, which
would result in an error of approximately 0.09 degrees after 100 years. Excluding the True
Anomaly, the greatest angular error is 10~7 for the AOP, leading to an error of roughly
9% 1075 degrees after 100 years. These results indicate that while the orbit is accurately
propagated, the spacecraft’s location along the trajectory is less precise. Again, this dis-
crepancy can be attributed to slight variations in the models used and the integration scheme
chosen. This validation shows that CHAOS correctly models the gravitational effects of the

Sun and Moon and demonstrates good agreement with the chosen reference software.

Solar radiation pressure

The modelling in CHAOS is compared with GMAT and HPOP. When compared to
GMAT, CHAOS matched its NAIF SPICE kernel (DE405), although it uses the most up-
to-date version (DE440) otherwise. GMAT uses a fixed solar constant that differs from
the one provided by Vallado, which was initially used in CHAOS. GMAT employs a Cj, of
3.844405613 x 10?6 W, while Vallado uses 3.823x10%° W . CHAOS was then updated to use
the constant defined by GMAT permanently. GMAT also computes the direction of the SRP
from the Sun to the central body, the Earth, meaning the vector s, s becomes sy, g and
does not vary with the actual position of the spacecraft. These changes were implemented
in CHAOS for validation purposes when compared to GMAT. Otherwise, CHAOS uses
T'sun—sat Which changes the direction of the SRP to account for the spacecraft’s position.
The equivalent information was not readily available for HPOP, so no changes were made

for that comparison.

Figure[5.9|plots the error for all Keplerian elements. CHAOS computes the semi-major axis,
inclination, and RAAN relative to HPOP with an error of 1075, The eccentricity and AOP
are computed with an error of 10~°, while the True Anomaly error grows to 10~ over 400
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Figure 5.9: Keplerian elements error of CHAOS relative to HPOP and GMAT over 400
days under solar radiation pressure perturbations. Due to fast oscillations, the lines can
appear as solid blocks which are overlapping as the different propagators present similar

behaviour.

days. In this validation, CHAOS performs more closely to GMAT. The semi-major axis,

eccentricity, and AOP have errors at 10~7, while the inclination and RAAN errors are around

107°. The True Anomaly error grows to 1073, Although the errors exhibit some periodic

changes, they mostly grow linearly, allowing for estimating errors in long-term simulations.

The largest percentage error is in the eccentricity, relative to HPOP, with an error of 1075,
This is due to the difference in the modelling of the Additionally, GMAT and STK



Chapter 5 Comprehensive High-fidelity Attitude and Orbit Simulator Kash Saddul 83

were found to use different solar constant than given by standard textbooks [106,[113]]. After
100 years, this error would become 9x 10~%. The most significant angular error is in the
true anomaly, measured against HPOP, reaching 10~!. After 100 years, this error would
grow to 9.1 degrees. Excluding the true anomaly, the greatest angular error is in the AOP
at 1075, which would result in an error of 9x10~* degrees after 100 years. As seen in
previous comparisons, the error in True Anomaly grows rapidly and is poorly predictable,
while the orbit itself is propagated much more accurately. This validation demonstrates that
CHAOS’s model of the SRP is in good agreement with both GMAT and HPOP.

Aerodynamic drag

Aerodynamic drag modelling in CHAOS is compared to GMAT and HPOP. The analy-
sis shows more significant errors due to differences in atmospheric models and underly-
ing parameters. CHAOS does not model geomagnetic activity, while GMAT and HPOP
do. GMAT and HPOP also employ the Jacchia-Roberts 1960 atmospheric model, whereas
CHAOS utilises a fast interpolation over the Jacchia 1977 atmospheric model. Given the
difficulty in predicting aerodynamic forces, significant differences between the models are

expected, although the overall qualitative behaviour should remain similar.

Figure shows the evolution of errors in all Keplerian elements. Relative to HPOP, the
errors in the semi-major axis and eccentricity grow above 10~!. The inclination and
errors increase to 1072, while theerror reaches 1073, The True Anomaly error grows
significantly, exceeding 10!, with periodic oscillations indicating that CHAOS is many rev-
olutions offset from the HPOP results. Compared to GMAT, the errors are lower. The
semi-major axis, eccentricity, and errors grow to 1072, while inclination and RAAN
errors reach 10~* after 400 days. The True Anomaly error relative to GMAT also exceeds
10'. Again, these substantial differences are attributed to the varying underlying models.
Given these discrepancies, a “point-by-point” comparison is less meaningful. Instead, the
overall effect of CHAOS’s atmospheric model is investigated by comparing the natural de-
cay times of a 1U CubeSat between CHAOS, HPOP, and GMAT. The results, shown in
Figure demonstrate that CHAOS provides decay times close to GMAT’s estimation.
Notably, the error between the two reference software packages is more significant than be-
tween GMAT and CHAOS. This comparison indicates that the atmospheric model within

CHAOS is correctly implemented and properly influences orbital dynamics.

Overall, the key finding is that the error between CHAOS and either reference software is

consistently lower than the error observed between GMAT and HPOP, for all force models.
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Figure 5.10: Keplerian elements error of CHAOS relative to HPOP and GMAT over 400
days under aerodynamic perturbations.

Given this result, the orbital equations of motion and force models implemented in CHAOS
are successfully validated.
Attitude validation

The attitude modelling of CHAOS is compared to STK’s Attitude simulator for torque-free
motion validation [[175]. As the torques in CHAOS are derived from the same model as
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Figure 5.11: Decay times between simulators using the Jacchia-Roberts and Jacchia-77
atmospheric models.

the orbital perturbations, the orbital validation effectively demonstrates their correct imple-
mentation. To ensure thorough validation, the behaviour of a CubeSat under aerodynamic
stabilisation was analysed. It is a practical, useful test case to evaluate CHAOS’s ability to
model more complex attitude dynamics scenarios.

Torque-free motion

Attitude data Value

T
Initial attitude quaternion <0.5 0.5 0.5 O.5>

T
Initial angular velocity vec- <0.01 0.1 0> rad/s
tor
0.00182

SLUCUBE-2 inertia matrix 0.00185 kg - m?
(frame centred on Cube- 0.00220

Sat’s centre of mass)

Table 5.4: Initial conditions for validation of torque-free motion.

CHAOSJ's attitude modelling capabilities are validated against STK using a realistic simu-
lation of a 1U CubeSat, specifically the SLUCUBE-2 [77]. Table 5.4 presents the parame-
ters used for this comparison. SLUCUBE-2 was selected due to its non-ideal inertia matrix,

which provides a more complex and realistic test case. Nutations were introduced by adding
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a destabilising rotation around the unstable axis, which is defined as the axis with the in-

termediate value in the inertia matrix. The spacecraft was simulated for 25 hours with an

T
initial angular velocity of (0.01 0.1 O) rad/s, corresponding to 1375 rotations in a day.
The primary metric for comparison is the quaternion error, which indicates the error in the

le-7
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0.8
0.6

04-

Quaternion error [-]
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0.0

0 5 10 15 20 25
Time [hours]

Figure 5.12: Error between CHAOS and STK quaternion in torque-free motion.

spacecraft’s pointing. This error is computed using
¢ = | @srx — Goraosl|- (5.101)

Figure shows the error evolution and reveals that the quaternion error grows linearly
and remains low relative to STK, demonstrating the correct implementation of quaternion
propagation in CHAOS relative to the reference software. Assuming the error growth re-
mains linear, after 400 days, the error in the quaternion would reach 10~°, which remains

low. The error in the angular velocity vector was also examined, with
We = ||dstr — demaos||- (5.102)

The error is shown in Figure The difference between CHAOS and STK in this aspect
also remains low and demonstrates a linear trend. Again, assuming the error growth remains
linear, after 400 days, the error in the angular velocity would reach 10~ rad/s, which re-
mains low. The low and predictable error growth in both quaternion and angular velocity
calculations show the correct implementation of the attitude equations of motion in CHAOS

relative to STK.
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Figure 5.13: Error between CHAOS and STK angular velocity vector in torque-free motion.

Aerodynamic stabilisation

Figure 5.14: A 3U CubeSat with deployable panels arranged in a shuttlecock configuration
for passive aerodynamic stabilisation.

The behaviour of attitude dynamics under complex torques in CHAOS is validated by testing
the mechanics of passive aerodynamic stabilisation. The test uses a 3U CubeSat with de-
ployable panels arranged in a shuttlecock configuration, as illustrated in Figure These

panels are set at a 45-degree angle relative to the CubeSat’s centreline.

The 3U CubeSat was simulated at 250 km, 400 km, and 1000 km to examine stabilisation
performance across varying atmospheric densities. This approach is supported by previ-
ous research [79, 180, [176]], which suggests that the settling time should increase as altitude
increases and drag forces decrease. At sufficiently high altitudes, where atmospheric drag
becomes negligible, acrodynamic stabilisation should not be achieved. Figure|5.15|presents

the angles between the body-fixed axes and the local velocity direction of the satellite. The
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plot shows the stabilisation process at different altitudes. At 250 km, the spacecraft achieves
passive stabilisation within 10 hours and then successfully tracks the velocity direction,
while at 500 km, stabilisation is achieved after approximately 40 hours. At 1000 km, no
aerodynamic stabilisation is achieved. These outcomes demonstrate the correct implemen-
tation of torque modelling in CHAOS. The software captures spacecraft attitude and torque

interactions and reproduces the expected passive aerodynamic stabilisation.

5.5 Code structure

CHAOS uses Object-Oriented Programming principles to create a robust and modular code.
The architecture is designed to implement each physical component, including satellites,
sensors, and thrusters, as a distinct class with its own specific properties. For instance, the
satellite class maintains properties such as orbital and attitude states. Similarly, perturba-
tion effects are implemented as separate instances, each containing relevant constants and
holding functions to call dependent models, such as celestial object ephemeris or solar cycle
activity. CHAOS coordinates the interactions between the classes and an integration scheme
by gathering necessary data from various objects for integration purposes and invoking per-
turbation functions at each integration step, as shown in Figure During this process,
the system continuously updates the state of all objects, including parameters such as the
satellite’s orbital and attitude state, sensor bias values, and fuel distribution across pixels.
The code is currently written in Python, and a 400 days simulation, with all perturbations

on, takes approximately 100 minutes.
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Figure 5.15:
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5.6 Conclusion

This section has described the models used in CHAOS to provide 6-DOF spacecraft mod-
elling. CHAOS utilises the Gauss Planetary Equations for orbital propagation using Modi-
fied Equinoctial elements, while attitude propagation is accomplished through Euler’s equa-
tion and quaternion kinematics. CHAOS reads STL files to obtain detailed shape informa-
tion of a spacecraft. A more accurate representation of how a spacecraft interacts with its
environment is achieved by applying force models to each facet. The software models[SRP]
and uses the NAIF SPICE software to determine the position of the Earth relative to the Sun.
CHAOS includes the same shadow model as GMAT, the Percent Shadow model, which
provides the visible fraction of the solar disk from the spacecraft’s position. The simula-
tion environment computes atmospheric density through an interpolation of the Jacchia-77
atmospheric model. A temperature-dependent atmosphere is represented using the uncor-
rected exospheric temperature to compute the density at a given position and time. This at-
mospheric density is then used in the Sentman model for Gas-Surface interactions, allowing
CHAOS to compute the spacecraft’s lift and drag coefficients based on its attitude. CHAOS
employs spherical harmonics, using coefficients from the EGM2008 model to represent the
Earth’s non-spherical shape. The perturbing accelerations induced by the presence of the
Moon and Sun are included, with NAIF SPICE used to determine their positions relative to
the Earth. The exact attitude of the spacecraft determines the direction in which thrust acts.
These models were validated by comparing CHAOS to two reference software packages,
GMAT and HPOP. The validation was performed individually for each force model, and
CHAOS demonstrated good overall agreement with the reference software. While it does
not guarantee the lack of errors, it shows that CHAOS does not produce significant errors

relative to our reference tools.



Application: CubeSat post-mission dis-

posal

The contents of this chapter have been published as Saddul et al in Acta Astronautica [177]],
presented at the International Astronautical Congres 2022 [[178], and form part of a group
project delivered to ESA’s Innovative Propulsion System for CubeSats and MicroSats scheme
[36]]. This chapter examines how the can be used to increase the operational ceiling
of nanosatellites, as originally proposed by Min Kwan et al. [[179]. I present the oper-
ation of the CubeSat De-orbiting All-Printed Propulsion System (Cube-de-ALPS), a spe-
cialised version of the which is being developed at the University of Southampton
in collaboration with the European Space Agency to provide robust de-orbiting capability
to sub-3U CubeSats. It comprises a flexible substrate on which coplanar arrays of vacuum
arc micro-thrusters (micro-VAT) are printed alongside small supporting electronic subsys-
tems. In particular, the focus is on the application of a Cube-de-ALPS End-Of-Life disposal
to HUMSAT-D, an under-actuated 1U CubeSat with uncontrolled spin. In this scenario, a
Faraday cup will provide coarse angle-of-attack estimates and trigger a single micro-VAT to
ignite every time it points toward the forward velocity vector. Orbital lifetime estimates for
different fuel materials, configurations, and operational modes are estimated using simpli-
fied dynamics and analytical thrust averaging. These results are compared to high-fidelity
numerical simulations using[CHAOS|to confirm the viability of the concept and confirm that
Cube-de-ALPS can de-orbit CubeSats from 1400 km. The analysis and results presented in
this chapter are my own work, whilst the thruster itself is being developed by a concurrent

team at the University of Southampton.

92
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6.1 CubeSat de-orbiting All-Printed Propulsion System

As part of ESA’s Innovative Propulsion System for CubeSats and MicroSats, the
concept has been specialised into a more detailed design at the University of Southampton
[36]. The fully-printed, flat system can be placed on one or multiple sides of a 1U CubeSat
and will provide thrusting capabilities. The thruster system still consists of multiple arrays
of pixels that can generate, one at a time, a thrust level in the micro-Newtons with a 1.5
W power requirement on the bus. Nominally, it is arranged in a 10x10 grid to provide 100
micro-VATs, and its theoretical fuel capacity provides it with one year of firing time. The
developed system is aimed to fit within a 0.2U volume and weighs up to 250 g including up

to 100 g of propellant.

This specialised version of the is called the CubeSat De-orbiting All-printed Propul-

sion System (Cube-de-ALPSJ), a system designed to provide post-mission disposal capaci-

ties to sub-3U CubeSats. The system operates under the assumption that the host CubeSat is
under-actuated and that|{Cube-de-ALPS|does not control its pointing. Thus, |(Cube-de-ALPS|
will fire whenever its micro-thrusters point anywhere in the velocity direction, which relaxes
the need for precise attitude determination and control. In addition to the VAT,
[ALPS includes all required attitude-sensing devices, as well as a control law for disposal

and attitude maintenance.

A potential alternative approach to spacecraft de-orbiting uses orbital eccentricity to en-
hance exposure to atmospheric drag effects. By firing thrusters to increase the eccentricity,
the spacecraft’s perigee altitude is decreased, forcing it to pass through regions of higher
atmospheric density during each orbit. This exposure to denser atmospheric layers subjects
the spacecraft to increased drag forces, which gradually circularise the orbit at progres-
sively lower altitudes. This process continues until the spacecraft encounters sufficient at-
mospheric density to cause re-entry. This technique was thoroughly investigated by Lucking
et al. [[103} 1104, [105 180], who examined its implementation through the Ikaros mission.
Their research investigated a solar sail equipped with electrochromic control capabilities
to achieve accelerated de-orbiting. The electrochromic control system, which is detailed
in Chapter 3, allows for precise modulation of the solar radiation pressure effects on the
spacecraft. However, while this approach demonstrates considerable promise for larger
spacecraft, it faces significant implementation challenges for 1U CubeSats. The primary
limitation stems from the CubeSat’s inherent attitude control constraints - these miniature
spacecraft typically cannot maintain the precise pointing accuracy needed to time and orient

their thrusters for maximising orbital eccentricity changes.
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Design of [Cube-de-ALPS

As of its use of distributed propulsion architecture,(Cube-de-ALPS|provides multiple micro-

thrusters laid out in a co-planar fashion. Each micro-thruster, also called thruster pixel, is an
individual micro-VAT capable of delivering thrust using the printed VAT micro-thrusters
with a radius of 3 mm. To ensure total erosion of the fuel, the maximum distance between
the anode and the cathode should be no greater than 4.7 mm, thus also limiting the pixel

height to 3.6 mm, as shown in Figure|3.2b

QOO =000
@@@@@
000000000
CO000OOCCO

Figure 6.1: Drawing of the thruster pixels of |Cube-de-ALPS| with a Faraday cup in the
centre. The different colours correspond to the quadrant division.

The nature of the layout leads most pixels to generate a torque upon firing as they are not

aligned with the centre of mass. To counter this effect,(Cube-de-ALPS|divides itself into four

individually addressable quadrants, as shown in Figure[6.1} The four zones were chosen over

individual pixel control to provide essential attitude control while keeping the electronics

design simple. |[Cube-de-ALPS| based on its angular velocity, can decide in which quadrant

a pixel will ignite, and based on the path of least electrical resistance within the quadrant’s

circuit, one of the micro-VATs will ignite. This selection process means|Cube-de-ALPS|has

no control over which exact pixel will fire. Instead, it can only control in which quadrant a
thruster pixel will turn on. Whenever a pixel ignites, it receives a pulsed electrical signal,
and the thrust variation detailed in Chapter 3| still applies. However, with a pulse frequency
of 100 Hz, the average thrust is still closely distributed around the nominal thrust level of
each pulse, as per the Central Limit Theorem [173]], leading to a very consistent average

thrust delivered.

Due to its printed nature, |Cube-de-ALPS| has inherent flexibility in its pixel layout. In this

chapter, two different layouts are studied: one [Cube-de-ALPS|system fitted on a single

face (1-F) and another [Cube-de-ALPS| system split across two opposite faces (2-F) while

retaining the same amount of fuel. As all faces equipped with |Cube-de-ALPS| also have

their own Faraday cup, the 2-F layout is expected to fire more often and thus have improved
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de-orbiting performance.

Onboard Attitude Determination

Beyond the printed VAT, [Cube-de-ALPS| also includes sensors to estimate its angle-of-

attack and angular velocity. This section introduces a MEMS gyroscope that can provide
accurate angular velocity readings over a long operational time, and a Faraday cup that can

provide coarse angle-of-attack estimates.

Gyroscopes for angular rates measurements

To correctly select which quadrant to fire, (Cube-de-ALPS| requires only knowledge of the

CubeSat’s angular velocity, as the quadrants only control the CubeSat’s spin rate. The sys-
tem utilises a gyroscope to provide angular rate readings. While many gyroscopes can pro-
vide accurate angular velocity measurements, the mass and volume restrictions on
limit the range of options. As the sensor is expected to operate for at least the
nominal lifetime of |Cube-de-ALPS| the thruster requires a gyroscope that produces low

noise over extended periods of time. Therefore, the STIM277H, an aerospace-grade 3-axis
MEMS sensor manufactured by Safran, was selected for use on|Cube-de-ALPS|[[181]]. The
sensor, measuring 21.5 x 38.6 x 35.9 mm, provides readings with a standard deviation of

0.47 d% after one year, which is the nominal operational lifetime. In contrast, the MP6050

MEMS gyroscope, a typical consumer-grade sensor commonly used by hobbyists, will have

readings with a standard deviation of 6.7 d% after one year.

Angle-of-attack estimation with a Faraday cup

|Cube-de-ALPS| must know where its pixels are pointing to provide correct de-orbiting.

While commercially available solutions for attitude determination exist, with typical pack-

ages using a combination of sensors to provide accurate pointing data, these systems also

tend to be voluminous and heavy [15]], making them unsuitable for the Cube-de-ALPS|pack-

age.

Due to the opportunistic firing law, the system requires only knowledge of its angle relative
to the velocity vector, referred to as the angle-of-attack. The work of Watanabe et al. [[182]
shows how a Faraday cup can estimate the CubeSat’s orientation relative to the velocity

vector by detecting the ions from the incoming flow direction. The EGG spacecraft, a 3U
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CubeSat, has flown with a Faraday cup as an attitude sensor demonstrating its feasibility
[183]]. This method of estimating the attitude presents the advantage of being small and
easy to fit on CubeSats, as the sensor is 30 mm in diameter and 10 mm in height, with an

aperture of 7 mm.

The sensor detects the current generated by ions colliding with a collector plate placed be-
hind the aperture of the Faraday cup. A series of charged grids, in-between the plate and the
aperture, ensure that only ions with a high relative velocity, i.e., the spacecraft’s orbital ve-
locity, can enter the sensor. This gives confidence that a current will only be detected when
facing the incoming flow. However, the detected current is proportional to the number of

ions hitting the plate, given by

I = erions(h>Afc(9)Usat (61)

where qe , pions(h) and vg,, are the charge of an electron, the local density of positively
charged ions as a function of altitude 5, taken from [[184]], and the orbital velocity of the
spacecraft, respectively. The angle-of-attack 6 is measured between the flow direction and
the Faraday cup centerline, and the variable A.(¢) denotes the area of the collector plate

that ions can hit, shown in Figure [6.2] as the intersection area. As the spacecraft velocity

Modulator grid (+5 V)

. Incoming ions
Suppressor grid (-5 V)

Intersection area

\ . Shield grid
KRR NS (ground voltage)

Figure 6.2: Sketch of the Faraday cup.

is significantly higher than the thermal velocity of the ions [152]], the incoming flow is
modelled as parallel rays that project the aperture on the collector plate plane at a distance

d from the sensor centreline,

d(8) = hy.tan(0) (6.2)
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where h 4. is the height of the Faraday cup. The overlapping area between the sensor and the
projected aperture corresponds to Ay.(¢) and is computed as the intersection area between

two circles of equal radius 7. [[185],

—d(0)\[ 12, ~ %@ (6.3)

A = 27, arcsin
The Faraday cup on the EGG spacecraft has flown at altitudes lower than 500 km, where
positive oxygen ions are present at a density of 10° ions - cm ™2 [186]]. The work of Nanan et
al. ([184]]) shows that while the density of positive Oxygen ions lowers above 500 km, the
number of protons (H) increases and stagnates at 10% ions - cm™3, up to at least 2000 km.
Operation at higher altitudes is then ensured by increasing the aperture of the Faraday cup to
the collector plate diameter. As no other design parameters need to be changed, the sensor
remains at the same dimensions, which leads to 12 pixels being removed from the
ALPY grid, as shown in Figure[6.1] Due to the presence of thruster pixels in proximity to the
Faraday cup, contamination from the plume is a potential concern. However, because the
modulator grid is positively charged, which allows only ions with a high relative velocity to

enter the Faraday cup, this 1s not an issue. Similarly, the presence of negatively charged ions

could lead|Cube-de-ALPS|to detect a weaker signal, which would limit its firing opportunity.

This is mitigated thanks to the presence of the negatively charged suppressor grid, which

stops electrons and negatively charged ions from reaching the collector plate.

With the addition of the Faraday cup and the gyroscope, |(Cube-de-ALPS|can now estimate

its angle-of-attack and angular velocity. Table provides a summary of the sensors, the
characteristics and constraints of|Cube-de-ALPS|assumed for the simulations carried out in
this chapter.

Onboard Firing Criterion

Cube-de-ALPS|is assumed to turn on at the end of the mission life of the host CubeSat or

shortly after launcher separation if the spacecraft is dead-on-arrival.

To ensure de-orbiting, the system must thrust to slow down the orbital velocity of the host
CubeSat, which can be achieved by firing against the velocity direction. As the measure-
ments of the Faraday cup are electrical current readings, the exact angle-of-attack 6 of the
spacecraft cannot be determined onboard. Indeed, solving Equation for 6§ would re-

quire knowledge of the spacecraft’s velocity and altitude. However, |Cube-de-ALPS|cannot

obtain real-time orbital height and velocity measurements. Fortunately, the exact angle is
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Property Value
Max. pixel height [mm)] 3.6
Max. fuel mass [g] 100
Max. total system mass [g] 250
Max. system volume [U] 0.2
Operational power [W] 1.5
Pulse standard deviation [%] 10
Pulse frequency [Hz] 100
Number of pixels [-] 88
Number of quadrants [-] 4
Gyroscope STIM277H
Faraday cup dimensions [mm] 30x10

Table 6.1: Summary of|Cube-de-ALPS|sensors and properties.

not required to determine whether the Faraday cup is facing forward. Instead, the system
can decide to fire whenever it detects a signal above its expected noise €, which would im-
ply that it is facing the incoming flow. This mode of operation consists of firing when the

signal-to-noise ratio SN is equal to or above a given value. It can be expressed as

SN = %pions(h)Afc(e)vsat (64)
and the firing criterion is

where SNyiring is the desired minimal signal-to-noise ratio.

Equation (6.4)) shows that the signal detected varies with the angle-of-attack, and a brief
investigation of Figure indicates that as 6 increases, the signal will decrease to zero.
Therefore, there must exist an angle o where the signal detected is equal to the firing crite-
rion,

SN () = SNyiving. (6.6)

The cone defined by the half-angle « is called the thrusting cone, which is the region where
SN > SNt¢iring. Due to the variation of ion density with altitude, the thrusting cone half-
angle is a function of orbital height, which varies in time.

If the firing criterion in Equation (6.5)) is true, by definition, the Faraday cup must be inside
the thrusting cone, so Equation (6.5)) is equivalent to

0 < a(h(t), SNtiring) (6.7)
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where the value of SNy;i,,, Will determine the profile of o with respect to altitude. This

criterion is not usable onboard the CubeSat but is useful to understand the thrusting profile of

Cube-de-ALPS| Generally, a higher S N ¢;,.;,,, means the thrusting cone is smaller throughout
firing

all altitudes compared to a lower signal-to-noise ratio. Similarly, the thrusting cone « is

smaller at higher altitudes and combinations of high SN¢;,.»,, and high altitudes can even

make it disappear, in which case [Cube-de-ALPS|doesn’t fire in any direction.

6.2 Semi-analytical propagator

While accurate, CHAOS is computationally intensive for running simulations. During pre-
liminary design phases and initial performance estimations, rapid simulations are often nec-
essary, even at the cost of some accuracy. This section describes a semi-analytical propaga-
tor that uses the same orbital dynamics as CHAOS but without attitude propagation. Instead,
an attitude-average technique is used to model the effect of thrust on the CubeSat. Section

[6.3|then uses this semi-analytical propagator to provide preliminary performance estimates.

Thrust averaging

Given a|Cube-de-ALPS| configuration with a fixed amount of fuel, or equivalently a total

firing time ¢t ¢4, the thrust is modelled as a constant average thrust T «ff along the velocity

direction throughout the mission duration.

To obtain fe f¢» the thrust delivered along the velocity direction throughout the entire mis-
sion is averaged analytically, while the effect of transversal thrust is ignored. This section
assumes a random, uncontrolled tumbling of the spacecraft, making it equally likely to point
in any direction relative to the orbital velocity vector. This assumption seems reasonable as
CubeSats generally do not have actuation systems, and the randomness in the pixel selection
leads to an unpredictable spin magnitude and direction [[16]], although passive stabilisation
methods, such as hysteresis rods or deployables for aerodynamic stabilisation, could affect
this assumption based on the CubeSat’s altitude [[74, [79]].

I start by defining a coordinate system centred on the spacecraft with its Z axis aligned
with the orbital velocity direction 9, as represented in Figure The angle « denotes the
half-angle of the thrusting cone around the velocity direction. The highlighted sphere cap

enclosed by the thrusting cone indicates all spacecraft orientations in which |[Cube-de-ALPS|

fires.
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A
V4

Figure 6.3: Unit sphere of all possible spacecraft orientations with the thrusting cone defined
by a. The highlighted sphere cap enclosed by the thrusting cone indicates all orientations

i which Cabe-de-ALPS|ies

Since all orientations are assumed to be equally likely over time, the fraction of time the
system is thrusting, is the same as the fraction of the surface of the full unit sphere
covered by the sphere cap[[187]:

Acap 2m (1 —cos(a)) 1 —cos(a)

T = Aopers = i = 5 . (6.8)

Similarly, the average thrust delivered in the velocity direction can be calculated when the

system is thrusting by averaging the projection of the thrust on © over the sphere cap:

~ T
T, =2 / FoodA
Acap cap

To @ /0 ' /0 ’ cos(f) sin(#)dfdg (6.9)

- 27 (1 — cos

_T (1 + c2()s(a)>

where Tj7 is the thrust vector. Knowing the nominal firing time ¢ ;4,4 and 7, one can
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calculate the total mission duration throughout which [Cube-de-ALPS|is operational as

t irin
timission = ! g . (610)
Tt

One can also obtain the total impulse imparted in the velocity direction throughout the mis-
sion as
]73 = Tatfiring- (611)

Finally, to obtain the equivalent average thrust fe ¢ constantly acting along the velocity di-
rection throughout the entire mission duration ¢,,,;si0n, and delivering the same total impulse

I;, the following is defined,

. I, . 1 — cos?
Tepy = — T, =T (—COS (a)) . (6.12)

tmission

An important relationship between «, i 7f, and I; emerges out of Equations (6.11]) and
(6.12): An increased cone size « also increases the effective thrust, but leads to a loss on the

total impulse delivered against the velocity direction. This is because a bigger thrusting cone

half-angle o means|Cube-de-ALPS|can fire more often, but it will also thrust less accurately

with a lower average component of thrust aligned in the desired direction.

If the case where |Cube-de-ALPS|is split across two opposite faces is considered, then the

2-F layout can fire twice as often as the 1-F setup, which leads Equation to become
Tror = 1 — cos(a). (6.13)

Splitting the layout between two faces does not affect T., and the new effective thrust can
be computed using (6.12))

feff,2F = Tt,QFfa = 2feff,1F~ (6.14)

When using fe 7 in the ODE integration of Equations ((5.19)), the thrusting cone half-angle o
1s updated as a function of current orbital altitude by re-arranging Equation for As. (o).
Then, Equation is inverted for d using a numerical root solver. Finally, the trivial
relationship between d and « is given by Equation (6.2).

As Equation (6.3)) is not invertible, there is no analytical expression for . To avoid using a
numerical root solver at every step of the integration, I pre-compute values « for every 10

meters between 150 km and 2000 km. I then linearly interpolate between the data points to
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update T, ¢ at every integrator step.

This change in « over time influences the fraction of time the system is thrusting, 7;, which
also affects the average fuel consumption rate. To accurately track the remaining fuel on
board, the total impulse delivered is used to estimate the fuel consumption and fire as long
as [Cube-de-ALPS]| has not delivered all the onboard impulse. The ODE for the impulse
delivered is expressed as

jused(t) = TOTt(a) (615)

and is integrated alongside the modified equinoctial equations in (5.19). Therefore, the
thrust value Ty pg turns off when all onboard fuel has been consumed,

™ ] ]use t
Teff, lfl—g() S 1

Topr = (6.16)

0, otherwise

where [ is the total onboard impulse.

6.3 System performance analysis

Using the semi-analytical propagator, the [Cube-de-ALPS|system parameters are systemati-

cally analysed, including fuel material, layout, and signal-to-noise ratio, and their impact on
the de-orbiting performance. To that end, [Cube-de-ALPS|is integrated into HUMSAT-D,

with satellite characteristics outlined in Table This section assesses silver, aluminium,

tungsten and copper as fuel materials by changing the thrust level and the firing time, which
are both material-dependent quantities [4]]. The layout analysis distributes the thruster sys-
tem across opposing faces to increase thrusting time while maintaining the total amount of
fuel. Varying the signal-to-noise ratio changes the thrusting cone size and its behaviour with

altitude, which leads to a change in de-orbiting performance.

Property Value
Orbit inclination 97.8°

Start date 1 Dec 2014
Fixed projected area 0.015 m?
Fixed drag coefficient 2.2
HUMSAT-D mass (no |Cube-de-ALPS 1 kg

Total mass (incl. [Cube-de-ALPS 1.2 kg

Table 6.2: HUMSAT-D satellite properties.
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The semi-analytical propagator introduced in section [6.2]is used to limit the computational
runtimes. The simulation stops when the spacecraft reaches 150 km. If the thruster stops
firing at a higher altitude, atmospheric drag naturally decays the spacecraft. The satellite is
given 90 simulated years to reach 150 km to avoid unnecessarily long computation times.

If this time limit is reached, the simulation stops before re-entry occurs.

[Cube-de-ALPS| Fuel Material

First, the best fuel material for (Cube-de-ALPSiis determined by simulating its de-orbiting

time from different initial altitudes. The fuels selected for analysis are the materials used

in the physical prototypes of [Cube-de-ALPS| The thruster system has been tested with a

printed polymer composed of 87% of silver by weight, machined copper, and machined
aluminium, respectively, as the propellant [[1]]. For comparison, I also include tungsten in

the comparison, as it is theoretically the propellant with the highest impulse that can be fitted

on|Cube-de-ALPS| although it could not be manufactured at the University of Southampton.

The thruster system has the maximum amount of each propellant while respecting the fuel
mass and pixel size restrictions listed in Table Table [6.3] summarizes the propellants

selected for testing and their respective properties, with the firing time corresponding to the

total cumulative firing time of all pixels. As|Cube-de-ALPS|has 88 pixels, each one will fire

for 1/88™ of the stated time, which, at the given pulse frequency of 100 Hz, yields a total
number of pulses order of tens of millions. Although this is beyond the current state-of-the-
art [[172,[188L[17]], current VAT technology can sustain a number pulse in the millions before
failing to sustain the ignition. Therefore, it is reasonable to expect that this performance will

likely be achievable in the future.

Fuel Nominal Firing # of Pulses Pixel Fuel
Thrust Time per Pixel Height Mass [g]
[N] [days] [mm]

Silver (Ag)  27.8 122.92 12.06x10° 3.6 94

Aluminium  11.5 152.18 14.94x105 3.6 23

(AD)

Copper 17.6 416 40.86x10° 3.6 80

(Cu)

Tungsten 27.5 449.34 44.11x105  2.08 100

(W)

Table 6.3: Fuel materials for|Cube-de-ALPS| The nominal thrust and firing time are taken
from [4] and scaled to the operational power of 1.5 W. The number of pulses correspond to

firing at 100 Hz.
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The de-orbiting time of the HUMSAT-D CubeSat is investigated between 150 km and 2000
km when equipped with [Cube-de-ALPS| The results are shown in Figure [6.4] where the
curve labelled “no|Cube-de-ALPS|’ corresponds to the simulated natural decay of HUMSAT-
D at different altitudes. The non-linearities in the curves are due to the atmospheric density
variation with respect to time. The maximum altitude of |Cube-de-ALPS|is defined as the
height above which the HUMSAT-D satellite would not de-orbit within 25 years. Therefore,

the maximum altitude lies on the 25-year line.

10° 5 no Cube-de-ALPS Al Ag _Cu

1 25 years 1ADC) .~ P
Uy AD0) o7 T

Decay time [years]

200 400 600 800 1000 1200 1400 1600 1800
Initial altitude [km]

Figure 6.4: Decay time with respect to altitude for Copper (Cu), aluminium (Al), Tungsten
(W), and printed silver (Ag). The plot presents the semi-analytical results and a baseline,

corresponding to HUMSAT-D naturally decaying without[Cube-de-ALPS]|

At around 400 km, one can identify the point where the benefits of the thrust from
do not outweigh the drawback of the additional mass from the system. Therefore,
the system is beneficial only for altitudes above this point until its maximum de-orbiting
altitude. The results also show that the silver propellant de-orbits faster initially due to its
higher thrust, but its limited total impulse, due to pixel size restrictions, means its maximum

altitude is lower than copper.

The material that provides the best de-orbiting performance, and has also been used in a



Chapter 6 Application: CubeSat post-mission disposal Kash Saddul 105

prototype at the University of Southampton, is selected. Even though tungsten outperforms
all the other materials, this section uses copper as fuel for the remainder of this work, as the
simulations show it has the best de-orbiting performance of all the materials used in in-house
prototypes. This section simulated the decay times for signal-to-noise ratios of 2, 3 and 4
and demonstrated that the mode of operation did not affect the decay times more than the

choice of material.

Layout Comparison

The 1-F and 2-F layouts are compared in this section by inspecting their de-orbiting per-
formance. As shown through Equation (6.14), splitting [Cube-de-ALPS] across two faces
doubles the effective thrust, although the total impulse remains the same since both layouts

have the same amount of fuel.
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Figure 6.5: Decay time with respect to altitude for Copper (Cu), using signal-to-noise ratios
0f 10,9, 7,1, 3 and 5 for the 1-F and 2-F configurations.

Figure shows the decay times for HUMSAT-D with the 1-F and 2-F configurations at

different signal-to-noise ratios, which is discussed in Section[6.3] Due to its higher effective
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thrust, the 2-F layout performs better at lower altitudes, where the de-orbiting happens before
the CubeSat has burnt out its fuel, i.e. it is still firing, and not all the impulse has been
delivered. After the burnout point, represented on the graph as an inflection point, the curves
for the 2-F layout rapidly converge towards their 1-F equivalent. At that point, both systems
have delivered the same impulse against the velocity direction, and the high burnout altitude
means the total de-orbiting time is dominated by natural decay, hence the similar de-orbiting
performance. Figure|6.5also shows that this behaviour does not change for different signal-
to-noise ratios. Therefore, the preferred setup is the 2-F layout, which will provide faster
de-orbiting for altitudes below its burnout point and similar performance to the 1-F beyond
that height.

Signal-to-noise Impact

Lastly, this section investigates the effect of the signal-to-noise ratio on the decay times
by varying SN between 1 and 10. Figure shows the de-orbiting times of HUMSAT-
D, using [Cube-de-ALPS|with copper, at different signal-to-noise ratios. Interestingly, one

can note that the signal-to-noise ratio that leads to the fastest de-orbiting is not constant but

varies with altitude.

Low signal-to-noise ratios are favoured at lower orbital heights because they lead to a
broader thrusting cone, which yields a higher effective thrust at the expense of total deliv-
ered impulse. As the initial altitude increases, the CubeSat requires more impulse to achieve
de-orbiting, necessitating a smaller cone. Therefore, the signal-to-noise ratio leading to the
quickest de-orbiting will be the lowest SN providing the required impulse. However, a

higher SN also leads to less frequent firing, especially at higher altitudes, where strong

signals are difficult to detect. As a result, [Cube-de-ALPS| practically never fires, leading

the de-orbiting performance to worsen and approach the profile of natural decay. Such be-
haviour can be seen for the signal-to-noise ratios above 5, where the increased SN pushes

the curves towards the natural decay baseline.

The results described in this section allow us to define an operational zone for
ALPS, as shown in Figure In the hatched region beyond the red line, [Cube-de-ALPS|

will never thrust, and the CubeSat will experience natural decay until it reaches an altitude

where the detected signal is strong enough to trigger firing. This behaviour never leads to

de-orbiting within 25 years in the simulations.

The best signal-to-noise ratio will vary based on the host spacecraft’s mission and altitude,
but ideally, the SN that leads to the fastest decay should always be selected. f HUMSAT-D
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Figure 6.6: Operational zone of |Cube-de-ALPS| The green area () highlights the al-

titudes for which HUMSAT-D would naturally decay. The blue shades define the zones
where the 1-F () and the 2-F () can provide de-orbiting. The maximum altitude from
which can provide de-orbiting is marked for the 1-F (O) and the 2-F (v).
For each initial altitude, the SN leading to the fastest de-orbiting is also shown (-=-). The
dotted area defines the heights and SN where de-orbiting within 25 years is impossible,
even with Dashed contour lines (= - -) mark the maximum thrusting cone
half-angle « detectable, with the red line (—) bounding a region where no cone is per-
ceived.

were equipped with|Cube-de-ALPS]| the recommended operational mode wouldbe SN = 1.

6.4 Numerical results

This section presents the high-fidelity numerical results, validating the prior semi-analytical

analysis. To adequately compare the results, the experimental setup used here is the same

as discussed in Section [6.3]

Numerically propagating the attitude necessitates access to HUMSAT-D’s inertia matrix.
As this data was unavailable, I used the inertia matrix of SLUCUBE-2, a comparable 1U
CubeSat [[77]. The added mass from [Cube-de-ALPS|is represented by homogeneously in-
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creasing the inertia matrix by 20%,

0.002184
Iyumsar-p = 0.00222 kg - m?. (6.17)
0.00264

The [Cube-de-ALPS|is mounted so that its normal is aligned with the body-fixed x-axis of
the HUMSAT-D CubeSat. [Cube-de-ALPS|can thus provide torque around the satellite’s y-

and z- axes. Therefore the angle-of-attack 6 is the angle between the body-fixed x-axis and

the velocity direction,
cos (0) =z - 0. (6.18)

Due to the stochastic nature of quadrant selection and thrust generation, multiple realisations
of each simulation are required. Preliminary trial runs indicate that 40 realizations per setup
yield confidence intervals significantly smaller than the scale of the results, i.e. a decay time

in years with a 95% confidence interval in weeks.

In the simulations, |Cube-de-ALPS| uses copper as fuel material and operates at a signal-

to-noise ratio equal to 5. This section chooses SN = 5 to validate the maximum altitude

from which [Cube-de-ALPS|can provide de-orbiting within 25 years. A high initial angular

velocity of 30 degrees per second is imposed on HUMSAT-D to simulate an out-of-control
satellite. The complete numerical simulations continue until HUMSAT-D reaches 150 km,
or (Cube-de-ALPS| has burnt out. In the latter case, should the CubeSat remain above the
re-entry altitude of 150 km, the propagator deactivates the attitude propagation and only ad-

vances the orbit until 150 km is reached or 90 simulated years have elapsed. This transition
allows for lower computational costs, as the complete numerical propagation involving at-
titude requires roughly 24 days for simulating approximately three years of active thrusting

(mostly due to the non-optimized Python code).

The effect of the quadrant selection on HUMSAT-D was investigated and one can find that
it successfully despins and maintains a low angular velocity throughout the simulations.
Additionally, the numerical decay times and the semi-analytical predictions are compared,
highlighting their resemblance and thus validating the work in sections[6.2] and

Angular Velocity Control

An example of the angular velocity profile with the closed-loop thrusting law is shown in
Figure[6.7} The CubeSatis given 30 degrees per second as initial angular speed, which[Cube




Chapter 6 Application: CubeSat post-mission disposal Kash Saddul 109

successfully de-spins to simulate the recovery of an out-of-control satellite. The
angular velocity remains below one rotation per minute, except at the end, where a velocity
spike appears. This spike is due to the random pixel selection, which yields unequal fuel
consumption across the grid and leaves pockets of pixels that do not balance each other

out at the end, spinning up the satellite. As the spike appears only at the end of the firing

time, operators can either ignore it, as [Cube-de-ALPS|will have de-orbited the spacecratft,

or stop firing just before the angular velocity increases. On average, 97% of the fuel has
been consumed before the velocity spike appears, which leads to minimal impact on the

de-orbiting performance.

During the velocity spike, the control law will attempt to control the satellite’s y- and z-

axis, while the coupling effect of the non-uniform distribution of mass will build momentum

around the x-axis. This induces spin stabilisation around the axis that/Cube-de-ALPS|cannot

control, which in turn affects the thrust delivery. If the satellite is stabilised with its thruster
pointing far outside the orbital plane, the thrust delivery is diminished due to reduced firing
opportunities and a lower thrust component against the velocity vector. The opposite is true
for a satellite that has stabilised with its thruster close to the orbital plane. Therefore, the
satellite’s spin rate influences the system’s performance, reinforcing the need for a control

law to manage the angular velocity.

30 1
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Figure 6.7: Example of the angular velocity of a 1U CubeSat equipped with|Cube-de-ALPS
using the closed-loop control law.
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High-Fidelity Decommissioning Times

Lastly, this section simulates HUMSAT-D de-orbiting from various initial altitudes, using
the high-fidelity environment. Both the 1-Face (1-F) and 2-Faces (2-F) layouts are analysed
at a signal-to-noise ratio of 5. For each initial altitude, 40 realisations are run, allowing the
construction of a confidence interval of 95%. Figure|6.8|shows the high-fidelity decay times
and compares them to the estimates obtained in Section which match closely. Visible
on the right of the graph, the convergence predicted by the estimates is confirmed by the
high-fidelity results. The plot shows a clear trend for the high-fidelity results to be higher
than the estimates, which is due to the varying cross-sectional area and the modelling of the
lift force.

The consistency between the estimates and the predicted results shows that the assumptions
made in the semi-analytical propagator in Section [6.2| are valid, and the subsequent results
obtained in Section are correct and [Cube-de-ALPS| will provide de-orbiting capacity
from 1400 km within 25 years.
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Figure 6.8: High-fidelity numerical decay time predictions compared to the semi-analytical

estimation. The altitude of the HUMSAT-D satellite is marked for the 1-F (=) and the 2-F

(m) configurations. Dotted lines mark the one and two year decay times, which corresponds
to the lifetime of HumSat-D when equipped with Cube-de-ALPS.

It must be noted that the performance shown here is unique to the application to HUMSAT-

D. In the case where the host satellite allows a greater amount of propellant, a different
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performance can be expected. The reverse is similarly true, where the limit on the amount

of propellant limits the de-orbiting performance.

For comparison, I include the deorbiting times of the two most prevalent deorbiting solutions

for small nanosatellites: passive decay using drag sail and solar sail [189].

Both techniques aim to increase the satellite’s area-to-mass ratio to enhance the effect of nat-
ural perturbations and gradually lower the satellite’s orbit. Drag sails’ operate by increasing
the projected cross-sectional area of the satellite in the velocity direction, which results in
increased atmospheric drag. This method is most effective in lower orbits, typically below
800 km [189, [190]], where the atmospheric density is sufficient to cause orbital decay. For
CubeSats, drag sails offer a conceptually simple solution. For example, a 1U CubeSat with
a deployed sail achieving an area-to-mass ratio of 0.24 m*kg in a circular orbit at 600 km
can typically deorbit in 4 years [191}[79], while|Cube-de-ALPS|deorbits a 1U from the same

altitude in less than 2 years. The deorbiting performance could be improved by increasing

the area of the drag sail, although its size is likely limited by the small volume and mass
budget of a 1U CubeSat. Additionally, the decay time assumes an ideal scenario where the
drag acts orthogonally to the plane of the sail. Achieving this requires careful satellite de-
sign to achieve passive aecrodynamic attitude stabilisation or an active system to control the

spacecraft’s orientation, none of which is trivial for CubeSat applications.

On the other hand, solar sails are generally considered for altitudes above 800 km, where
atmospheric drag is insufficient for deorbiting within 25 years, even with a drag sail [189].
Solar sails can leverage the solar radiation pressure to increase the eccentricity of a satellite’s
orbit, which would lower the perigee into the dense part of the atmosphere [192]]. Theoret-
ically, a 1U CubeSat equipped with a solar sail to obtain an area-to-mass ratio of 10 m*kg
can re-enter the atmosphere in less than two years when deployed from a circular orbit at
1000 km [193]]. However, this performance is dependent on the orbit inclination. At Sun-
synchronous orbits, resonance effects between the and gravitational perturbations act
against the decay of the spacecraft by varying amounts, limiting the efficiency of solar sails
deorbiting in one of the most popular orbital regimes [[103]]. Similarly to drag sails, solar
sails require attentive design to provide precise pointing control, whether passive or active.
To correctly modify the eccentricity, the pointing requirements will be even more stringent
than with a drag sail, making this option more difficult for the smaller range of CubeSats.
Additionally, to generate a significant perturbation, the solar sail requires a much larger
area-to-mass ratio, leading to a sail which is unlikely to fit within the constrained volume
and mass budget on a 1U CubeSat [|84} [192].
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Redundancy and Failure Analysis

The distributed architecture of the Cube-de-ALPS system inherently has a degree of redun-
dancy that provides mission robustness. However, failure modes must be carefully analysed
to understand their impact on the thruster performance. When operating optimally with all
pixels functional, the grid maintains perfect balance, facilitating straightforward attitude
control as each pixel has an equivalent counterpart generating opposing torque. However,
in-flight failures, an important consideration for nanosatellite operations, can manifest as
either individual pixel failures or entire quadrant malfunctions, each with distinct conse-

quences for orbital and attitude performance.

When isolated pixels fail within a single quadrant, orbital performance remains largely un-
affected if the number remains low. With 88 total pixels distributed across the system, the
failure of a small percentage does not significantly compromise de-orbiting capabilities. The
primary challenge is attitude stability, as the formerly symmetric grid generates asymmetric
torque distribution, inducing undesired spacecraft spin over extended operations. Adequate
compensation requires the control system to deliberately disable the equivalent counterparts
of failed pixels in opposing quadrants—effectively doubling the propellant penalty associ-
ated with each failure. Should the number of failed pixels within a single quadrant become
excessive, both attitude control and orbital decay rates would deviate significantly from the

above simulations.

Failures distributed across multiple quadrants present more nuanced scenarios with varying
levels of impact. When failed pixels occur in diametrically opposite quadrants, active pixels
are still roughly symmetrically distributed across the grid. Thus, attitude disturbances are
naturally minimised through partial torque balancing, even when the affected pixels aren’t
perfect counterparts. On the other hand, failures concentrated in adjacent, non-opposite
quadrants create acceptable balance along one axis but leave perpendicular axes vulnerable

to cumulative torque imbalances, resulting in long-term attitude disturbances.

The most severe failure mode, complete quadrant malfunction, results in the loss of 25%
propellant capacity per affected quadrant, significantly impacting the de-orbiting perfor-
mance. Such failures induce a strong imbalance in the torque applied and can lead to a rapid
multi-axis spin that could render the spacecraft inoperable for its intended de-orbiting mis-
sion. However, in the specific case where two opposite quadrants fail simultaneously, the

distribution of active pixels is still balanced, enabling nominal attitude control.
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6.5 Conclusion

This chapter has investigated how the[D ¢.PS| can increase the operational ceiling of nanosatel-
lites. it introduced [Cube-de-ALPS| a specialisation of the that uses a gyroscope
and a Faraday cup for attitude estimation. An operational mode was outlined, requiring

only coarse angle-of-attack estimates and angular velocity readings. [Cube-de-ALPS|was
equipped on HUMSAT-D, a 1U CubeSat that spent seven years in LEO as an untracked
space debris and simulated de-orbiting missions. Using a semi-analytical model, the de-

orbiting performance is investigated for different fuel materials, layouts, and signal-to-noise
ratios. A high-fidelity numerical model was used, which includes full attitude propagation,
to validate our results and show that(Cube-de-ALPS|would have decayed HUMSAT-D much
faster than naturally possible. In conclusion, |Cube-de-ALPS|can provide de-orbiting capac-

ity as intended and will allow 1U CubeSats to operate up to 1400 km, more than twice as
high as naturally possible, while ensuring re-entry within 25 years, effectively raising the

operational ceiling of 1U CubeSats.



Application: A hexagonal flat nanosatellite
in VLEO

The contents of this chapter are the sole work of the author and are published in Acta Astro-
nautica as Saddul et al.[194]]. After raising the operational ceiling with|Cube-de-ALPS] this

thesis develops a mission to decrease the lower boundary of the nanosatellite operational
zone. This chapter introduces the concept of HexSats, a 2.5 cm thick flat hexagonal satel-
lite architecture designed for efficient packing inside rocket fairings, which is based on the
DiskSat, a concept created by the Aerospace Corporation [195]]. For actuation, HexSats use
the[DuPS|lembedded in the satellite frame and produce thrust on the order of micro-Newtons.
This work investigates the HexSats’ capability to operate at 250 km altitude in[VLEOQ| with
power requirements exceeding 100 W. Depending on the mission scenario, the HexSat can
either constantly point in the Nadir direction or briefly track a target on the ground. The
required angular acceleration and resulting drag profiles are analytically determined, along
with the expected performance of the HexSats. These results are combined to examine the
feasibility of the two mission profiles at different HexSat sizes and provide estimates of the
power available to the payload at different VLEO altitudes. The results show that a HexSat
at 250 km can actively track up to 8 ground targets per orbit and provide over 100 W of
average payload power in these scenarios.

114
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Figure 7.1: Comparison of base units for a CubeSat (1U), a PocketQube (1P), and a DiskSat
(not to scale).

7.1 DiskSats

As explained in Chapter([I], the limitations of nanosatellites has created interest in a new form
factor capable of providing a high power and surface area while adhering to a standardised
architecture to minimise costs and design efforts. DiskSats are one such proposed form
of spacecraft containerisation [196, [197]. They are a thin, circular satellite form factor,
initially created by The Aerospace Corporation as an alternative to CubeSats for applications
presenting high power and aperture requirements. Supported by NASA, they now aim to
create a new standard to provide a high-power-to-mass ratio platform that can be easily
stacked in a launcher fairing [[198]]. Composed of a 1-meter diameter graphite facesheet
with a 2.5-centimetre thick aluminium honeycomb core, each DiskSat provides a volume
equivalent to a 20U CubeSat. Figure shows how a DiskSat compares to CubeSat and
PocketQubes. A single unit provides a structural mass below 3 kg with enough surface area
for over 200 W of peak power in ideal conditions, assuming the solar arrays fully cover one
of the facesheets. The other facesheet would have the instruments mounted on it. The total
launch mass of a DiskSat depends on the chosen launch vehicle’s payload capacity. For
instance, launching 20 DiskSats on RocketLab’s Electron could allow individual DiskSats
weighing up to 11 kg, including the payload. DiskSats sit on the boundary between two
satellite class definitions, with a mass comparable to nanosatellites, and a size intuitively
associated with microsats. Their theoretical peak power-to-mass ratio would be around 18
W/kg, while typical 3U CubeSats, without deployables, have a theoretical peak power-to-
mass ratio of 6 W/kg.

The Aerospace Corporation is preparing four DiskSats for in-orbit demonstration in 2024 to
operate partly in Very Low Earth Orbit (VLEO) [199]]. The proximity of the VLEO regime
to the Earth’s surface provides many benefits such as higher resolution and greater launch
mass, as outlined in the work of Crisp et al. [30, 28]. Similarly to CubeSats and Pock-
etCubes, the demonstration DiskSats take advantage of existing COTS components avail-

able in the nanosatellite supply chain. However, the current market was primarily aimed
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at CubeSats, with their box-shaped form factor. Therefore, most COTS components are
not made for the DiskSats’ thin architecture. A notable example is the onboard electric
propulsion (EP) system, Enpulsion’s Nano-FEEP, a highly efficient Field Emission Electric
Propulsion (FEEP) thruster that fits in the volume of a 1U CubeSat [200]. While DiskSats
can easily cater to NanoFEEP’s nominal power of 40 W, the dimensions of the thruster dis-
rupt the thin, quasi-2D architecture of the satellite. The DiskSats will not only experience
a higher drag, especially at lower altitudes, but their centres of mass will also be shifted,
making attitude control more complex. The cube-like shape of the thruster also means that
cut-outs are required in the disk, on the opposite side of the propulsion system, to allow for

compact stacking in the launcher fairing.

The reason for this choice of propulsion system is the lack of a commercially available,
flight-proven alternative on the market. While many electric propulsion systems can provide
a similar thrust or power requirement, few existing architectures would have the dimensions
required to maintain the thin form factor of the DiskSats. Of the 60 electric thrusters men-
tioned in NASA’s report on small satellite technology, none have dimensions suitable for a
thin form factor [[10]]. There is therefore a need for a miniature propulsion system capable
of fitting in the thickness of the DiskSat while also providing meaningful manoeuvrability
to the satellite.

This chapter proposes a DiskSat design with the distributed along its structure. The
satellite can then be precisely controlled by keeping the pixels re-ignitable and the thrust
level scalable. As shown in Figure the pixels placed on the thickness of the DiskSat
can provide thrust in the 2 and y axes, which are parallel to the facesheet. This thrust in the
2 and g directions can be used for orbital control. Meanwhile, the pixels arranged on the
facesheet can deliver thrust in the Z direction, which is normal to the facesheet. This thrust

in the Z direction can be used for attitude control.

DuPS on
circumference

DpPS on
perimeter

Figure 7.2: Render of a DiskSat with the DuPS concept.
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7.2 Hexagons are the bestagons

The previous section has introduced the use of on a DiskSat. However, the current
architecture presents limitations for constellation building, i.e. efficient mass deployment.
This section introduces the HexSat concept, a thin platform similar to the DiskSat with
a hexagonal profile. It uses the DuPS to provide complete orbit and attitude actuation.
Transitioning from a circular to a hexagonal profile offers superior packing efficiency inside
a rocket fairing, reducing total launch costs. An illustration of the HexSat concept is shown
in Figure

DuPS on
circumference

DpPS on
perimeter

Figure 7.3: HexSat concept: A flat hexagonal satellite using the DuPS for orbital and atti-
tude actuation.

The orbit and attitude control capabilities of DiskSats, SquareSats and HexSats are now
analysed. Thanks to the non-circular profile, the pixels on the thickness are not all aligned
with the centre of mass and can now also control the yaw motion. However, while providing
complete 3-axis attitude control, a polygonal profile worsens misalignments between the
pixels on the thickness and the thrust direction. For comparison, a SquareSat, using a square

profile, is also analysed alongside the DiskSat and HexSat.

Packing efficiency

The thin architecture of DiskSats, enabled by DuPS, allows for efficient vertical stacking
within rocket fairings, as illustrated in Figure However, when considering larger rock-
ets, the fairing can accommodate multiple vertical columns of satellites. Unfortunately, the
circular shape of the fairings results in inevitable gaps between these columns of satellites,
effectively wasting costly space. By minimising the total area of the gaps and thus maximis-
ing the packing efficiency, operators can ensure a more effective use of the space provided

by the launch vehicle.
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DiskSats

with DuPS ]
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fe)

Fairing

R

Figure 7.4: DiskSats stacked vertically inside a launch vehicle fairing.

Figure presents the optimal or best-known layouts for packing discrete numbers of
DiskSats, HexSats, and SquareSats inside a given rocket fairing.

To quantify the size of satellites allowed by these different configurations, Figure[7.6|shows
the size of individual satellites for three popular launchers [[13]]: Falcon 9, Vega and Electron.
The sizes of the graphical elements are proportional to their surface area, which are given
inside the shapes. Ifthe surface area of the satellite is equal or greater than that of the DiskSat
demonstration mission, then the graphical element is highlighted in green. If not, then the

shape is highlighted in red.

As expected, the larger the fairing size, the larger the surface area of each satellite. For up
to three columns per fairing, the DiskSat geometry provides better packing efficiency and
thus a larger satellite than a HexSat. However, for more columns, the HexSat architecture
leads to a greater satellite size in a given fairing. The SquareSat profile always performs
worse than the corresponding HexSat. Therefore, a HexSat yields the largest surface area

when deploying many satellites at once.
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1 7 21

Number of satellites [-]

Figure 7.5: Packing configurations of DiskSats, SquareSats and HexSats inside a launcher

fairing. The configurations proven to be optimal are highlighted in green while the best-

known configurations are in orange. Configurations that are conjectured for this work are
highlighted in blue.
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Orbit and attitude control capability

The DiskSat can control its attitude by firing the thrusters on its facesheet, and maintain its
orbit by using the thrusters on its thickness. If the pixels on the thickness are not exactly
aligned with the desired thrust direction u but remains coplanar, the DiskSat can either first
rotate around the Z axis or ignite two pixels whose thrust vectors will add up to the required
thrust direction. If the direction « is not coplanar with the pixels in the thickness, then the

HexSat will need to fire pixels located on the facesheet to control its attitude. However,

u
u
¢ g
[ I
[ I
[ ] u
[ J
[ ) 1
(a) HexSat (b) SquareSat (c) DiskSat

Figure 7.7: Maximum thrust misalignments for HexSats, SquareSats and DiskSats.

the thrust generated by the pixels on the thickness will act through the centre of mass. The
DiskSat will therefore not produce any torque around the Z axis, which is normal to the
facesheet, to control the yaw motion. Using a SquareSat or HexSat architecture, the
can control the 2 axis, providing complete 3-axis satellite control. The straight sides, how-
ever, mean that thrust can only be produced in four or six different directions for orbital
manoeuvres. This means potentially larger misalignment relative to the desired thrust di-
rection compared to the DiskSat architecture. Figure illustrates each shape firing in a
worst-case misalignment. The required thrust magnitude for a pixel 7,., will then need to

be augmented to account for the sub-optimal thrust direction according to

1.

T _tu
" cos(9)

(7.1)

where 7T, is the required thrust magnitude acting in the desired direction u, and 0 is the

angular misalignment.

For a DiskSat, the thrust misalignment is limited to half of the angular separation between

each pixel. For example, with 100 pixels on the thickness, the maximum angular misalign-
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ment is §%5% = 1.8°. For HexSats and SquareSats, the maximum misalignment is half the

angle formed by their respective diagonals, which leads to 6"® = 30° and 6%¢ = 45°

max max

respectively.

Table|7.1|specifies, for a worst-case misalignment, the required increase in thrust magnitude
to deliver the desired acceleration in the direction w. Using a HexSat allows complete 3-
axis control while reducing thrust direction misalignment. Thus, compared to a SquareSat,
a HexSat requires less increase in thrust to achieve the target acceleration in the desired
direction w. While the thrust misalignment can be corrected by rotating around the 2 axis
for HexSats and SquareSats, this analysis is important in scenarios where no time is allowed
for an attitude manoeuvre (i.e. constant ‘real-time’ drag compensation) or if the DuPS has

burnt out many pixels and is unable to rotate the satellite.

Shape Controlled axes Max. misalignment Thrust magnitude
DiskSat T, 1.8° 1.00049 T;,
SquareSat 2,9,2 45° V2T, ~1414 T,
HexSat T,Y,%2 30° 1.1547 T,

Table 7.1: Control characteristics of DiskSats, SquareSats, and HexSats. The controlled

axes, worst-case thrust vector misalignment, and associated required thrust magnitude are

illustrated for each satellite architecture. I assumed 100 pixels are mounted on the thickness
of the DiskSat for this example.

To summarize, for launch configurations with more than three satellite columns HexSats
provide the best packing efficiency and naturally allow 3-axis control with limited thrust
misalignment. The HexSat geometry is also likely easier to manufacture due to its straight

lines compared to the curved geometry of DiskSats.

7.3 HexSat performance

To better understand the capabilities of the HexSat concept, three key performance metrics

are investigated for a HexSat in VLEO as a function of its size. These metrics are

1. the orbit-average power PJI°"

avg

2. the change in angular velocity Aw (“maneuverability”)

3. the peak angular acceleration wy,.q;, (“agility”)
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Equations that express the performance metrics as functions of the HexSat’s side-length
and design parameters are presented. The analysis is based on specific values for the design
parameters, which are provided in Table Furthermore, the inertia matrix of a HexSat of
assumed uniform density pp;s. With side-length |s|and thickness is given by
3 25 + 17, o
Inew = s ChexPDisk 582+, . (7.2)
5>

The density pp;s, and thickness ¢ have been chosen to match the properties of the DiskSat
demonstration missions. The side-length s remains a variable to analyse the scalability of
the HexSat performance metrics.

Property Symbol Value
Pixel mass [mg] Mpigel 0912
Pixel radius [mm] Rpizel 4.5
Thrust-to-power ratio [uN / W] T, 11.65
Mass flow rate [ug/s] my 1.4
DiskSat density [kg /m?] PDisk 407.44
DiskSat thickness [cm] thex 2.5
Solar array efficiency [-] NsA 15%
Solar flux at Earth [W / m?] S fluz 1400

Table 7.2: Summary of|DuPS{and HexSat properties.

Orbit-average power

The instantaneous power generated along an orbit will vary based on the angle between the
normal to the solar cells and the Sun vector. Assuming the HexSat maintains constant Nadir

pointing, the normal to the solar cells can be approximated to the radial unit vector 7,

Pgen = UPpeak (fSun . forb) lffSun : ’ﬁorb Z 0 (73)
0 else

where 7g,,, is the direction pointing towards the Sun from the HexSat and the shadow func-
tion o denotes the fraction of the solar disk visible from the HexSat’s position, and depends
on the orbital parameters [[135) [138]. The variable P, is the maximum power the solar

array can generate in ideal conditions, which depends on the area of the HexSat and is given
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by

33
Ppeak = TISAnpSflua:TS2 (74)

where the solar flux at the Earth is Sy;,,, the efficiency of the solar panels is 754 and 7,
is the packing efficiency of the solar panels. For this work, I used the peak power of the
demonstration DiskSats and assumed the solar panels completely covered the facesheet,

leading to ng4 = 15%.

Averaging the generated power over a full orbital period yields the average power as

on 1 Torbit
Ply = — /0 Pyey dt. (7.5)
Depending on the orbital parameters, the HexSat will generate varying amounts of average
power over an orbit, as shown on Figure For this plot, it is assumed the RAAN is
measured from the direction of the Sun, as illustrated in Figure
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Figure 7.8: Orbit-average power as a function of inclination and RAAN, which change the
orbit orientation relative to the Sun. Plot generated for an altitude of 250 km.

The results shown in Figure are generated for a 250 km circular orbit where the Sun
vector 7'g,,, lies in the orbital plane. One can notice the orbit-average power grows with s2,

making a greater HexSat more desirable.
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Figure 7.9: Measurement of inclination (INC) and RAAN relative to the Sun.
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Figure 7.10: Orbit-average power of a HexSat as a function of side-length, assuming a
circular orbit at 250 km with the Sun vector in the orbital plane.

Manoeuvrability

To analytically estimate the total change in angular velocity that the HexSat can deliver,
one must first compute the cumulative angular momentum change imparted by each pixel
on the HexSat for each rotational axis. Then, the satellite’s inertia is used to obtain the

corresponding total change in angular velocity.

A given pixel ¢ will produce a thrust T:, which depends on the power P used to operate the
DuPS. For a constant thrust which is applied for a firing time At;, the change in angular
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momentum Afzi 1S
ARy = (ﬁ- x :F) At = 7, % (Tppﬁ) At; (7.6)

where 77 is the position of the pixel, and T, is the thrust-to-power ratio. Since the HexSat
has many pixels, the total change in angular momentum it can deliver is the sum of the AR,
for all pixels. Vectorially, the sum of all Ah; is zero because every pixel has a counterpart
placed symmetrically opposite, cancelling the net momentum change. However, the pixels
will not all fire simultaneously but operate to provide a desired change in angular velocity.

Therefore, the focus is placed on the magnitude of momentum around each axis,

Npizel

Aha:,y7z = Z

=0

(7.7)

&

x7y7Z

Due to the same symmetrical configuration, the maximum change in angular momentum is
limited to half the value given by Equation (7.7).

Since the radius R,;,.; of each pixel is small compared to the side-length of the HexSat, the
pixels are modelled as uniformly distributed along a curve described by the continuous func-
tion 7(s). Instead of considering discrete pixels ¢ with a mass 1., this analysis considers
infinitesimally small pixels with a mass dm. The pixels have an infinitesimal firing time
dt, which depends on the pixel mass dm = p,, dl, the mass flow rate, and the operational

power.

As the total fuel mass is uniformly distributed between the pixels, the mass density p,, is
obtained by dividing the total mass along 7(s) by its line length L. The total mass along
7(s) is approximated by multiplying the pixel mass 1, by the number of pixels 7,;zeis,
which can be estimated by dividing L by the diameter of a pixel,

Pm MpizelNpizel Mpixel L
dt = —— dl = dl = dl 7.8
Py LPmy LPry {QRpmelJ (7.8)

where 71 1s the propellant mass flow rate at 1 W.

Combining Equations (7.6)), (7.7) and (7.8]), one can obtain the expression for the angular
momentum change deliverable by the HexSat,

Mpizel L
Ahy .y, =T,—L
v P me \‘2RpixelJ /

Since this analysis modelled the thrust generation as linearly dependent on P, and the firing

(F(s) X f) dl (7.9)

x?yVZ

time as inversely proportional to P, the angular momentum change is independent of the
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(a) Thruster firing in the & — g plane (b) Thruster firing parallel to the Z axis

Figure 7.11: Forces generated by the on a HexSat. The red and orange arrows rep-

resent the forces generating torques around the Z axis, while torques around the & and ¢

axes will be created by the forces illustrated with ©. The analysis is simplified thanks to
the symmetry of the HexSat.

Total Aw,

This subsection now specialises Equation (7.9) for the pixel in the thickness. Due to the lay-
out of the DuPS on the HexSats, rotation around the Z axis, which is normal to the facesheet,
can only be controlled by pixels in the thickness. Therefore, pixels on the facesheet are ex-

cluded when calculating Aw,.

As shown in Figure all pixels along a single side-length of the HexSat produce thrust
in the same direction. Additionally, the side-length exhibits symmetry around its midpoint.
The change in angular momentum induced by pixels on one half of a side-length is equal in
magnitude but opposite in direction to the contribution from the corresponding other half.
This symmetry is present on all six sides of the HexSat, enabling us to restrict our analysis
to a single half-side-length. The total change in angular momentum is then twelve times the
Ah computed for half the side-length.

By inspecting Figure [7.11a, one can observe that the moment arm of a pixel increases lin-
early between the midpoint of the side-length and its corner. Equation (7.9) can therefore
be simplified to

Ah, = 241, "'2izel { e J / C o da, (7.10)
0

sm f 4Rpixel
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The resulting expression for the total angular momentum change around the 2 axis is

Mypizel S
Ah, = 3T,—2 . 7.11

P mf \‘4RpixelJ i ( )
Equation (7.11)) shows that Ah, grows with s2. However, according to Equation ((7.2)), the
inertia of a HexSat grows proportionally to s*. The total angular velocity change Aw.,,

computed with Ah, /77 | is thus inversely proportional to s2.

hex?

Total Aw, ,

A similar approach is used to specialise Equation ((7.9)) for the pixels on the facesheet. Pixels

on the thickness can be ignored, as they do not provide a torque around the Z or 3 axes.

Some pixels on the facesheet will generate momentum around both the z and y axes, as

shown in Figure This can be accounted for by summing the momentum components,

Ahyy = \/AR2 + AR2. (7.12)

One can note from Figure that the HexSat presents a mirror symmetry along the z and
y axes, allowing us to restrict our analysis to a quarter of the satellite, as depicted. Again,

the function for the moment arm is the curve delimiting the shape of the HexSat. Therefore,
Equation ([7.9) becomes

Ah. :AhyZSTpmmzel { 3s J (/2 ?s daz—i—/ —/3z +/3s dm). (7.13)
0 2

BSThf 4Rpixel

The final expression for the total Ah around the z and y axes is

Mypizel 3s
Ahg ;= V6T, ;;f Lm ' lJ 5. (7.14)
pixe

Equation m shows that the Ah around 7 and § increases with s?, similarly to the Ah
around 2. Again, because the inertia grows with s*, this means the total deliverable change

in angular velocity around each axis actually decreases with s, as shown in Figure



Chapter 7 Application: A hexagonal flat nanosatellite in VLEO Kash Saddul 129

120{ T Ay
— Ao
1001\

801 N\
60 1 S

40

S~
~
m ~~
20 ~~
~
~—o
~_—
e ————

050 075 100 125 150 175 2.00
Side-length [m]

Manoeuvrability (Aw) [deg/s]

Figure 7.12: Deliverable angular velocity around the , § and Z axes, assuming a circular
orbit at 250 km with the Sun vector in the orbital plane.

Agility

To compute the agility wyeqx, a single pixel is fired, located on the corner of a HexSat,
using the maximum power P, available to the HexSat. This produces a peak torque 7peq,
which can then be transformed into a peak acceleration thanks to the inertia of the satellite.
The maximum power directly influences the peak torque that the can generate,

which can be expressed as

7_—}peak = Fcorner X @Ppeakf (715)

where 706 1S the position a pixel at a corner. The peak power P, is determined with
Equation (7.4)). Due to the layout of the Du:PS on the HexSat, only the pixels on the thickness
will produce a torque around the Z axis. As depicted in Figure[7.1Ta], the moment arm around
the Z axis of a pixel in the corner is half a side-length. The choice of corner will change the
direction of the torque, but not its magnitude. Therefore, the magnitude of the peak torque
around the 2 axis is

3v3

Tpeak,z = TT/SAT]ps’fluac];S3 (716)

where the peak power P, is replaced with Equation ((7.4)).

The peak torque from the pixels on the facesheet is computed with a similar approach.

Again, the choice of corner will change the direction of the peak torque, but not its magni-
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tude. Thus, the pixel located on the # axis at a distance s from the centre of mass is selected,
as shown in Figure The magnitude of the peak torque around the & and ¢ axes is
3v/3

Tpeak,xy = TnSAnpSflupr53~ (717)

Both the peak torques around the & — g and 2 directions are proportional to s. However, the
satellite’s inertia grows with s*, as shown in Equation (7.2)). Therefore, the agility, computed

With Teqk /Ihes, 18 inversely proportional to s.

In summary, while a greater HexSat size is desirable to generate more power, the increased
inertia of the satellite will lead to reduced agility (wpeqr) and less total manoeuvrability
(Aw). As the minimum agility required depends on the specific mission profile, this chapter

explores the HexSat operational modes in Section
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Figure 7.13: HexSat agility as a function of its side-length for the Z, j and 2 axes, assuming
a circular orbit at 250 km with the Sun vector in the orbital plane.

7.4 Operational mode & orbit geometries

The VLEO regime’s advantages mainly apply to missions focusing on the Earth, such as
remote sensing or communication constellations. Satellites are therefore likely to keep a
Nadir-pointing orientation or briefly track a target on the ground. This section details the

requirements for constant Nadir pointing and Active Ground Tracking operational modes.
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Depending on the mode of operation, the satellite’s projected frontal area will vary, chang-
ing the experienced drag. Expressions to compute the drag forces are provided, and the

minimum acceleration profiles required to execute each operational mode are presented.

Drag compensation

No matter the operational mode, due to the high atmospheric density of VLEO, most satel-
lites will have to use their thrusters to prevent premature de-orbiting. The onboard propul-
sion can maintain the spacecraft’s orbit by applying an equal and opposite force to the drag
experienced. In this scenario, the thin form factor of the HexSats allows for a small frontal
area to be produced, which yields a smaller drag and thus reduces the load on the propulsion
system. However, this advantage only applies if a HexSat is flying in its minimal drag con-
figuration. If the minimum drag direction, represented by d in Figure is not aligned
with the velocity vector U4, then the spacecraft will experience a greater drag. In this sec-
tion, the minimum drag the must compensate based on the spacecraft’s attitude is

analysed.

Figure 7.14: Geometry of the drag forces affecting a HexSat in VLEO.

The drag experienced by a spacecraft can be modelled using

1

D = Spatm (Tsat) v? (A1Cpa(p) + AsCp () (7.18)

where p.., 1s the atmospheric density, a function of orbital position is the space-
craft’s orbital velocity, and C)p is the drag coefficient and is a function of ¢, the angle
between the velocity vector and d. The variable  is called the angle of attack and is a func-
tion of time [f, The model used here is the same as in CHAOS, and is detailed in Chapter
The drag coefficient [Cp|is computed using a free molecule theory model derived by
Sentman, in the form presented by Sutton [[152[164]. The HexSat is represented using two
thin plates: one for the facesheet denoted as A;, and one for the thickness denoted as As.
Their C'p are different as they have different dependencies on ¢, i.e. the drag induced by
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the thickness is maximum when the facesheet is parallel to ¥s,;, which in turn experiences
no drag in this configuration. The atmospheric density is modelled through an interpolation
of the Jacchia-77 atmospheric model introduced in Frey and Colombo [[151]], which allows

for both static and temperature-dependent models.

In Equation (7.18)), the variables 74z, Usat, patm and the HexSat area can be determined from
the chosen orbit and satellite geometry. However, computing the projected area and the drag
coefficient requires knowledge of o, which depends on the operational mode. The following
subsections describe how a given operational mode can be maintained and its subsequent

effect on the angle of attack profile.

Nadir pointing

Maintaining a Nadir position allows the spacecraft to keep its instruments pointed directly
at the Earth at all times. For this work, I use the geocentric Nadir direction which points
directly towards the centre of the Earth from the spacecraft [19]. Therefore, the satellite
must rotate at the same angular speed as the position vector to keep its instruments aligned
with the Nadir direction. The DuPS must provide this precise acceleration profile to operate

in this mode, unless the orbit is circular, in which case no angular acceleration is needed.

The angular velocity required for constant Nadir pointing is computed in a given orbit with
[106]]

na’

Ora = V1 — e (7.19)
sat

where [n|is the mean orbital motion, a is the semi-major axis, and e is the eccentricity. The

function r,,; is the orbital radius, which depends on the true anomaly

a(l—e?)
sat — T . 7 N 7.20
sat 1+ ecos(fra) (7.20)
The angular acceleration can then be obtained by taking the time derivative
dira _ doradfra _ dbra
[/ — = = 7.21
AT A T dfpa dt T dpa (7.21)
which leads to the final expression of the angular acceleration
i = _ 2n’esin(fra) (1 + ecos(@TA))?" (7.22)

(1—e?)’
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Figure 7.15: Constant Nadir-pointing mode: the spacecraft’s instruments are always aligned
towards the centre of the Earth.

The HexSat must be capable of providing the full range of angular accelerations determined
by Equation to correctly track the Nadir direction. If the HexSat follows this angular
acceleration profile, its angle of attack profile can also be computed. As the HexSat must
have its instruments aligned with the position vector in Nadir pointing, the vector dis always
perpendicular to the position vector. Therefore, the angle of attack ¢ becomes the angle
between the velocity vector 7, and the normal to the position vector, or the flight path

angle [106]. It is given by

@sin 7 4 ) (7 23)

=arctan [ ———
14 (1 + ecosbra

Figure shows the acceleration profiles required to maintain Nadir pointing. The cor-
responding angles of attack along the orbit are shown in Figure Note that the angular
acceleration required to maintain Nadir pointing in a circular orbit is zero as no variation
in the angular velocity is needed. Similarly, for the non-circular orbits, the angle of attack

remains small due to the low eccentricity.
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Figure 7.16: Required acceleration profile and flight path angle to perform Nadir pointing
in low-eccentricity orbits with varying apogee altitudes. The perigee is fixed at 250 km for
all orbits, and the legend represents the varying apogee altitudes.

Active Ground Tracking

[Active Ground Tracking (AGT)|refers to the HexSat keeping the sensors pointed at a spe-

cific point on the ground, called the target, during a fly-over. It is achievable either by
rotating the onboard sensors or by turning the spacecraft itself at a precise rate to keep the
ground target aligned with the onboard instruments. This analysis assumes the HexSat is in
a circular orbit and that the target lies on its ground track, specifically at 874 = 0.

Tracking Trackin g
Preparaf\()“

’ Streamlining

Figure 7.17: Sketch of a full Active Ground Tracking cycle, including preparation, tracking,
and streamlining.

Unlike the continuous operation of the Nadir pointing mode, AGT requires a duty-cycled

approach. The HexSat will track its target throughout the tracking window and then reorient
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itself to coast in the minimum drag configuration until the next target is acquired.

As shown in Figure[7.17] a preparation phase, where the HexSat aligns itself with the target,
is required to ensure correct tracking. Similarly, a streamlining manoeuvre, mirroring the
preparation, is required to return the HexSat to the minimal drag configuration. The exe-
cution of the preparation and streamlining phases ultimately depends on the nature of the
HexSat’s mission and is therefore not specified. However, the angle between the Nadir di-
rection and the target direction is the same at the end of the preparation phase and at the start
of the streamlining phase. This angle is equal to half of the total angular change imparted
during the tracking phase. Thus, it is assumed the preparation and streamlining phases will

each require half the energy consumed during tracking.

To estimate the total AGT cycle time At ¢, it is further assumed that both phases each
take half the time of the tracking stage, such that

AtAGT = 2Att7‘acking~ (724)

Then, the number of AGT cycles 7.y performed during one orbit can be determined with

Figure 7.18: Active ground tracking mode: the spacecraft’s instrument briefly point at a
target on its ground track.

At 4¢7 and the duty cycle (, the portion of the orbit dedicated to executing the AGT cycle

which includes both preparation and streamlining phases,

s
cycles — 7.25
hoyel \‘QAttracking ( )

where the variable 7,,4;; is the orbital period.

During the tracking stage, the HexSat (or its instruments) must be aligned with and rotate
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at the same angular speed as the relative position vector K to actively follow a target on
the surface. The focus is on the angular acceleration & required to track the target. Given
the geometry shown in Figure one can express «, the relative angular position, as a

function of the true anomaly 74 through the sine projection of
. Tsat .
« = arcsin <— sin (GTA)) (7.26)
K

where  is the distance between the target and the satellite, called the slant range and 67 4 is
the true anomaly, measured from the target. The variables s and r,,; are both dependent on

the true anomaly 614 but are written concisely for readability.

The variable « is obtained by applying the cosine law

k= \/RQE + 12 — 270 Rp cos(07.4) (7.27)

where is the radius of the Earth. For a nominal circular orbit of 250 km, the magnitude
of k is greater than 350 km at values of 64 > 2°. At this distance, the satellite instruments
are unlikely to provide a significant advantage compared to using instruments onboard the
satellites at higher altitudes. Therefore, in this analysis AGT is limited to a useful tracking
window 6,5 spanning about 2 degrees on each side of the target, as measured at the Earth’s
centre. It provides approximately one minute of tracking time, leading the total cycle to last

around two minutes.

Taking the time derivative, the angular velocity is obtained,

B da
 dfra

a Ora. (7.28)

Similarly, the angular acceleration is computed with the chain rule,

d2a . 2 da -
V= —— (0 Or14. 7.29
«Q d@%A ( TA) + TN TA ( )

Again, the HexSat must be capable of providing the full range of angular accelerations de-

termined by Equation (7.29) to correctly track the ground target. Figure shows an

example acceleration profile. In this scenario, a circular orbit at 250 km is assumed and
d’a
doz. ,

considered circular orbits, the vector 7,,; and ¥s,; are orthogonal, which leads the angle be-

divided differences are used to compute the derivatives dgﬁ and . As this analysis only

tween £ and 77, to be the same as the angle of attack . The angle of attack is thus computed
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as

¢ =a—0Ora. (7.30)

The angle of attack profile is shown in Figure for a circular orbit at 250 km. Compared

Time [sec] Time [sec]
-30.0 -20.0 -10.0 0.0 10.0 20.0 30.0 -30.0 -20.0 -10.0 0.0 10.0  20.0 30.0
40 1
0.02 20.
N
<w TJ)
E0.00 3 0
3 s
]
~0.021 201
_40 4
) -1 0 1 2 -2 -1 0 1 2
6 [deg] 6 [deg]
(a) Acceleration profile (b) Angle of attack

Figure 7.19: Angular acceleration profile and flight path angle to perform AGT in a 250
km circular orbit over a tracking window of two degrees of true anomaly.

to the Nadir pointing mode, the HexSat in AGT mode will deviate significantly more from

the velocity direction.

7.5 HexSat power analysis

The impact of HexSat size on its ability to achieve the operational modes detailed in Section
[7.4]is investigated. Specifically, HexSats that generate more power than they consume are

of interest. This analysis uses the average excess power P“** as a measure, defined as

percess _ pgen Porbit (731)

avg avg avg

where ngsit is the average power consumption due to flight dynamics operations over one
orbit. The excess power then becomes the power available for payload and bus operations.
The average power consumption over one orbital period 7,,4;; consists of the drag compen-

sation and the attitude manoeuvres,
drag op
Porbit _ Eorbit + ‘Eorbit7 (732)

avg
Torbit
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where Eg:;ﬂ and £ . are the energy consumption due to drag compensation and opera-
tional mode respectively. The energy expenditure for drag compensation is calculated by
integrating the instantaneous power required to generate a thrust that precisely counteracts
the drag force at all times. The energy depends directly on the drag profile D experienced
by the HexSat and thus, on the angle of attack profile,

Torbzt
Byt = — / (7.33)

Similarly, the energy required for operational manoeuvres depends on the HexSat inertia
matrix I, and the required angular acceleration profile w. However, the rotation only acts
around either the z or ¢ axis. Depending on the pixel fired, the DuPS will need to adjust its
power level to produce the correct torque,

T,Pr(s) = I, (7.34)

To minimise the operating power level, one can fire the pixel with the greatest moment arm,
which is located in the HexSat corner at a distance s from the centre of mass. Then write

the energy required is written as

o _ L / Mt (7.35)
orbit — TpS : :

Nadir pointing

The energy required to compensate for the drag in constant Nadir pointing mode is computed

with Equations (|7.18)), (7.23]) and (7.33)). Similarly, Equations (7.22)) and ([7.35)) are used to

determine the energy required to maintain the Nadir pointing attitude profile. As shown in

Figure the angular accelerations needed for Nadir pointing are minimal, resulting in
an average power requirement in the order of 10~° W. It is drag compensation that dominates
the[DpPS|power consumption in this pointing mode. Figure[7.20|presents the average excess
power available to a HexSat of varying size as a function of apogee altitude, with a perigee
fixed at 250 km. The results indicate that while a higher apogee offers a slight increase in
available power, the improvement is negligible. Operating in low-eccentricity orbits thus
provides no significant advantage over circular orbits. Compared to a circular orbit at 250
km, which uses 12 W of average power for drag compensation, an orbit with its apogee at
400 km will use an average of 8 W, assuming a HexSat of equivalent surface area to the
demonstration DiskSats. The power required for the thrusters is not significantly reduced as

the HexSat will have an increased speed at the perigee. The power saving is also negligible
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Figure 7.20: Excess power based on HexSat size and apogee height, with contour lines
indicating 100 W, 50 W and 10 W levels. The perigee is fixed at 250 km.

compared to the power generated, which is above 100 W. Therefore, low eccentricity orbits

have a negligible impact on the power available to the payload.

However, increasing the size of the HexSat significantly increases the excess power. Even
in a circular orbit at 250 km, a HexSat with a side-length greater than 0.8 m can generate
over 100 W of average excess power, making constant Nadir pointing a viable operational

mode.

AGT

As an AGT cycle occurs ngyqes times across an orbit, the analysis is restricted to a sin-
gle flyover. As detailed in Section both the preparation and streamlining manoeuvres
need half the angular change required for the tracking stage. Consequently, the total energy

required to perform the AGT cycle can be expressed as
EAG’T = Eprep + Etracking + Estreamline = 2Et7"ack:ing (736)

where Ey;qcring 1 the energy required to follow a ground-based target actively, i.e. to follow

the angular acceleration profile presented in Figure It is now possible to re-write the



Kash Saddul 140 Chapter 7 Application: A hexagonal flat nanosatellite in VLEO

average power consumed as

drag
porbit — Eorbit + 2Etrackingncycles

avg

(7.37)

Torbit

where Eg:,f‘g can be computed with Equations (7.18)), (7.30) and (7.33)), while Eiqcking 18
determined with Equations ([7.29) and

hex Attrack‘ing
Eiracking = — a(t) dt. 7.38
ins = 2= | 0 (1.38)
While similar to Equation ((7.35)), Equation (7.38) integrates only over the tracking time
Atiracking, as no torques are needed to follow Nadir pointing in circular orbit.

Figure|7.21|presents, for a circular orbit at 250 km, the excess power for a HexSat of varying
size as a function of the duty cycle (. For simplicity, the power generation model is kept
as detailed in Equation (7.5), which assumes the spacecraft is constantly in Nadir. While
the HexSat’s operational mode differs, it effectively spends a maximum of two minutes
per target slewing before returning to a Nadir position. At most, the HexSat is 40° offset
from the Nadir direction, which corresponds to a 24% decrease in power generation. It is
therefore believed that this assumption is reasonable as long as the ratio of total AGT cycle

time to orbit period, i.e. {, remains relatively low.
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Figure 7.21: Excess power based on HexSat size and duty cycle ¢ for a 250 km circular
orbit. The blue line represents the optimal HexSat size for maximum power at a given duty
cycle.

The results show that if no AGT is performed (( = 0), a larger HexSat leads to greater
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Figure 7.22: Excess power based on HexSat size, duty cycle ¢ and orbit height. The blue
line represents the optimal HexSat size for maximum power at a given duty cycle.

available payload power. However, while the HexSat performs any amount of tracking
(¢ > 0), there is an optimal HexSat size that maximises the excess power. This optimal
size is marked by the dashed blue line in Figure for each corresponding duty cycle.
The optimum size decreases with increasing duty-cycle as the power consumption includes
both the drag compensation and the rotation of the HexSat, which scales with s®. For a
HexSat with the equivalent surface area as the demonstration DiskSat, and a duty cycle of
0.3, the the HexSat will use 36 W for tracking and 68 W for drag compensation. However,
the power for drag compensation is not always greater than the rotation. As the HexSat
grows in size, the power required for rotation will increase with s* compared to the power
for drag compensation, which increases with s?. Thus, for a larger HexSat with s = 1
with a duty-cycle of 0.3, 216 W will be used for the tracking, while 208 W will be used for
drag compensation. The feasibility of the AGT is dependent on the HexSat side-length s.
Small HexSats, with high agility, typically can perform tracking but have low excess power.
Larger HexSats can provide high excess power while performing the AGT, although certain
combinations of size, altitude and duty cycle are unfeasible, as their agility is not sufficient.
These unfeasible combinations are shown by the white region, where the HexSat is too
large and cannot generate enough power to sustain its operation. The step-like profile of
the contour plot originates from Equation , where only integer values of 1.y Were
considered.

The results presented are for circular orbits at 250 km in Figure and 300 km and 350
km in Figure One can observe that at higher altitudes, more combinations of s and ¢
are feasible as the drag is lower, and the overall angular acceleration required is reduced.
However, to maximise the advantages of VLEO, orbits closer to the Earth are of primary
interest. Focusing on the 250 km orbit, a HexSat with a 0.8 m side-length will provide more
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than 100 W of excess power for a relatively low duty cycle, approximately below 0.2. This
translates to approximately 17 minutes of AGT time, or eight targets tracked across one

orbit. Therefore, HexSats are capable of operating in AGT mode at 250 km.

An essential consideration in evaluating the DuPS system’s operational feasibility is its sta-
bility under realistic conditions, accounting for manufacturing and operational imperfec-
tions. The DuPS thruster system operates at a high pulse frequency, resulting in a stable
average thrust output with minimal magnitude variations. However, unavoidable physical
imperfections - including manufacturing tolerances in thruster positioning, misalignments,
and variations in thrust direction - will cause the HexSat’s actual attitude and orbital param-
eters to deviate from their nominal values. These deviations necessitate the implementation
of a dedicated control system. While such a system can effectively compensate for these
real-world errors and maintain the desired spacecraft trajectory, this error correction requires
additional fuel expenditure and places higher demands on the spacecraft’s power system, al-
though the associated analysis is beyond the scope of this work.

Estimates of orbital lifetime can also be obtained for different combinations of duty cycle and
HexSat sizes. As HexSat size increases, the drag experienced by the HexSat increases with
the surface area, proportional to s?. In contrast, the available fuel mass increases with the
perimeter length of the HexSat, proportional to s. This scaling indicates that larger HexSat
will experience shorter lifetimes than smaller satellites, as shown on Figure Similarly,
the operation induces a more substantial drag on the satellite, leading to a shortened
orbital lifespan. Higher duty means the HexSat will experience a high drag multiple times
per orbit, reducing the operational lifetime. Combined with the relatively high atmospheric
density of HexSats have an orbital lifetime of up to two years assuming a small size
and low duty cycle. However, their lifetime is still higher than naturally possible without
any thrust, demonstrating that the DuPS can enable operation in

7.6 Conclusion

This chapter has shown how the can extend nanosatellite operation below their cur-
rent lower altitude bound. The HexSats, a novel concept of flat satellites using a Distributed
micro (u)-Propulsion System for Very Low Earth Orbits introduced in this work, have sig-
nificant advantages over traditional CubeSats regarding functional surface area and power
generation. The hexagonal design enables complete 3-axis control and increases the usable
surface area when multiple vertical stacks of HexSats fit within a launch vehicle fairing.
Our investigation of the relationship between design parameters and the HexSats
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Figure 7.23: Orbital lifetime based on HexSat size and duty cycle ¢ for a 250 km circular
orbit.

performance shows that while the orbit-average power increases with size, other perfor-
mance parameters, such as agility, are inversely proportional to the HexSat size. The results
demonstrate that HexSats can operate effectively in Nadir pointing mode in VLEO, although
the feasibility of Active Ground Tracking is size-dependent. In a circular orbit at 250 km, a
HexSat with a side-length of 0.8 m in Active Ground Tracking can track up to 8 targets per

orbit while still delivering more than 100 W of average excess power to the payload.



Conclusion

Summary of the thesis

This thesis has demonstrated how nanosatellites can operate beyond their current operational

range by using a novel propulsion system concept.

Chapter |1| explained that due to their small size and low-cost philosophy, nanosatellites,
especially CubeSats, often struggle to include an actuation system. As a result, they are

typically underactuated and constrained to a specific altitude range.

The challenges of miniaturisation in nanosatellite propulsion systems have been investi-
gated in Chapter[2] Despite their high thrust capabilities, conventional chemical propulsion
systems are impractical for nanosatellites due to the high mass and volume requirements of
pressurised tanks, propellant delivery systems, and combustion chambers. Likewise, whilst
highly efficient, Hall Effect Thrusters and Gridded Ion Thrusters face significant difficul-
ties in downsizing and remain too power-intensive for nanosatellite applications. Reac-
tion wheels, a common choice for attitude control, suffer from reduced angular momen-
tum capacity when scaled down and require external means for momentum management.
The chapter concludes that electrospray thrusters and Vacuum Arc Thrusters are the most

promising actuation systems for further miniaturisation research.

This thesis then introduced, in Chapter 3] a novel propulsion system concept, the Distributed
Micro (p)-Propulsion System (DuPS), which originated from an ESA-funded project led by

144
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Dr. Min Kwan Kim, and is the topic of research of another PhD student at the University
of Southampton. It consists of many individual thrusters placed along the structure of a

satellite.

As of its unique architecture, the effect of the on satellite dynamics is not trivial and
cannot be simulated with off-the-shelf simulation tools. As a result, a high-fidelity numeri-
cal propagator is needed. Chapter 4| has thus examined the fundamental methods for repre-
senting and propagating attitude and orbital dynamics, including all relevant environmental

perturbations, and reviewed popular propagators as potential simulators.

Chapter [5|then describes a bespoke high-fidelity numerical tool called the Comprehensive
High-fidelity Attitude and Orbit Simulator (CHAOS), which couples orbit and attitude prop-
agation with environmental perturbations. CHAOS utilises the Gauss Planetary Equations
for orbital propagation using Modified Equinoctial elements, while attitude propagation is
accomplished through Euler’s equation and quaternion kinematics. It reads STL files to ob-
tain detailed shape information of a spacecraft, applying force models to each facet for more
accurate representation of environmental perturbations. The propagator models SRP, using
the NAIF SPICE software for Earth-Sun positioning and includes a shadow model. CHAOS
computes atmospheric density through an interpolation of the Jacchia-77 atmospheric model
and uses the Sentman model for Gas-Surface interactions. It employs spherical harmonics
using coefficients from the EGM2008 model to represent the Earth’s non-spherical shape
and includes perturbing accelerations induced by the Moon and Sun. CHAOS was compared
to two reference software packages, GMAT and STK HPOP. The validation was performed
individually for each force model, and CHAOS demonstrated good overall agreement with

the reference software.

This thesis has then examined two nanosatellite missions enabled by the DuPS. These mis-
sions demonstrate how nanosatellites can operate outside their current altitude range, and

correspond to the novel contribution of this research.

Chapter [6]is published in Acta Astronautica and investigates a high-altitude deorbiting mis-
sion for a 1U CubeSat [[177]. It introduces|Cube-de-ALPS| a fully printed standalone propul-
sion package that uses a gyroscope and a Faraday cup for attitude estimation. An operational

mode was outlined, requiring only coarse angle-of-attack estimates and angular velocity
readings. |[Cube-de-ALPS|was installed on HUMSAT-D, a 1U CubeSat that spent seven

years in Low Earth Orbit as untracked space debris. The de-orbiting performance was inves-

tigated using a semi-analytical model for various fuel materials, layouts, and signal-to-noise
ratios. CHAOS was used to validate the results and demonstrate that/Cube-de-ALPS|would
have significantly accelerated HUMSAT-D’s de-orbiting compared to natural decay. Chap-
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ter [fl demonstrated that the allow 1U CubeSats to operate up to 1,400 km, more than
twice as high as naturally possible, whilst ensuring re-entry within 25 years. This effectively

raises the operational ceiling of 1U CubeSats.

The thesis then investigated the operation of nanosatellites with the at the other end of
the operational range, in Very Low Earth Orbit (VLEO). Chapter[7] published in Acta Astro-
nautica [194]], introduces HexSats, a novel concept of flat satellites derived from DiskSats
and using the[DpPS|for actuation. DiskSats are an original concept created by the Aerospace
Corporation which provides a flat satellite platform with a circular profile. HexSats offer
significant advantages over traditional CubeSats regarding usable surface area and power
generation. The hexagonal design, combined with the [DuPS| enables complete 3-axis con-
trol and increases the packing efficiency when multiple vertical stacks of HexSats fit within
a launch vehicle fairing. The investigation of the relationship between Dy PS|design param-
eters and HexSats performance shows that while orbit-average power increases with size,
other performance parameters, such as peak angular velocity, are inversely proportional to
HexSat size. The performance of a HexSat that either constantly points in Nadir or briefly
tracks a target on the ground was investigated. The results demonstrate that HexSats can op-
erate in both operational modes at 250 km while providing over 100 W of power, effectively

extending the lower bound of the operational altitude.

Limitations and future work

The analysis presented in this thesis is entirely theoretical, based on the conceptual design
of the As the DuPS progresses through development and testing, empirical data will
provide a better understanding of its performance characteristics, potentially leading to re-

visions to the theoretical analysis presented in this thesis.

The central assumption made in this work is that a complete DuPS is achieved. However,
the development path may deviate from its original characteristics, potentially influencing
several factors. The final configuration of the DuPS, including the amount of fuel onboard
and the total system mass, may differ from the estimates used in this thesis. The thrust pro-
duced at a given power level could also vary from the theoretical predictions. While the
thesis assumed a linear relationship between thrust and power, i.e., the thrust-to-power ratio
T, is constant, empirical experiments may reveal a more complex relationship that could
depend on different operational power ranges. Over time, the thrust produced by the
might degrade, contrary to the assumption used in this thesis. This degradation could im-

pact the nominal thrust level and distribution of thrust level at each pulse. Additionally,
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constraints on the size of the pixels in the DiPS could affect the analysis presented in Chap-

ter[6] potentially changing the conclusions.

Therefore, one area of future work would be to either develop the [DuPS| to achieve the
performance mentioned in this thesis or re-generate the data and the analysis performed

with updated characteristics of the propulsion system once empirical data is available.

CHAOS]| the custom tool for simulating the DuPS, has been validated and performs well.

However, there is still room for improvement.

One area for additional development is the numerical integrator used for propagation. A
more suitable algorithm could lead to enhanced runtimes and reduced numerical errors.
CHAOS’ runtime can also be improved, as the code is implemented in Python. The code
could be translated into a low-level language, significantly improving the time efficiency
of long-term simulations. To further optimise the runtime, could parallelise the
evaluation of the force models. In this approach, the force models would be evaluated in
parallel on different cores at each function evaluation. However, this would involve a trade-
off between the speedup achieved and the overhead from distributing the computation, and
it is not clear yet if a net runtime improvement is guaranteed. Additional force models could

be implemented, if deemed relevant, to refine the accuracy and realism of the simulations.

Therefore, future work could also focus on refining the high-fidelity tool developed for this

thesis by enhancing the runtime and minimising the numerical errors.
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