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UNIVERSITY OF SOUTHAMPTON
ABSTRACT
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
OPTOELECTRONICS RESEARCH CENTRE

Doctor of Philosophy

OpTICAL GAS SENSORS BASED ON CORRELATION SPECTROCOPY USING A FABRY-PEROT
INTERFEROMETER

by Everardo Vargas-Rodriguez

In this work we present an analysis of gas sensors based on correlation spectroscopy with a
Fabry-Perot interferometer (FPI). In this technique the spectral FPI transmission fringe pattern
is matched with ro-vibrational absorption lines. To produce the cross correlation principle the
FPI fringe pattern must be shifted along the frequency axis. Hence as the spectral FPI fringes
are equidistant and symmetric therefore the ro-vibrational absorption lines of the target
molecule must be amost equidistant. Well resolved ro-vibrational lines with Lorentzian line
shapes and with almost equidistant spectral separation are characteristics of most diatomic and
linear molecules, i.e. CO,, CO, N,O, and some specific absorptions bands of symmetric top and
spherical top molecules eg. NH3, CH,4 at one atmosphere pressure.

In this work we review two general sensor designs, in the first the FPI it is illuminated with a
collimated beam and in the second design the FPI it isilluminated by a converging beam. In the
collimated beam design all the rays reaching the FPI have the same angle of incidence whilst in
converging beam the incident rays have different angles of incidence. Hence the spectral FPI
fringe pattern it is affected by the different angles of incidence and therefore it is essential to
consider these effects during the evaluation of the sensor response.

A novel anaytical method based on the Fourier transform which gives a good insight of the gas
sensor design based on correlation spectroscopy with a FPI it is presented which we call the
convolution method. The method provides a simple way to evaluate much faster the sensor
response, and using the Fourier transform characteristics the functions involved in the
mathematical model of the sensor response the optimal cavity length of the FPI can be directly
determined and it is shown that if the sensor signal will be recovered by a Phase Sensitivity
Detector the optimum mirror reflectivity is 0.41 regardless of the other parameters. Moreover
using the convolution method the optimal FPI mirror reflectivity can be quickly evaluated. The
method also gives us guidance on selecting the best bandpass filter for the application. In this
work we also review the effects of the blackbody converging beam and some possible solutions
to minimize the effect of the degraded FPI fringe pattern are proposed. In this case it is
important to consider the spurious FPI fringe patterns produced by reflection within the mirrors
substrates of FPI mirrors.

Finaly based on all these knowledge we describe a full methodology to simulate the sensor
response. It is important to mention that in our methodology we not use ‘fitting parameters’ to
adjust the ssimulated results with experimental measurements. Our experimental measurements
strongly support the smulated sensor response obtained with our methodology. Therefore the
methodology can be applied to design other gas sensors based on cross correlation spectroscopy
with a FPI as a modulator. Moreover it is shown that these sensors present an almost negligible
sensitivity to molecules other than the target. Finally based on our simulated and experimental
results we can conclude that this sensor design configuration is viable to fabricate commercial
gas sensorsif the FPI and the detector are integrated within aMEMS structure.
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Chapter 1

Chapter 1

1. Gas Sensors.

Gas sensing plays an important role in very different fields such as environmental,
medicine, and industrial applications. A precise control of the gas concentration can be
vital for security, human health, quality in industrial processes in many other
applications. For instance some gases that are commonly monitored are the ‘ combustion
gases such as carbon monoxide (CO), carbon dioxide (CO), nitric oxide (NO),
nitrogen dioxide (NO,), sulphur dioxide (SO,) and water vapour (H.O). Each one of
these presents different risks for our health depending of its concentration in the
environment. Probably one of the combustion gases that causes most deaths worldwide
is CO and many of these deaths occurs in houses. CO is a colourless, odourless gas,
which combines with haemoglobin (Hb) in the blood to form carboxyhaemoglobin
(COHDb) [1]. Haemoglobin has an affinity 240 times higher for CO than for oxygen
which reduces the capacity to carry oxygen [1, 2] which gradualy produces acute
adverse hedth effects. At low concentration it causes nausea; headaches and

disorientation occur at higher concentrations [3]. Very high concentrations can be life
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threatening [1]. The safety standard for CO exposure it is generally 9 ppm for an eight
hour average exposure and 20-35 ppm for a one-hour average exposure [2, 3].

Another important combustion gas is Carbon Dioxide (CO;) which is naturally
present in air. It is also produced by human respiration processes [2] where the exhaled
mix contains ~3% CO,. Therefore an unpleasant environment can be a consequence of
poor ventilation. CO, is aso used in many industrial processes, as fertilizer in
greenhouses, for carbonation of beverages (it gives the ‘fizz’ to soft drinks), it is
injected in capped bottles to remove oxygen, in breweries and wineriesit is produced by
the fermentation process. According to the literature the occupational exposure
standards for CO, are 0.5% averaged over a time weighted period of eight-hours daily
considering five working days per week [2, 4], 3% average for a short-term (15 minute)
exposure, and 4% as the maximum instantaneous limit considered immediately
dangerous to life and health [4]. Any detrimental effects of low-level CO, concentration
exposure (<0.5%) are reversible [2, 4]. Exposure to concentrations between 0.5 and 3%
causes adaptive biochemical changes which may be considered a mild physiological
strain [2] such as effects on the breathing rate, this doubles the normal rate at 3% CO;
and is it four times at 5% CO; [4]. According to occupationa exposure and controlled
atmosphere research CO; is hazardous via direct toxicity at levels above 5% [4]. High
concentrations of CO, (>17%) may cause severe and even fatal poisoning (this
poisoning it is called hypercapnia). High concentrations of CO, can occur in industry
for instance at ice-making factories or even in recreational activities such asdiving [5].

Methane (CH,4) is other important gas that should always be monitored in some
industries such as mining, oil extraction and landfills. It is explosive between its Lower
Explosive Limit (LEL) of 5% methane in air by volume and its Upper Explosive Limit
(UEL) of 15% [6]. In coal mines CH,4 can be found at very high concentrations of 80 to
90% and therefore with poor ventilation controlsit can be diluted to the explosion limits
and ignited by a spark from mining equipment [7]. This is a common accident that

claimsthe life of many miners around the world every year.

In the industry it is not just for safety reasons that it is necessary to keep the
concentrations of gases under control but there are many production or quality processes

that rely on this monitoring. For instance in the food industry it is necessary to pack the
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product under certain concentration of oxygen in order to prevent fast degradation of the

product [8]. In combustion processes it is also necessary to monitor the concentration of

oxygen to guarantee that the correct amount of combustible it is being used, this helps

to save fue reducing the cost of the process. There is an amost endless list of

applications for gas sensors in a very wide diverse fields!. In Table 1.1 some common

gases and their concentration ranges of interest for some industrial processes or human

health are listed.

Table 1.1- Some common gases and their concentration ranges depending on application

Gas Application

Concentration Range Usually

monitored

CO Environmental, Human Health

Above the Threshold Limit Value
TLV = 30 ppm per 8 hours average

exposure [2, 3]

Environmental, Human Health,

CO, .

Food Industry Packaging quality testing of
inert atmosphere (CO, or N,) of packaged
foods[8].

Bottled or canned beverages CO,
fermentation gas recovery/scrubbing for

headspace bottling process [8]

Above the natural concentration in air

Around the TLV that it is0.5% per 8

hours average exposure [1, 4].

Thisindustry uses large amount of CO,

in their process (>17%).

0-100 ppm Oxygen or 0—-3% Oxygen
inN, or CO,[8]

0-100 ppm Oxygen in CO,[8]

CH, Mining, Oil Industry, landfills, etc.

The Lower Explosive Limit (LEL) 5%
and Upper Explosive Limit (UEL) 15%
[6, 7].

Steel Manufacturing

O,

Power Generation

Ranges 0-2%, 0-5%, 0-10%, 0-10ppm
depending of the process [8].

0-1%, 0-2%, 0-5%, 0-25% depending

of the process[g].

0-5%[8]

N,O Human Health

Recommended Exposure Limit
REL = 50 ppm per 8 hours average

exposure [9]
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These are some of the reasons that explain the importance of gas sensors. Gas
sensors can be classified in different groups depending of their principle of operation.
One of these groups is chemical gas sensors which are devices that in contact with a gas
or a mixture of gases changes one or more of its physical or chemical properties [10],
such as light absorption, electrical conductivity, mass, adsorption, chemical reaction
[11]. These changes (called measurands) are measured and quantified directly or
indirectly in different ways but commonly as an electrical signal [10, 11]. Hence we can
separate chemical gas sensors into two main groups electrochemical and optical sensors.
In this thesis we will present the design of an optical gas sensor based on correlation
spectroscopy using a Fabry-Perot Interferometer as a modulator, therefore in this work
we will focus on this design. However, in the following sections of this chapter we will
briefly review some characteristics of various gas sensor designs pointing out some of
their advantages and disadvantages. This will help us to visualise the possible
advantages and disadvantages of our optical gas sensor design.

1.1. Electrochemical Gas Sensors.

Electrochemica gas sensors are based on the interrelation between the physical or
chemical change due to the presence of the gas and an electrical circuit. Electrochemical
gas sensors can be classified according to the measurand. There are severa types of
electrochemical sensors and here we would like just to mention some of the most
popular electrochemica sensors such as those based on conductivity, piezoelectricity

(mass) and amperometric changes.

1.1.1. Conductivity Gas Sensors.

In this method the change in the material’ s conductance in the presence of the target
gas it is measured. Most of the conductivity gas sensors use as a sensing material a
conductive polymer composite (i.e. Polymer-carbon Black), intrinsically conductive
polymer (i.e. polyaniline PAni, polypyrrole PPy), metal oxides (i.e. stannic oxide SnO,,
zinc oxide ZnO, and tungsten oxide WQOs;) or ceramics (i.e. gamma-hematite y-Fe,Os).
The mechanisms that lead to the resistance changes are different for each class of
material [11]. For instance in the conductive polymer material some of the gas

permeates into the sensing element making it to expand. This increases the polymer’s
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electrical resistance since thereis areduction of conducting pathways for charge carriers
[12]. In the metal oxide sensors there is a change in oxide conductance when it interacts
with a gas and the change it is usually proportional to the gas concentration [11].
Conductivity gas sensors are probably the most common electrochemical gas sensors
and a wide range of these sensors are readily commercialy available [13]. These are
employed to detect many different gases such as flammable gases or carbon monoxide
in enclosed environments. The advantages of these sensors is that they are completely
solid state and therefore have long shelf lives and show little deterioration in use [13],
depending on the type of material the response and recovery time can vary from a few
seconds up to some minutes. Some of the disadvantages of these sensors are that they
can suffer from limited selectivity and sensitivity [13], some of them, especialy the
metal oxide type, present high power consumption since they require a heater [11, 13],
and drift can be observed due to sensor aging especially in polymer composites. Some
metal oxide sensors can suffer from ‘sensor poisoning’ due to irreversible binding of
compounds, such as sulphur compounds, to the sensor oxide. In Table 1.2 some
examples of conductivity gas sensor are listed mentioning it sensitivity, concentration

range, type of sensing material, and some advantages and disadvantages.

1.1.2. Piezodlectric Gas Sensors.

Piezoelectric materials deform when a voltage is applied across them. Here when a
oscillating potential is applied near to the resonant frequency of the piezoelectric crystal
a stable oscillating circuit it is formed [14]. The degree of deformation is dependant on
the piezoelectric and therefore the resonant frequency is a function of the piezoelectric
material mass; this principle it is exploited by the piezoelectric gas sensor. The gas
sensor isformed by coating a piezoelectric material (usually quartz) with a gas sensitive
layer. The sensitive layer will adsorb the analyte increasing the mass and therefore
changing the resonant frequency. Thus the frequency change will be related to the gas
concentration. Piezoelectric gas sensors are divided into two groups; they are the quartz
crystal microbalance (QCMB), also called thickness shear mode (TSM) [14] and the
surface acoustic wave (SAW) also called bulk acoustic wave (BAW) [14] sensors. In
the SAW sensors a surface wave is produced that travels along the surface in parallel
direction to the piezoelectric surface whilst in the QCM sensor a wave is produced that

propagates through the bulk of the crystal in a perpendicular direction to the
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piezoelectric surface [11, 14-16]. Some advantages of the piezoelectric gas sensors are
that they have high sensitivity (in the order of ppm or lower) since these are very
sensitive to mass so by adsorbing a small amount of analyte the resonant frequency
changes [15]. Moreover they present fast response times and their fabrication cost,
especially SAW sensors, can be relatively inexpensive [16]. However these sensors can
present poor selectivity since any molecule (other than the analyte) adsorbed by the
sensitive layer will change the mass producing a frequency shift [15]. Consequently the
sensor produces an incorrect concentration measurement. Moreover as these sensors
operate at high frequencies, generally in the range from 10MHz up to some hundreds
MHz [16], the electronics required it is relatively more complex than the required for
conductivity sensors [11]. Furthermore these sensors also are altered by aging [16]. In
Table 1.2 some examples of piezoelectric gas sensors, mentioning their sensitivity
concentration range, type of sensing material, and some advantages and disadvantages
are listed.

1.1.3. Amperometric Gas Sensors.

The amperometric gas sensors usually contain a liquid electrolyte solution and are
therefore not as robust and small as the conductivity or piezoelectric gas sensors, but
generally they have higher selectivity and sensitivity [13]. Amperometric gas sensors
have been designed in different forms and are significant in commercial terms as the
‘lambda probe’ which is a potentiometric sensor for oxygen that can be found in many
modern automobiles [13]. The potentiometric sensor usually has a cell divided by a
porous membrane (usually polymer/metal/Nafion® [15, 17]). Here in one part of the
cell it is the analyte and in the other part is the electrolyte solution, which is usually an
inorganic acid [15]. The analyte must diffuse through the membrane to become
dissolved in the interna electrolyte solution and then to a ‘working’ electrode [13].
Here, when an appropriate potentia is applied on the reference electrode, the analyte
molecules are anodically oxidized or cathodically reduced, resulting in a current
change[15]. In Table 1.1 some examples of amperometric gas sensor mentioning their
sensitivity concentration range, type of sensing material, and some advantages and
disadvantages are listed.
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Table 1.2- Examples of Electrochemical Gas Sensors.

Type of [Referencel]-Sensing Target Gag Sensitivity/ Detection _
' Advantages Disadvantages
Sensor Material Range
Low vapour pressure gases/ detectable from ppb
. [12]-Polymer-carbon black ) ] .
Conductivity " High vapour pressure gases/ detectable from Solid state, fast response. Sensitive to temperature.
composite
ppm
. _ Low humidity dependence, operates .
Conductivity  [18]- Ceramic (y-F€;05) Isobutane (i-C4H1o) / 0.05-0.5% Sensitive to temperature.
at room temperature.
o ] ] ] Small sensing element o
Conductivity ~ [19]- Metal Oxide (Tin Oxide) CO/ >600ppm Presents Oxygen sensitivity.
10gm x 30pm
_ Present some sensitivity to
o [20]- Metal Oxide _
Conductivity Ethanol (C,HsOH) /0-200ppm Solid State acetone CH3;COCH,;, CO and
SNO,-ZnO
NO..
Temperature sensitive. Slow time
Conductivity  [21]- Metal Oxide ZnO Chlorine gas (Cl,)/ 0-300ppm Operates at room temperature. response (15s) and recovery
(>509)
Piezoelectric  [22]- Polymers ] . o Frequency signals from 80MHz
. . Tetrachloroethene/ detection from 1ppm High sensitivity
(QCMB, SAW)  Polydimethylsiloxane (SE30) up to 433 MHz.
Piezoelectric o ) o .
(QCMB) [23]- Gold- 2,2-bithiophene Acetone, Chloroform High sensitivity Sensitive to other molecules
Amperometric  [17]- Electrolyte solution NaOH  Acetaldehyde/ from 12ppb High Sensitivity Sensitive to other molecules
Amperometric  [24]- Electrolyte solution H,SO;  Carbon Monoxide (CO) / detects from <1ppm High sensitivity. Slow time response >15s
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1.2. Optical Gas Sensors.

The principle of operation of optical gas sensorsis based on detecting changes due to
the interaction between electromagnetic radiation and the gas. Spectroscopy studies the
interaction between electromagnetic radiation and matter (atoms, molecules, atomic or
molecules ions, solids) [25]. Both oscillating magnetic and electric fields of the
electromagnetic radiation can interact with matter and give rise to different energy
transitions. Table 1.3 summarises the region of the spectrum and the types of energy
transitions observed there. Each type of energy transitions has its applications; for
instance nuclear spin resonance it is used in magnetic resonance imaging (MRI)
machines widely employed in medicine. X rays produced by bremsstrahlung (German
for braking radiation) are utilized in medical X-ray machines. Here as we are interested
In sensors monitoring the interaction of the electric field of the electromagnetic

radiation with a gas therefore we will concentrate in this kind of interaction.

Table 1.3-Types of energy transitions on each region of the electromagnetic spectrum [26]

Region of the Interacting Type of Energy
Spectrum Field Transitions
o Nuclear Spin Resonance
RF Magnetic Field o
Electronic Spin Resonance
. Electric and/or ]
Microwave ] Rotational
Magnetic
Vibrational,
Infrared Electric Rotational-Vibrational
(ro-vibrational)
UV/Vis Electric Electronic
X-rays Electric [27] Electronic [28]

1.2.1. Interaction of light with molecules.

In this interaction light can be absorbed, emitted or scattered. In a very simple
description we can say that light is absorbed when aradiated photon has enough energy
to excite a molecule or atom to pass from a state of low energy (FE;) to a state of higher
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energy (£1) (Figure 1.1a). Hence the photon transfers its energy to the molecule or
atom. The photon must have energy £ = hrv = E; — Ej to produce the transition,

where £ isthe Planck constant and v is the frequency of the photon.

Stimulated light emission occurs when a photon of light stimulates an excited atom
or molecule to decay from an initial high energy state (£1) to a state of lower energy
(Eb) (Figure 1.1b). Hence a photon is emitted which has energy £ = hv = £, — Ejy and
it will bein phase with the incident photon [29]. This means that under this process light
amplification can occur since the incident and the emitted waves add constructively. In
thermodynamic equilibrium at any temperature the majority of molecules or atoms
populate the lower energy states (ie Ng, > Ng, where N is the number of molecules or
atoms) [30]. It means that the total number of elementary absorption events is larger
than emission events. Consequently the incident radiation is absorbed. Hence in order to
produce an stimulated emission it is necessary to force a temporary situation where
more of the molecules or atoms populate the higher energy levels rather than the lower
level (ie Ng, < Ng), it is caled population inversion [30]. To produce the population
inversion an external source of energy is required to populate a specific upper energy
level. This energy is commonly called the pump energy [30]. Some common external
sources of pumping energy are intense light sources (such as flash lamp and lasers) and
electricity (ie high voltage pulses) [31]
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Figure 1.1- Transitions (a) absorption, (b) stimulated emission and (c) scattering.

When a photon of light is incident on a molecular or atomic sample it can be

scattered. Basically we can consider two types of scattering, Rayleigh and Raman.
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Another type of scattering is known as Brillouin scattering which involves the
interaction of photons with acoustic phonons; as this type of interaction is out of the
scope of this work therefore we will not discuss with more detail thisissue. In Rayleigh
scattering some photons rebound in the molecular sample with no exchange of energy,
therefore the scattered light has the same wavelength as the incident light [32]. In
Raman scattering the scattered light will have either longer or a shorter wavelength than
the incident light. When the emitted photon has longer wavelength the processis called
Stokes Raman scattering and when the emitted photon has shorter wavelength the
process is called anti-Stokes Raman scattering [32]. Here it is necessary that the incident
photon do not have the exact energy £ = hv to excite a molecule to make atransition to
another stable state. Consequently if the incident photon has energy £ = hv; it will
excite the molecule to transit to a virtual state. Finally atransition from the virtual level
to a new stationary state takes place with the emission of a photon (Figure 1.1c). When
the atom or molecule transits from the virtual state to a state of lower energy, than its
initial state, the emitted photon will have higher energy than the incident photon and
therefore an anti-Stokes Raman transition occurs. In similar way if the atom or molecule
trangits from the virtual state to a stable state of higher energy the emitted photon will
have lower energy than the incident photon giving rise to a Stokes transition (Figure
1.1c).

Molecules and atoms have a set of electronics states, and for each electronic state
there is a set vibrational state and for each vibrational state there is a set of rotational
states [33]. These are caled energy levels. Each molecule will have a set of unique
transitions forming a unique absorption, emission or scattering spectrum. Moreover
there are specific rules that determine if atransition it is allowed or forbidden (selection
rules) and these are not the same for all molecules. Furthermore it is necessary to
calculate the intensity of each transition which requires more detailed study of the
spectroscopy area. Consequently in order to evaluate an absorption, emission or
scattered spectrum it is necessary to review in detail its spectroscopic characteristics.
Since it is a complex and very wide area of study here we just review very briefly the
principles of the ro-vibrational transitions occurring in the mid infrared region (MIR).

10
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1.2.1.1 Mid Infrared ro-vibrational transitions

In the process that gives rise to vibrational transitions, absorption or emission, the
interaction is usually between the molecule and the electric field [34]. In the infrared ro-
vibrational transitions due to Raman scattering are possible; however these transitions
are extremely weak in the gas phase [34] so they will be not considered here. The
allowed ro-vibrational transitions are different for each molecule and they depend on
characteristics such as the type of molecule and its symmetry. Molecules are classified

as linear molecules, symmetric tops, spherical tops, and asymmetric tops.

Linear molecules have all their atoms arranged in a straight line (Figure 1.2). Here
three axes may be set, the axes ¢ and b as shown in figure and the axis ¢ is
perpendicular to these axes. Therefore the main moments of inertia of a linear molecule
ael4=0and Ip = I.. Symmetric tops are molecules whose moments of inertia are
Ip = Ic # 14 such as NH;. Spherical tops are molecules with moments of inertia
Ip =1Ip =14 such as CH;. Asymmetric top molecules have moments of inertia
Iy # I # 14 tothisgroup belongs H-O.

Figure 1.2- Linear molecule.

Here if a photon of light with energy E, is incident on a molecule, this may be
excited to transit from aro-vibrational state (v, /) to another ro-vibrational energy state

(v', J') of higher energy. Thus the incident photon £, must have energy

E,=FE(W,J)—E(vJ). 1.1

where v is the vibrational guantum number, J is the rotational quantum number (both
can have only values 0, 1, 2, 3, ...). The energy of each ro-vibrationa level E(v,J) is

given by the sum of rotational and vibrations energy. Evaluation of these energies varies

11
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for each molecule depending on the type of molecule and requires the use of different
mathematical models. The ssmplest case is for linear molecules therefore for simplicity
here we will define just the ro-vibrational energy for a linear molecule considering it as
a rigid rotor. This will be reviewed with more detail in chapter 2. In mid infrared
spectroscopy it is useful to use the frequency » in wavenumber units (cm™) rather than
energy. Energy can be converted into wavenumbers as follows v = E/hc. Thus the
frequency that a photon must have to excite a ro-vibrational transition in a linear

molecule can be rewritten as
! 1 ] 1
v, = (v + 3 hwose + BJ (J'+1) — v+ 3 hwese + BJ (J + 1) (1.2)

wosc the oscillation frequency and B is called the rotational constant. For the rigid rotor
Wose = /2 (2770161/2)71 and B = h/(87%I5c¢) where p is the reduced mass of the
system and c is the speed of light. Moreover, transitions will only occur if this satisfies

the selection rules for the combined motion, which are
Av=v —v==41land AJ=J — J =1

By applying the selection rules to equation (1.2) the frequency of the ro-vibrational
transition can be evaluated. Hence it is possible to say that energy of the incident photon

E, to exciteatransition it is given by

Vp = hwescAv +n2BJ (J + 1) 2.3)

wheren = £1,+2, £3, +4, ... Equation (1.3) tells us that there is a set of ro-vibrational
transitions which frequencies are evenly separated by 25.J(J + 1) cm™. In figure 1.3a
the ro-vibrational spectrum of Carbon Monoxide (CO) is shown and it is seen that the

transitions present aregular spacing.
Up to here the molecule was considered as a rigid rotator; however rea molecules are

not exactly rigid rotators, which will modify the frequency of the transitions. For

instance the real ro-vibrational lines are not equidistant since the rotational constant 5 is

12
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sightly different for each ro-vibrational level (B # B’). Furthermore the intensities are

different for each transition (Figure 1.3a).

Here we have seen that linear molecules have spectra with regular separation between
the transitions. However in some specific absorption bands of linear molecules (ie the
bending mode of CO,) a strong peak at the band centre can appear, called the Q branch,
in this case the selection rule A.J = 0 applies. Furthermore other molecules do not have
a spectrum with regular spacing between the ro-vibrational lines and many molecules
can have spectra with very complex distribution of transitions; for instance the ro-
vibrational transitions of water vapour (H,O) and methane (CH,) shown in figure 1.3.
Therefore in order to evaluate the ro-vibrational spectrum of a molecule it is necessary
to consider many more parameters related with the molecule such as symmetry, point
group, dipole moment which determine if aband isinfrared active, and it is necessary to
evaluate the intensity of each transition of the ro-vibrational spectrum. For the moment
we will not discuss this any further but in Chapter 2 we present in detail the
spectroscopic theory required to evaluate the ro-vibrational absorption spectra of linear
molecules and the asymmetric tops (CO, CO,, N,O and H,0).
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Figure 1.3- Ro-vibrational absorption spectra. a)CO, b)H,O and c) CH..
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1.2.2. Types of Optical Gas sensors

Optical gas sensors measure the changes in light when it interacts with the
molecules, these changes as mentioned above are absorption, emission or scattering.
There are severa gas sensor setups and different applications and therefore several ways
to classify them. In a very general way we can classify the optical gas sensors as

dispersive and non dispersive.

1.2.2.1 Dispersive Optical Gas Sensors

Dispersive gas sensors are instruments that use a prism or diffraction grating to
disperse a spectrally broadband source (i.e. Figure 1.4). Each one of the constituent
‘coloured’ beams (different frequency) is focussed onto a detector and its intensity is
recorded. To change the ‘colour’ focused into the detector the grating or prism is
rotated. Here by recording the intensities of each ‘colour’ the rotation-vibration spectra
is obtained. Therefore, these instruments resolve the spectrum since both the frequency
and intensity of the transitions are determined. This kind of gas sensors is widely used
in analytical laboratory instruments such as most of the UV/VIS spectrophotometers.
There is a wide range of these instruments currently available on the market with a
diverse variety of ranges. Moreover the sample it is not limited to gases; it can be solid

or liquid.

Broadband
Source
Mirror

Optical
Detector

Mirror

Figure 1.4- Dispersive Gas Sensor.
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1.2.2.2 Non-Dispersive Optical Gas Sensors

In non dispersive gas sensors all the ‘colours’ which constitute the broadband source
reach the detector at the same time (Figure 1.5). The simplest Non-Dispersive gas
sensor (NDS) cannot resolve the spectrum since at the same time all wavelengths reach
the detector and therefore it is nither possible to determine at which frequency a
transition occurs nor its intensity. Commercialy there are several gas sensors that
measure the concentration of a specific gas which are based on the non-dispersive
principle such as Guardian Plus a CO, detector by Edinburgh Instruments[35], the 400
IR CO, by Digital Control Systems [36] and the Carbocap CO, sensor by Vaisala
Instruments [37]. In these examples the magnitude of the detector output is a function of

the gas concentration.

Sample
Broadband P Optical
Source ~_| Detector
/

Figure 1.5- Non-Dispersive gas sensor.

As stated above the simplest Non-dispersive sensor (NDS) cannot resolve the
spectrum directly. However by doing some modifications to the basic NDS setup it is
possible to resolve the spectrum without using dispersive elements. An example of this
is the Fourier Transform Infrared Spectrophotometer (FTIR) in which the broadband
beam is passed through a Michelson interferometer before it reaches the detector. One
of the interferometer mirrors it is scanned producing an intensity change of the beam
reaching the detector which it is recorded. Therefore after the mirror scan is completed
an interferogram it is obtained. By evaluating the Fourier transform of this
interferogram the spectrum is resolved. These instruments are probably the most

common analytical instrument for molecular spectroscopy in the infrared region.
Both types of spectrophotometers, dispersive and non-dispersive are powerful tools
for molecular spectroscopy. However they are generally bulky and expensive since they

use specialised optics, calibration, dedicated computer, etc. Consequently the utilisation
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of these instruments to just monitor the concentration of a gas it is not cost-effective.
Therefore in this work we will focus on optical gas sensor that can be utilised to

measure a gas concentration.

1.3. Optical Gas sensors as concentration monitors

Optical gas sensors represent another technigque to measure the gas concentration. In
the literature different setups have been proposed to monitor the concentration of
several moleculesin their gas phase. Each gas sensor setup has its possible applications,

its advantages and disadvantages; here let us review briefly some of these.

1.3.1. NDS Optical Gas sensor as concentration monitor

Probably the simplest setup consists in passing a light beam through a cell containing
the gas sample (analyte) and the transmitted light is measured by an optical detector
(Figure 1.6a). From the changes in the measured transmitted light the gas concentration
can be determined. Thisis possible since as the concentration of the target gas increases
(the gas cell pressure remains constant i.e. 1atm) the light absorption is stronger. It is
important to recall that the total transmission of light through a gas path length is
described by the Beer-Lambert law given by

T(v) =exp[—I1Ca(v)] (1.4)

where [ is the gas cell path length, C is the gas concentration and «(») is the
monochromatic absorption coefficient which describes the frequencies where the
transitions occurs (usually called line positions) and their intensities. Thererfore as C
increases the transmission 7" () at certain frequencies decreases. These sensors usually
use a bandpass filter to limit the operating frequency range (generally covering the
frequencies where the most intense transitions occur). Consequently the overal
transmission reaching the detector will be maximum when the target concentration it is
zero and it will start to decrease as the gas concentration increases. These sensors are
usually called Non-Dispersive Gas Sensors and several designs based on this principle
of operation can be found either in literature. Moreover many of these are commercially
available; for instance in Table 1.4 some examples are given. Apart from the simple

16



Chapter 1

design presented in figure 1.6 there are various modified setups which can increase the
minimum detectable concentration (sensitivity) and their ability to ‘identify’ if the
absorption are due to the analyte or if they are due to some other molecule (selectivity).

We will discuss this further in alater section.

Optical

Detector
Gas Bandpass
Inlet Filterl

Detector

l Optical
Ligth |

Source N |
| |
|
l —3—_ Sensitive
Gas Layer
Outlet /i/'
a) Substrate b)
Gas
Inlet Bandpass
k N
Filterl Sct:l Optical
l Detector Resonant Cavity /
| | Gas Cell
Ligth
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: Pulsed Optics o reyd Optical
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Figure 1.6- Setup of some optical gas sensor for concentration monitoring. @) basic NDR sensor; b)
Ellipsometric gas sensor (redraw from Wang et al [38]); c) Gas sensor based on the Stark modul ation; d)
Optical gas sensor based cavity ring-down spectroscopy (redraw from O’ Keefe and Deacon [39]).

1.3.2. Optical Gas Sensorsbased on Ellipsometry

Gas sensors based on ellipsometry can be described as a mixture of an
electrochemical gas sensor with an optical gas sensor. In these sensors a polarised light
beam reaches the sensing layer at an oblique angle of incidence. The sensing layer is
deposited on a substrate and when it interacts with the analyte some of their physical
properties changes such as thickness and refractive index [40]. These physical property
changes in the sensitive layer will modify the polarization on the reflected beam (Figure
1.6). Therefore by measuring the changes in the complex reflectance ratio the gas
concentration can be determined. The complex reflectance ratio is defined by
p = R,/ R, where R, is the complex reflection coefficient for parallel polarized light (p-
direction) and R, is the coefficient for perpendicular polarized light (s-direction) [38,
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41]. These sensors have as their main advantage their high sensitivity to the target
molecule or analyte [40] however their main disadvantage is the susceptibility to absorb
species other than the analyte [41]. In Table 1.4 some gas sensors based on ellipsometry
found in literature are listed including their application and concentration range where

available.

1.3.3. Optical Gas Sensorsbased on the Stark Effect.

In these sensors two gas cells are required; one is called the measurement cell and the
second one is a specia cell caled the Stark cell (Figure 1.6c). As the analyte flows
through the measurement gas cell therefore when the light beam passes through the
measurement gas cell the corresponding absorptions at certain frequencies will appear.
The Stark cell it is a special cell because it has two electrodes to which a high voltage
can be applied. Furthermore the gas cell it is filled with a certain amount of the analyte
gas and it will remain sealed during the measurement. By applying a high voltage in the
electrodes cell a spectroscopic effect called the Stark effect it is observed, which is due
to the interaction of a static field with a rotating molecules which has an electric dipole
moment [42]. This effect causes the absorption lines of the spectrum to shift by an
amount depending on the extent of the interaction between the applied field £ and the
dipole moment ;. of the molecule. Furthermore the Stark effect forms a characteristic
spectral pattern of ‘lobe components which can be exploited to determine the .J value
of aline[42].

The spectral shift due to the Stark effect is approximately given by [42]

2K M
JT+1)(J+2)
E2p? 3M2(8J2+16J +5) —4J (J +1)° (J +2)

Av = 0.253452%
> A= S e T T ) 3 — ) (2T - 1 (27 = 3) (2T + 5)

> Av=0.50344FE, 1, for symmetric top molecules

for linear and asymmetric molecules.

This shift can be utilized experimentally to induce modulation. Here when the
applied field is equal to zero the absorptions of the Stark cell will match in frequency
with the absorptions occurred at the measurement gas cell, making them stronger. When

a high voltage is applied to the electrodes to provide a high field in [43] the Stark effect
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shifts the absorptions lines, in the Stark cell, and therefore the total transmission
changes. Now if the high voltage is applied in the form of rectangular pulses the
detector will produce a modulated AC signal output. The amplitude of this AC signa
will change when the concentration of the measurement gas cell changes. These sensors
have high selectivity since the modulator is the absorption lines of the same gas as the
analyte. Their main disadvantage is the high voltage levels required to produce the shift
which can be in the order of kV [42, 43]. In Table 1.4 some examples of gas sensors
based on the Stark effect are mentioned.

1.3.4. Optical gas sensors based cavity ring-down
Spectr oscopy.

In ring down cavity spectroscopy a pulse of light it is coupled into a high-finesse
optical cavity, formed by two or more highly reflecting mirrors aligned to form a stable
optical cavity [44]. Here a small portion of the coupled light beam is outcoupled each
transit cycle [39] (Figure 1.6d). The decay rate in the outcoupled light beam is
determined by the total cavity loss including the absorption of the analyte [39]. The
decay rate is a direct measure of losses within the cavity including the losses due to the
absorption of the gas species. As the losses due to the mirror surfaces are known the gas
absorption can be derived from the time decay [44]. A main advantage of these systems
is their high sensitivity to the target molecule since the ring-down cavity acts as a
multipass absorption cell. Therefore the roundtrip path length for atransit cycle is very
large compared to effective longitudina path length [39]. Now thinking of gas
concentration monitors the ring down cavity sensors can be to some extent not cost
effective since their setups are more complex than the non-dispersive gas sensors. In
Table 1.4 some examples of these sensors are given including their target molecule and

sensitivity range.

The gas sensor setups described above are just some examples of the many different
options for optical gas concentration monitoring. However for the sake of the discussion
from here we will concentrate on Non-Dispersive gas sensor for concentration
monitoring, operating in the mid infrared since our project it is related with this

technique.
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Table 1.4-Characteristics of different Optical gas sensors for concentration monitoring.

Target Gag Sensitivity/

Typeof Sensor Reference _ Advantages Disadvantages
Detection Range
NDS Edinburgh Instruments[35], Either CO, (0-3000ppm) or CH, (0- Good accuracy £2.5% of range
model Guardian Plus 100%) (other ranges available) Very low sensitivity to water vapour
Digital Control Systems[36], ) o ]
NDS CO, (0-20%) High accuracy +5% of reading
400 IR CO..
Takes afew minutes for recover
] ) Methanol (15-50ppm), ethanol (6-19 ) o .
Ellipsometric Wang et al [38] High sensitivity after a measurement. Sensitive to
ppm), and 2-propanol (4-13ppm). _ o
source instability.
) ) _ ) o Long recovery times after
Ellipsometric Zangooie et al [45] Acetone (12-1500ppm) High Sensitivity )
measurement >2min.
Elipsometric Guo et al [46] Hal othane vapour (0.35%-35%) High Sensitivity
Stark Dakin et a [43] Water vapour (>1.2%) Good sensitivity and selectivity High Voltage required 2KV
Ring down Cavity =~ Speceet al [44] Carbon Dioxide (1.3-2000ppm) High sensitivity Complex setup
Ring down Cavity  Kosterev et a [47] Nitric Oxide (> 0.7 ppb) Very High Sensitivity Complex setup
Ring down Cavity = Manneet al [48] Ammonia (> 50 ppb) Very High sensitivity. Complex setup
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1.4. NDS Optical Gas sensors as concentration

monitors

Non Dispersive gas sensors are probably the most popular optical technique to
monitor the gas concentration especialy in the mid infrared (MIR). These systems are
usually simple, with just a few components (Figure 1.6a) which simplifies their
operation and maintenance. Moreover most of the gases have their strongest absorption
bands (called fundamental bands) in the MIR with wavelengths region from 2 to 8 yum;
for instance CO, CO,, and CH, absorbs at 4.7, 4.3 and 3 um respectively. Nitrogen (N2)
and Oxygen (O) the most important constituents of air do not have infrared active
absorption bands. When an EM wave in the IR wavelengths irradiates a molecule the
electric field acts on the charge distribution in the molecule. The IR absorption will
occur if the oscillating electric field changes the molecule charge distribution,
increasing or reducing the dipole moment [42]. Thus symmetric bonds such as those of
homonuclear molecules do not absorb infrared radiation [26]. Thisissue it is addressed
with more detail in Chapter 2.

Various very different arrangements have been proposed for NDS Optical Gas
sensors used as concentration monitors. One possible way to classify these sensors is by
the number of sources, gas cells and filters that they use. Some of the basic and simplest

possible configurations are

» Sngle-beam Sngle-wavelength,
» Single-beam Dual-wavelength,
» Tuneable Absorption Spectroscopy (TAS).

Here we will review some of these typical gas sensors configurations. But first let us

mention the basic characteristics of the most common sources and detectors employed
by MIR-NDS sensors
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1.4.1. NDS Basic Components

For gas concentration monitors based on NDS operating in the MIR the common
sources are blackbodies, Light emitting diodes (LED) and lasers. Detectors can be either
thermal detectors (pyroeletcric, bolometers, etc) or photon detector (ie MCT, InAs,
etc.). The selection of each of these components depends on the sensor application, such
as gas concentration range to be monitored, restrictions in power consumption,

instrument portability, etc.

1.4.1.1 Sourcesfor MIR-NDS

As stated above the most common light sources for MIR-NDS are thermal sources,
LEDs and lasers. Each of these has very different characteristics such as spectral profile,
emitted power, level of power consumption, etc. Therefore let us review some of the

basic characteristics of these sources.

1.4.1.1.1 Blackbody Sources

These probably are the most commonly utilized sources for MIR-NDS since there is a
very wide range of them on the market. These sources are relatively simple, for instance
a coiled resistance wire filament or a tungsten filament, they are fairly inexpensive and
they radiate a considerable amount of power. The blackbody spectral radiance in terms

of power [Watts/ (cin® — sr)] isgiven by [49]

I 2hc?1? »

/
exp (;CTV) 1 (15)

where & is the Planck’s constant (h = 6.626076 x 10~3* m*Kg/s), ¢ is the light speed
in vacuum (c=2.997921 x 10! cm/s), &k is the Boltzmann's constant
(k = 1.3806586 x 10~% m?Kg s K1), v is the frequency in wavenumbers, and 7’ is
the absolute source temperature. It is important to recall that 1 Watt = 1 m?Kg/s?,
Consequently a hotter source radiates more power (Figure 1.7). Some of the main
advantages of these sources are: @) emitted power over a wide spectral region, b) usually
they do not require complex electric supply for operation, c) their life time is reasonably
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large (around 3 years) and d) they do not require frequent calibration. The main
limitation of these sources is their relatively high power consumption which can limit
their use in portable instruments. In Table 1.5 we list some thermal emitters that are

commercialy available including some of their characteristics.
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Figure 1.7- Spectral radiance of a blackbody at different temperatures.

1.4.1.1.2 Light Emitting Diodes LED

LEDs are another source option for MIR-NDS, these are small with low power
consumption and their time response it is of the order of 10°s. These sources emit over
a narrow spectral region and their power emission is relatively small in the order of
puWatt. LEDs usually consume less power than thermal sources which can make them
more suitable for portable instruments, however their application suitability can be
limited by their lower power emission. Moreover LEDs spectral profiles are usually
affected by temperature and current fluctuations. These fluctuations produce a spectral
shift of the emission profile (Figure 1.8). These shifts should be taken into consideration
when designing a MIR-NDS since it is necessary to analyse how much these possible
shifts affect the overall sensor response. In Table 1.5 some examples of MIR-LEDs with

some of their characteristics that are commercially available are listed.
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14.1.1.3 Lasers

Lasers represent another source option for MIR-NDS, especially the semiconductors
lasers. Lasers can have multiple longitudinal multimode or single mode emissions.
Spectrally these emission modes can be very narrow (narrow line width) in the order of
avery small fraction of a wavenumber (Figure 1.9). Using some laser characteristics it
IS possible to tune the emission modes, this means shift spectrally the emissions modes.
For instance, in a semiconductor laser the emission mode can be shifted by changing the
temperature of the laser ‘chip’ [50]. Usually for gas sensing the most used are the single
mode lasers, since it is possible to tune the mode exactly to the frequency where one
transition of the target gas occurs, in alater section we review this technique with more
detail. Solid state lasers have power outputs in the order of mW (quantum cascade
lasers). These lasers are sensitive to temperature fluctuations and as a consequence their
spectral emission profile can shift (Figure 1.9b). The main advantages of the solid state
lasers are their small size, high power emission and very narrow bandwidth. The main
disadvantage is that they need more sophisticated temperature and current drivers to
keep them operating at the correct wavelength.
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Figure 1.8- Emission spectral profile for a LED with peak emission at A = 4.2um. Graphic taken from
loffe LED LTd.
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Figure 1.9- Spectral Emission Laser @) Multimode (bottom) and single mode (top) laser. b) Spectral
emission profile of aquantum cascade laser DFB electrically tuned along the wavelength. Graphs taken

from (@) nanonoplus GmbH and (b) Alpes Lasers SA.
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Table 1.5- Examples of sources that can be used in NDS gas sensors.

Type of _ Temperature/ Driver requirements Source Modulated _
Model and Supplier ) Wavelength region
Source radiated power Area
Thermal IR-12 by Scitec Instruments. T = 1074K DC45V at 1.8A (8walts) 35 x 3.5 mm? Steady All MIR
Thermal CS-IR-20 by Boston Electronics T = 1100K DC5V at 0.8 A (4 watts) 1.5x 3.5 mm? Steady All MIR
. DCor AC6.4V a 0.135A  1.5% 1.5mm’
Thermal IR-55 by HawkEye Technologies T = 1023K Pulsed 2-20pm
(0.9watts)
LED LED42SC by loffe LED LTd 70 uWatt / 25 pWatt 0.4V @ 1A /0.3 @ 0.2A 2 =33mm  Pulsed/CW 3.8- 4.4 um (FWMH)
LED LED47SC by loffe LED LTd 25uWatt / 5uwatt 0.9V @ 1A /0.25 @ 0.2A 2 =33mm  Pulsed/CW 4.4-5.0 um (FWMH)
LED LED30SC by loffe LED LTd 250 uWatt / 50 uWatt 0.4V @ 1A / 0.26 @ 0.2A »=33mm  Pulsed/CW 2.8—-3.1 um (FWMH)
L C-DB sh640 UP by AlpesL SA 125V @ 1.26A Pulsed 2322 o’ (4304 pm) with
aser - es Lasers . .
Q F) y Alp 0.5mW @ 15°C FWMH ~1 cm®
2305 cm* (4.338 pm) with
Laser (QC-DBF)  Sbcw1428 UPby AlpesLasersSA 2.7 mW @ -20°C 12.7V @ 0.45A cw .
FWMH <1 cm’
2
Laser (QC-DFB) nanoplus 9.5um 1mW @ <260K 6.2A 8> 20 pm Pulsed 9.55um
Note: FWMH isfor Full Width at Medium High

QC-DBF isfor Quantum Cascade Distributed Feedback L aser
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1.4.1.2 Detectorsfor MIR-NDS

Optical detector can be classified as a photon-detectors and thermal detectors.
Photon-detectors are materials or devices that detect light by a direct interaction of the
radiation with the electronic system of the material [51]. Hence in photodetectors the
radiation is absorbed by the electronic system causing changes in the electrica
properties [51]. In Thermal detectors the radiation is absorbed by the lattice, causing
heating of the lattice [51]. The change in the lattice temperature causes a change in the
electronic system which consequently causes changes in the electrical properties [51].
Some of the physical parameters that can change in the detectors are resistance
(bolometers), polarization (pyroelectric), voltage (thermocouple), mechanical
displacement (Golay Cell) [49].

There are some figures of merit which are utilisable to characterize and quantify the
response of detectors. Some of the typical figures of merit usually stated in the
detector’s datasheets are detectivity (D*), responsivity, and Noise Equivalent Power
(NEP) (which it isindeed a ‘defect’ function rather than a merit function, the smaller it
is better). The NEP is the minimum radiant power incident on the detector that yields a
signal to noise ratio equal to one [49] which can be expressed as

R,¢ B R,NEP B
gd 9d

S
N 1 (5.6)

where 1, is the detector responsivity, ¢ is the incident radiated power, and g4 is the
detector noise (current or voltage). The responsitivity is the amount of output seen per
watt of radiant incident power [49]. Thus the product R,¢ represents the detector output

signal (g,) in term of voltage or current. Therefore the NEP can be rewritten as [49]

NEp= J1 _ @

R, 90/94

(5.7)

The detectivity D* isthe signal to noise ratio when 1 Watt of incident power is incident
on the detector with an area of 4 =1 cm® and 1 Hz noise equivalent bandwidth

(Af = 1Hz). Therefore higher is better. The detectivity in terms of NEP is given by
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AT

D* =
NEP

(18)

These are the basic figures of merit of the detectors however there are others parameters
that must be considered such as the time response, ie how much time they need to
respond to any change in the radiant incident power. For instance the thermal detectors
are much slower than photon detectors. Also it is important to point out that the figures
of merits D", R, and NEP are functions of temperature and frequency (Figure 1.10) so
these are not flat and therefore the frequency of operation must be considered when
selecting a detector. Due to the fast time response and high detectivity in the MIR
photon-detectors are the best option, however before selecting a detector it is necessary
to consider that some of these must be cooled down (Figure 1.10). This can be a
limitation in designing a portable MIR-NDS system. Hence the selection of the best
detector will depend on the application requirements such as portability, concentration

range to be measured which will determine the D*, R, and NEP required for the

application, etc.
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Figure 1.10- Spectral response D™ for different detectors. Graph taken from Hamamatsu [52]
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1.4.2. NDS Single-Beam Single-Wavelength

These sensors have just one source (Sngle-Beam), one detector and one band pass filter

(Sngle-Wavelength) (Figure 1.6). These sensors are probably the ssimplest optical gas
sensor for concentration monitoring. The band pass filter passes the frequencies at
which the vibration-rotation absorptions of the target molecule absorb (Figure 1.11).
This prevents the sensor from detecting ro-vibrational absorptions due to other
molecules. For instance in figure 1.11 the frequencies at which CO absorbs are passed
by the filter whilst the frequencies at which CO, and H,O absorbs are attenuated. Thus
the overall transmission through the gas cell is given by

I / P S )T ) Fil () dv (19)

where S(v) is the spectral source profile, T(r) is the transmission through the gas
pathlength described by the Beer Lambert law (equation 1.4), Fil(v) is the spectral

response of the band pass filter.
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Figure 1.11- Simulated ro-vibrational spectra of CO, CO, and H,O and atypical spectral band pass filter
response. Here S(v) = 1.

As the concentration of the target molecule increases in the gas cell the ro-vibrational
absorptions get stronger. Thus considering that the target molecule is mixed in air and
that air it is flowing through the cell, so the cell’ s pressure is 1atm. Therefore as the gas
concentration increases the overall transmission / is reduced. Consequently the changes

in / are directly related to the target gas concentration. The main advantages of this
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design is the simple optical design. However these sensors can present limited
selectivity since the overall transmission I is affected by all the absorptions occurring
within the range of frequencies passed by the filter. It can be a problem since other
molecules (we can call them ‘foreign’ molecules just to differentiate them from the
target molecule) can have ro-vibrational transitions in this filter band pass range.
Therefore if the concentration of ‘foreign’ molecules increases their absorption will be
stronger. Conseguently the overall transmission will be modified every time that the
concentration of the ‘foreign’ molecules changes. For instance in figure 1.12 we show
how the ro-vibrational absorption spectra of CO, becomes stronger with the
concentration, and in Figure 1.12b we see how some rovibrational lines of H,O overlap
the CO absorptions. Therefore in this case if the target molecule is CO the sensor will

present some degree of sensitivity to water vapour.

Figure 1.12- Simulated ro-vibrational spectra of CO, CO, and H,O showing the changes of increasing the
CO, concentration and H,O. b) Detail showing how the H,O absorptions overlap the CO absorptions.
Here S(r) =1

Many sensors using this design have been proposed in the literature and indeed many
commercia sensors use this design. The technique can be applied to detect gases whose
absorption bands are practically free of ‘foreign’ absorptions. For instance in normal air
CO; can be avery good target for this design since in the region where its fundamental
ro-vibrational band occurs, in the region of the 2250 cm™, the absorptions due to other
‘foreign’ molecules are very weak. Furthermore another problem that can affect the
sensor performance is source instability, which will produce a change in the total

transmission. Some examples of CO, sensor using this design are those presented by ref
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[35, 53]. In Table 1.6 some examples of commercid NDS single-beam single
wavelength sensors are listed.

1.4.3. NDS Single-Beam Dual-Wavelength

Single-Beam Dual-Wavelength can be achieved in very different ways. The simplest
can be by using a single source (Single Beam) and two identical detectors with two
different filters (Dual-Wavelength). Here the filters form two channels, the
measurement and the reference channels. Thus the overall transmission for the
measurement channel will be given by

I = / S ()T (v) Fily (v) dv (1.10)
and for the reference channel

L= / CS0)T ) Fila (v) dv (1.12)

2

The sensor response is then given by the relationship between /; and /> which can
expressed as / = I,/1>. This design has the advantage that it only uses one source
which can be helpful to reduce the error due source drift or a constant change in power
[aS(v)]. These variations are cancelled since both channels are affected in the same
proportion. Here the main limitation of this type of sensors is that reference channel
must cover a spectral region close to the measurement channel where any other
molecule absorbs or that these absorptions are very weak. However it is also necessary
that the measurement channel is free of absorptions due to molecules other than the
target. Thisis because if there is absorption in the reference channel the sensor response
will be changed so that = I;/uals ; If there is absorption due to ‘foreign’ moleculesin
the measurement channel therefore the sensor response will change to / = b/;/15. In

Table 1.6 some examples of thistype of sensors are provided.
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Figure 1.14- Simulated ro-vibrational spectra of CO, CO, and H,O . The measurement channel it is
defined by F'il; (v) and the reference channel by Fiilz(v).

1.4.4. NDS, Tuneable Absor ption Spectroscopy (TAYS).

Another technique applied to measure the gas concentration consists in resolving one
or more rotational lines of the spectroscopic spectrum of the target molecule by using a
Laser [54]. Here it is important to mention that this technique satisfies the non
dispersive gas sensor principle. However it is a specia case, ie. it resolves the spectrum,

and in literature it is considered as a separate sensor category from NDS.

The gas concentration measurement based on the TAS technique can be implemented
by several ways. The simplest case is called TAS line-locked mode [55] which consists

in tuning the laser emission frequency to match a single ro-vibrational line (Figure
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1.15). In these systems the overall transmission of the laser beam through the gas
pathlength will change depending on the gas concentration. The overall transmission is

given by
= / L) T(v)dv (112)

where L(v) is the laser emission profile and 7'(v) is the transmission through the gas
pathlength. In this setup as the laser emission is very narrow the overall transmission /
will be very sensitivity to any change in the absorption of the target ro-vibrational line.
According to equation (1.12) when there is a zero target concentration the overall
transmission will be maximum and as gas concentration rises the overall transmission
will be reduced.

Another way to implement the TAS technique is by tuning or scanning the narrow
width laser emission along a relatively wide frequency region, where the target
absorption spectrum occurs [56]. This method permits us to resolve the absorption
spectrum of the target molecule. This technique is often applied when very low
concentrations need to be measured, usually in the order of ppb, or aswell to detect very
weak ro-vibrational transitions. Two of the main advantages of the TAS technique are
both high sensitivity to the target molecule and that using it the target absorption spectra
can be resolved. However the technique is limited by several factors for instance these
systems require more specialized equipment such as the laser, dedicated instrumentation
such as a laser temperature controller, current drive controllers, etc. Moreover some
semiconductors lasers must be cooled down for operation, which means that the system
will require frequent maintenance. Furthermore for normal gas concentration
monitoring of trace gases such as CO,, CO or CH4 probably this technique it is not cost
effective compared with standard NDS. In Table 1.6 some examples of TAS sensors

systems are provided.
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Figure 1.15- Ideal laser emission tuned to match a single ro-vibrational of CO,. For clarity the spectral

region close to the narrow laser emission and the ro-vibrational transition are shown in the inset.
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Table 1.6-Characteristics of different Optical gas sensors for concentration monitoring.

Target Gag Sensitivity/

Typeof Sensor Reference _ Advantages Disadvantages
Detection Range
Single-Beam Edinburgh Instruments[35], CO, (0-3000ppm) (other ranges Very low sensitivity to water )
] ] ] Not portable instrument
Single-Wavelength  AirCheck 1P65 available) vapour
Single-Beam Very low sensitivity to water )
) Zhang et a [53] CO, (0-3%) Not portable instrument
Single-Wavelength vapour
] o _ o Temperature compensation system
Single-Beam Model 400 CO2 by Digita Either CO, (0-3000ppm) or CH,4 (0-  Very low sensitivity to water

Dual-Wavelength

Control Systems [36].

100%) (other ranges available)

vapour

required to compensates for thermal

shifts due to gas law effects.

Single-Beam MyCO, by Edinburgh CO, (0-2000ppm) (other ranges Very low sensitivity to water Not portable instrument
Dua-Wavelength  Instruments [35]. available) vapour power consumption 6 Watts
TAS Roller et al [57]. Nitric Oxide (min 1.5 ppb) Very high sensitivity Cryogenic temperatures
TGA100A by Campbell Nitrous Oxide (min 1.5 ppb) _ o
TAS N Methane (min 7 ppb) Very high sensitivity Cryogenic temperatures
Scientific, Inc.[58] ; .
Ammonia (min 6 ppb)
TAS Menzel [59]. Nitric Oxide NO (min 3ppb) Very high sensitivity Cryogenic temperatures
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1.5. NDS based on Cross Correlation Spectroscopy

The cross-correlation spectrometer was first described by Goody in 1968 [60].
Before analyse this spectrometer let us to recall that a cross correlation of two real
valued functionsit is defined by

Jrg= / TS g ) dn (113)

In this operation the function ¢ (7) is shifted along the 7 axis and the integral must be
evaluated for each ¢ value. Therefore the cross correlation result will be a function of
shift represented by ¢. In the theoretical Goody’ s cross correlation spectrometer [60] the
absorption spectra of the target gas must be shifted along the wavenumber axis.
Mathematically this concept can be easily understandable however in practice it is
impossible to shift the absorption spectra as required by the cross correlation function.
However Goody proposed a conceptual spectrometer [60] to get an ‘experimental
simulation’ of two point spectral shift. This cross correlation spectrometer was very
simple (figure 1.16) since it consisted in basically atwo arms arrangement with two gas
cells (the reference and the measurement cells). In this arrangement the chopper-mirror
alternately passes the light through the arms. Prior to the light entering the two arm
arrangement it passes by the measurement cell which contains the target gas which can
be mixed with others gases. Moreover in one of the two arms a reference cell is placed
which contains a volume of pure target gas or a mixture of pure target gas and non
absorbing gas (ie N for infrared). When light follows the arm 2, it is passed by the
measurement cell thence reflected by the chopper/mirror to Mirror M2 which reflects
the light into the reference cell and afterwards it is passed to the detector. Here the
overall transmission it is given by

I(Ay) = /V S1(v)Fil(v)A(n)Th1 (v)Ta (v + Ay )dy, (1.14)

where A(v) is the light transmission through the measurement cell considering just
gases other than the target, 71(») is the transmission through measurement cell

considering just the target gas, and 7>(v + Awvy) is the transmission through the
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reference cell. Here the ro-vibrational line positions of 71 (v) and T5(v + Ary) occurs
exactly at the same frequency since they are due to the same molecule (the target) and

therefore this simulates in practice a spectral shift of Av; = 0 cm™.

Moreover when light it is passed through the arm 1, here it is first passed through the
reference cell, subsequently is passed by the chopper/mirror and travels to Mirror M1
which reflects this to the chopper/mirror which reflects the light to the detector.
Therefore the transmission 75(v + Aws) = 1 since light no passes the reference cell.
This can be conceptually interpreted as a shift of the target absorption spectrum of the
reference cell by Ay = co cm™, which means that all the transitions of the target
molecule in the reference cell are now at infinity 75(» 4+ oc) = 1. Consequently this
simple conceptual spectrometer setup permits to experimentally have two discrete
absorption spectrum shifts Ar; =0 cm™ and A, = 0o em™. Therefore this device
allows the conceptual experimental performance of a cross correlation function. The

overall transmission through the arm 2 it is given by

[(Awy) = / S W) Fil() AT () Ta(v + Avy)dv, (115)
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Figure 1.16- Goody’ s Cross-Correlation Gas Sensor Setup [60].
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For instance in figure 1.17 we show the simulated absorption spectrum due to the
presence of CO; in the measurement cell 7' (v) (in this example CO; is the target gas).
Here we are assuming that in the gas cell there is also water vapour and carbon
monoxide. The absorptions of this mixture are described by A(v). Moreover the
transmission spectra due to the absorptions of CO, in the reference cell are represented
by Tu(v + Av). Here for clarity we simulate the shifts Av; = 0 cm™ and Av, = 180
cm™. In the first case, Av; =0 cm™ the frequencies where the transitions occur are
exactly the same as where the absorptions of 7 (»), in the second case when Av, = 180
cm™ al the transitions of CO, are shifted far away from the filter's bandpass region of
and thereforein thisregion 7>(v) = 1. In practice it isimpossible to shift the absorption
spectra as shown in figure 1.17, however as stated above by using the conceptual
Goody’s spectrometer is possible to simulate in practice that the reference cell

absorption spectrum is shifted to infinity.
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Figure 1.17- Ro-vibrational transmission spectra of atarget molecule shifted along the wavenumber axis

as required by the cross correlation function.

The main advantage of the Goody cross-correlation spectrometer is that the sensor
will present very high selectivity to the target gas. This is because the cross correlation
between spectra of different gases is very small. This can be shown if we consider that

the source profileit isflat over the bandpass filter region and if the absorptions of gases
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other than the target do not change. This allow us to rewrite equations (1.14) and (1.15)
as

2 v2 v2 v2
I (Ay) :/ Sl(V)dl// Fil(i/)du/ A(l/)dv/ T (v)To(v + Avy)dw. (1.16)

vy

and
2 2 w2 w2
[(Avy) = / 1 ()dv / Fil(v)dv / A()dv / LD+ Aw)dy. (117)

Thus the average difference between  (Avy ) and I (Ars), also called depth modulation,
can be expressed as

2 (D) — I(Aw) 2| L2 T + Avydy — [2T0)Ta(0 + An)dv]

D'm = = .
T (Avg) + T (Awy) 12T Ta(v + Ava)dv + [ Tu(0)Ta (v + Avy)dv (1.18)

The result of this approach, equation (1.18), it is very important since it shows that the
depth modulation is independent of absorptions due to other gases.

There are many other experimental setups to simulate the Goody cross-correlation
spectrometer for instance the arrangement proposed by Dakin et a [43, 61] which it is
shown in figure 1.18. Here the same simulated cross correlation is obtained as in
Goody’s setup. The main advantage of this design is that it eliminates the
chopper/reflector which it is replaced by two identical intermittent sources which are
synchronized and complementary, the drive control sequence for the sources is shown
in figure 1.18. Hence when source (54) it is turned on the source 5 it isin the off state,
therefore the overall transmission at detector L), it is given by equation (1.16) with
Av; = 0 cm™. Moreover when the source S is in the on state and source Sy isin the off
state the overall transmission is given by equation (1.17) with Av, = oo cm™. The

detector D, was used by the authors for calibration purposes.
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Figure 1.18- Dakin’'s Cross-Correlation Gas Sensor Setup [43, 61].

The main advantage of sensors based on the cross correlation principle as defined by
Goody it is that these are practically insensitive to absorptions due to molecules other
than the target gas, as described by equation (1.18). Obvioudly this approach will have
some limits, for instance if the absorptions due to other molecules are very strong within
the bandpass filter region saturation can be observed and therefore a serious reduction in
the overall transmission will be produced which can produce a large error in the sensor
response. The main disadvantage of these sensor setups is that they need two gas cells
and one of them, the reference cell, must be sealed to avoid the leakage of the reference
gas which will produce incorrect readings.

Before continuing it is important to mention that NDS gas sensors presented above
can be adapted to introduce optical fibres into the designs. NDS fibre gas sensors can
also be classified into one of the several groups of NDS sensors that we have mentioned
above. One of the main advantages of using optical fibre in NDS sensors is that the
measurement cell can be in a remote place or in an ‘unfriendly’ environment. Hence an
optical fibre can be installed to avoid a person having to go to the measurement place
every time that the measurement must be taken. For instance Dakin et al [43, 61] as well
as the bulk cross correlation setup shown in figure 1.18 they presented in the same
paper exactly the same device but modified to allow the use of optical fibres. In this
work we will not discuss any further the DNS fibre gas sensors since it is not within the
scope of this project. Instead we will concentrate on other types of cross correlation
spectroscopy which is the main topic of our project, the NDS-based on Fabry-Perot
Cross Correlation Spectroscopy.
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1.6. NDS-based on Fabry-Perot Cross Correlation
Spectroscopy.

As was stated in previous section the cross correlation spectroscopy as defined by
Goody [60] is between the spectra of an unknown mixture A(v)7)(v), contained in the
measurement cell, and the spectra of the target gas 7>(v), which is contained in the
reference cell. To implement the cross correlation function the transmission spectra of
the target gas must be shifted along the wavenumbers axis 7>(rv + Av). Here, the
shifted function contains the information about the line positions of the ro-vibrational
transitions. However as was mentioned above it is practically impossible to shift the ro-
vibrational transitions as required and therefore this must be carry out by means of
indirect conceptual methods which can simulate the cross correlation. The simplest
experimental setups (i.e. Goody’s spectrometer) were presented in the previous section
and their main disadvantage is that they need two gas cells and one of them must be
seadled (the reference cell). Another technique to ‘experimentally simulate’ the cross
correlation as defined by Goody [60] is by using a Fabry-Perot Interferometer (FPI).
This technique eliminates the requirement of the sealed gas cell.

The FPI is an instrument formed by two flat or spherical mirrors which produces a
set of spectral transmission fringes [62]. The simplest FPI it is that formed by two
paralel and flat mirrors (Figure 1.19). The transmission fringe profile it is described by
the Airy formula given by [62]

1

Iop (v, Ryn,d, Ad) = y
N AR Gin? (47m,(d'—0— Ad)l/) (1.19)

2

where R is the mirror reflectivity, nd is optical thickness of the FPI, and v is the
frequency. Furthermore, another important parameter that needs to be defined here is
the separation between two consecutive FPI fringes which is known as the Free Spectral

Range (F'SR) which, in terms of wavenumbersit is given by [62]

FSR = —.
SR 2nd (1.20)
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Figure 1.19- Plane Fabry-Perot Interferometer

By selecting a specific cavity length value (d) it is possible to match the FPI
transmission fringes with some ro-vibrational absorption lines of amolecule. Asthe FPI
fringes are equidistant and symmetric therefore the ro-vibrational transitions that we can
match with the FPI must have amost equidistant separation. This is the case of most
diatomic and linear molecules (CO, CO,, N0, etc.) and some transitions of symmetric
top and spherical tops (ie CH,). For instance in figure 1.20 the absorption spectra of
CHjat \y ~ 3 umiit is presented, and the cavity length of the FPI it is selected to match

the FPI fringes with some ro-vibrational lines of CHa.

Figure 1.20- FPI transmission fringes matched with CH, rotational lines here d = 0.055 cm™. A slight
change in the cavity length 4 + Ad shifts the FPI fringes along the wavenumber axis. The CH, spectrum
is shifted up 0.4 unitsfor clarity.

To match the ro-vibrational lines the cavity length of the FPI must be approximately
d =1/(2Av) where Av is the average separation between the ro-vibrational line
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positions. For instance for a diatomic or linear molecule the FPI cavity length must be
d =~ 1/[2(2B)| assuming that the lines are amost equidistant with 23 separation as
defined by equation (1.3). Furthermore it is possible to spectrally shift the FPI fringes
by changing the optical thickness by Ad. To shift one FPI fringe over one FSR we need
to vary the optica thickness by one haf of the reference wavelength

(n(d — Ad) = nd — Ay/2). This property can be exploited to obtain a cross correlation

function.
Gas Gas
Inlet Outlet FPI
| l,l | Tl err(\ilrs Optical
Light | | Detector
Source
S, >l e T et > - D,
Target Gas | N /t\
g Measurement Cell a Fil

Other Gases

Figure 1.21- NDS Gas sensor setup based with an FPI.

A simple NDS gas sensor design with a FPI it is presented in figure 1.21, which is
basically a Sngle-Beam Multiple-Wavelength design. The overall transmission in this

setup it isgiven by

Ip(R,n,d+ Ad) = / Irp (v, Ryn,d+ Ad)T (v) Fil (v) S (v)dv (1.21)
0

By scanning the separation between the two FPI mirrors d + Ad a cross correlation
function it is obtained. This can be applied to conceptually simulate a gas sensor based
on cross correlation as defined by Goody. The difference in this approach is that the
reference transmission spectrum of the target gas is replaced by the FPI transmission
fringe pattern and it is realy shifted over the wavenumber axis experimentally. Hence
the FPI must have almost the same separation between its transmission fringes as the
separation of the ro-vibrational lines (Figure 1.20). This alows us to simulate
practically the Goody’s cross correlation principle. Here the main advantage is the
elimination of the sealed reference cell which is replaced by a FPI. Several gas sensors
using this technique can be found in literature and references [63-66] are some

examples.
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1.6.1. NDS gas sensor swith Fabry-Perot I nterferometersthat
do not satisfy the Correlation Spectroscopy principle.

There are some cases where sensors using a FPl can not be considered as based on
cross correlation spectroscopy as defined by Goody. By selecting a very narrow cavity
length broad FPI fringes are formed with a very large FSR. Thence if the cavity length
is scanned by d + Ad the wide fringes of the FPI transmission fringes are shifted along
the wavenumbers axis. This isindeed a cross correlation operation however the shifted
function (FPI transmission fringe pattern) does not have any information about the
separation of the ro-vibrational transitions of the target gas. Here the condition to
simulate the Goody cross correlation principle it is not satisfied and therefore these FPIs
can not be utilised to design a sensor based on cross correlation spectroscopy. However
these FPIs can be used to design other interesting sensor setups. Here two main cases

can be identified which we have called the medium gap FPI and the narrow gap FPI.

1.6.1.1 The medium gap FPI

The medium gap FPI has a cavity length for which a wide fringe covers completely
or partially a particular target absorption band. When the cavity length is scanned the
wide fringe is shifted to another spectral region where ideally no other molecule
absorbs. For instance in figure 1.22 we show the FPI transmission fringe pattern
assuming a medium cavity length. Here when the cavity length scan Ad = 0 the FPI
fringe illuminates one branch of the CH, and at some point of the cavity length scan
(Ads) the FPI fringe is shifted to a spectral regions where any other molecule absorbs.
This is in fact the same concept as the Sngle-Beam Dual-Wavelength presented in

section 1.4.3

Several sensors using this concept can be found in literature, for instance the CO,
sensor presented by Carlson 1997 [67] which is now commercialy available (see
Vaisala Instruments Catalog 2005 [37]). See also the ethylene (C;H4) gas sensor
proposed by Saari et al 1998 [68]. Another good example of this type of sensor is the
CO,/H,O sensor described by Noro et al [69], here the separation between two
consecutive FPI fringes is fixed to be very large allowing just one wide fringe which at

some point illuminates the H,O absorption band and then the same FPI fringe is shifted
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to cover the CO; absorption band. In all these cases the FPI is utilisable to produce a

wide FPI fringe which is shifted along the wavenumber axis.

Figure 1.22- Simulated wide FPI fringe for a CH4 medium gap sensor. The CH,4 absorption spectrum is
shifted up 0.4 unitsfor clarity. FPI cavity length d = 5 x 10~* cm.

1.6.1.2 Thenarrow gap FPI gas sensor

Another exclusion case is when the FPI cavity length approaches zero, d = 0 and is
scanned by one quarter of the reference wavelength d + Aq/4. Consequently the spectral
FPI transmission fringes will be extremely wide with a very large FSR. Idedlly, at the
initial point ¢ = 0 cm the FPI transmission fringe pattern is flat, over the filter bandpass
region, and equal to one (ON state). After the FPI cavity length scan has reached
Ad = Xg/4 cm the FPI transmission drops to a minimum (OFF state), here again there
are no spectral fringes over the filter bandpass region (Figure 1.23), the minimum value
will depend on the mirror reflectivity. This kind of modulation is quite similar to a
mechanical chopper since we have basically two operational states ON and OFF as with
the mechanical chopper. This type of modulation can be a convenient replacement for
source modulation since this can help to avoid problems with the source stability and its
recovery time. Moreover it is important to mention that this type of modulator it is not
limited only to gas sensing and it is possible to use this FPI modulator in a wide range

of applications.
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Figure 1.23- Simulated narrow gap FPI modulator with d = 0 pm. For ON state Ad; = 0 pm and for the
OFF state Ady = 3.3/4 pum. For clarity the CH, absorption band is shifted up 0.4 units.

1.7. Optical Gas sensorsbased on Micromachined
Fabry-Perot | nterferometers (MFPI).

Technology used for the fabrication of Micro-Electro-Mechanical-Systems (MEMYS)
devices is developing very fast and now it is possible to integrate within the same
device micro-mechanical, micro-optical, and micro-electronic elements. The MEMS
tunable FPI (MFPI) has gained attention and several works aiming at the integration of
MFPIs can be found in literature (see Table 1.7). Furthermore, with current MEMS
technology it is possible to integrate within the same MEMS device both the MFPI and
the optical detector. For instance Vaisala Instruments [37, 67] offers commercialy a
CO; detector which has a medium gap MFPI which aso integrates the optical detector.
Another good example of commercial MFPI is the tunable FPI filter offered by Infratec
GmbH [70]. Most of the MFPIs that can be found in the literature have a medium gap,
which means that the cavity length of the FPI isjust of few microns (1 to 30 um) alsoin
most of them the reflectivity of the FPI mirrorsit is generally B < 0.95 (Table 1.7). As
was stated before in section 1.4.3 the NDS gas sensors based on Sngle-Beam Dual-
Wavelength design, which can be reached with a medium gap FPI, are reliable to detect
some molecules. Here, the use of an MFPI is very convenient since it can help to

considerably reduce the size and power consumption of the sensor.
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Table 1.7- Some relevant MFPI’ s devices and their applications.

Reference

Application

Reflectivity, Cavity
length

Wang et al 2004 [71]

Pressure sensing

Heredero et al 2003 [72]

DC and AC €lectrical current

measurements

d=36um, R =~ 0.3

Zuo et al 1997 [73]

Condenser microphone

Li et al 2001 [74]

Condenser microphone

Y amashita et al 1998 [75]

Infrared gas sensing

InfraTec GmbH 2006 [70]

Infrared tunable band pass filter.

Grasdepot et a 1996 [76], Alause

et al 1997 [77]

Infrared gas sensing.

d=07—=2um, R = 0.3

Calazaet a 2004 [78]

Infrared gas sensing

d=1pm, R ~0.99

Correiaet a 1999 [79]

Microspectrometer with integrated
photodiode and tuning over the entire
visible spectral range with high spectral
resolution.

d=1.2pm R > 0.9

Clift et al [80]

Monochromator. d=20 pm, #>0.9

d=20pm, R > 0.9

Noro et al 2002 [69]

MIR H,0 and CO, gas sensor

d=3.4pum

Carlson 1997 [67] and Vaisala
Instruments, Saari 1998 [37]

MIR CO,, H,0, or C;H,, gas sensor.
MFPI integrated with optical detector.

Srivastava et al 2004 [81]

Infrared Tunable filter.

d=07—2umR>049

Jerman et al 1998 [82]

Tunablefilter centred at A\g = 1.5 um

d=35um, R > 0.95

Blomiberg et al 1997 [83]

Infrared Tunable filter

R>049

Patterson 1997 [84]

Micro-Mechanica FPI filter for
operation in the 700-900 nm wavelength
region with integrated photodetector.

d=1— 6.27 pm,
R~0.3

Neumann et a [85]

Infrared Tunable filter.

d=15— 2.5um,
R>09
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1.8. Potential applications of MFPIsfor cross

correlation spectr oscopy.

Practically all the current MFPIs found in literature can be exployed as modulators to
design a Sngle-Beam Dual-Wavelength gas sensor. However the use of MFPI in gas
sensors based on cross correlation spectroscopy has been not widely analysed. As was
stated before the technique of cross correlation spectroscopy has potential use for
detecting with high selectivity molecules with very well defined rotational lines such as
CO,, CO, CHy,, etc. They are practicaly insensitive to molecules other than the target

molecule which is the main advantage of this technique.

We think that it is possible to fabricate MFPIs with wide cavity length using the
same technology currently utilised to fabricate the medium gap MFPI (d = 1 to 30 um).
Obviously some issues will require further research, for instance how implement the
longer spacers required in the new MFPI. As MEMS integration is very expensive it is
compulsory to model very carefully the response of the wide gap FPI gas sensor. For
instance it is necessary to determine the optimal parameters of the FPI such as
reflectivity and cavity length. Furthermore we need to define the source characteristics,
optics (lens, windows, etc), detector characteristics (detectivity, element area, etc), FPI

mirror clear apertures, etc.

1.9. ThesisOutline.

In this work we present an analysis of the gas sensor design based on cross
correlation spectroscopy with a wide cavity length FPI. Here we present some
mathematical models to represent the system response. Depending on the source
characteristics two cases can be defined when light reaching the FPI is collimated and
when it is converging. When light it is collimated all rays reaching FPI will have the
same angle of incidence. In contrast when the light reaching the detector is converging
the rays reaching the detector have different angle of incidence. These source
characteristics will change the FPI transmission fringe pattern response and therefore
the overall sensor response will be affected. All these issues are reviewed in this work
and the theoretical predictions are confirmed with experimental results.
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In order to correctly ssmulate the gas sensor based on cross correlation spectroscopy
with a MFPI it is required to have precise information about the spectroscopic
absorption spectra of the target molecule. This information can be easily obtained from
dedicated databases such as HITRAN 2004 [86]. This database contains a
comprehensive list of line positions and intensities of the rotationa lines for different
molecules and different wavelength regions. Although it is simpler to use the
information given by HITRAN to obtain the line positions and intensities of the ro-
vibrational transitions for many molecules we think that it is useful to review how these
line positions and intensities are evaluated, for molecules of importance to this thesis.
Evaluation of these can provide us with very useful knowledge such as understanding
the type of molecule, the molecule symmetry and selection rules, effects of other
rotational constants in the line position of diatomic and linear molecules. Moreover this
review is helpful to understand the evaluation of the line intensities, and how these are
affected by temperature and pressure. Updated spectroscopic constants can easily be
introduced as they become available, temperature and pressure effects are more
completely modelled, and various spectroscopic effects (such as ‘hot bands etc) can
readily be ‘turned on and off’ to understand their effect, as compared to ssimple use of
HITRAN extracts. Therefore in Chapter 2 we review briefly some basic spectroscopic
definitions and some mathematical models which can be used to compute the line
position and intensities for CO,, CO, N,O and H,O. However al the information
presented in Chapter 2 is not new, here we make a compilation from many literature
sources which is convenient to quickly learn the basic spectroscopic characteristics of
the relevant molecules and as well to quickly reproduce their absorption spectra. Due to
time limitation we did not simulate the CH,4 spectrum and we use directly the values
listed in HITTRAN 2004 [86].

In chapter 3 we analyse the case when the FPI isilluminated with a collimated beam.
In this chapter the novel anaytical method to evaluate very rapidly the wide gap gas
sensor response as a function of the gas concentration is presented, we called this the
convolution method. Furthermore, using this analytical method the optimal FPI cavity
length can be easily obtained. Moreover the method helped us to determine more
rapidly the optimum FPI mirror reflectivity. Furthermore during the wide gap design it

was observed that for some band pass filters the sensitivity of the gas sensors was
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serioudly affected for low gas concentration. This bandpass filter issue it is also
underlined by our convolution method and it is aso described in Chapter 3.

In chapter 4 the case when the FPI is illuminated with a converging beam is
analysed. In this chapter a mathematical model capable of calculating the FPI fringe
pattern considering a converging beam is presented. Here a blackbody source was
considered. Using this mathematical model it is shown that the FPI transmission fringe
pattern is strongly affected by long cavity length values for non-collimated beams.
Possible solutions to minimize the effect of the degraded FPI fringe pattern are
proposed, however some penalties have to be paid such as higher source power
requirement. In this case it isimportant to keep in mind that in addition to the FPI fringe
pattern produced by the two FPI mirrors others FPI fringe patterns can be produced by
internal reflection within the mirrors substrates. For clarity in this thesis we called these
internal mirror reflections spectral parasitic reflection fringes (SPRF). These parasitic
reflections can produce strong undesirable effects which interfere with the main FPI
fringe pattern (produced by the two mirrors). In Chapter 4 a mathematical model which
takes into account the spectral parasitic reflection fringes (SPRF) and the converging
beam is presented. Here it is shown that the SPRF effects are even stronger for long
cavity lengths. This effect should be serioudy considered in the design of gas sensor
based on cross correlation spectroscopy with a wide gap MFPI since this factor can
compromise the device functionality. In this chapter some possible solutions to reduce
the SPRF effects are presented. For instance is shown that for a FPI that does not require
miniaturization thicker mirror substrates can reduce the SPRF effects. This is not a
practical solution for a real MFPI for this case the SPRF effects can be reduced using

antireflection coatings on the FPI mirrors substrates.

In Chapter 5 we present the results obtained with a proof of principle bench top
experiment. Here we employed a converging blackbody source with different cone
angles. In this section it is shown that the experimental results are in good agreement
with the simulated results obtained by numerical evaluation. This proves that a FPI with
small clear apertures (ie 1 x 1 mm?) and with a converging blackbody source can be
used to design a gas sensor based on cross correlation spectroscopy with very high

selectivity to the target gas and practically negligible sensitivity to other molecules. Our
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experimental setups were built with bulk optical components to provide a proof of
principle experiment since the fabrication of one MEMS structure isreally expensive!
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Chapter 2

2. High resolution spectroscopic modelling.

As the gas sensor design requires accurate information about the molecular
absorption line positions and intensities, it was necessary to simulate some absorption
spectra of our target gases such as CO; at 4.3 um, and CO at 4.7 um. Currently there are
some dedicated databases which contain information such as line positions, line
intensity, width of the lines, temperature correction parameters, etc. One of these
databases which is accepted widely as a standard is HITRAN (High Resolution
Transmission) database [1-5] which has spectroscopic information about many
molecules including CO, CO,, N2O, CH4, and H,0. Using thisinformation it is possible
reproduce the infrared absorption spectrum of the molecules and therefore it is possible
to start the sensor design. However, we think that it is worthwhile to give a brief review
of the basic spectroscopic concepts to understand better some behaviour of the
absorption spectra, for instance to know why and how the spectra is affected by
temperature and by changes in pressure. Therefore in this chapter we present a
recompilation from different sources of the mathematical models used to reproduce the
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line position, line intensities, line shapes, and widths of our target molecules (CO, at 4.3
pm, N2O at 4.6 pm and CO 4.7 um).

In order to simulate accurately our gas sensors it is necessary to consider that there
may be absorption bands of other molecules occurring very close to our target
absorption bands. For instance an absorption band due to H,O occurs close to the
fundamental band of CO at 4.7 um. Hence these absorptions are relevant since these can
introduce some cross sensitivity errors in our sensors response. Cross sensitivity is the
error produced by the presence of absorption lines of a different molecules (interfering
lines) occurring very close to the absorptions lines of our target molecule. When the gas
sensor can not ‘identify’ the presence of interfering absorptions it produces a response
as if the absorptions are due to the target gas and therefore a false alarm is generated.
This is a typical problem within gas sensors since for instance we do not want a CO
sensor that responds to water vapour! As some important absorption bands of water
vapour occurs very close to the absorption bands of CO, CO, and CH,4 therefore we
need to reproduce some H,O absorption bands using accurate spectroscopic models.
The absorption spectrum of water vapour at 6.2 um is of relevance for the CO and CO;
sensors, since this absorption band can produce cross sensitivity errors in these sensors.
In the same way, the absorption spectrum of water vapour at 2.7 um is needed to
properly predict the CH4 sensor response at 3 um. The spectroscopic models of CO,,
CO, and N2O will be discussed in section 2.1 since they have very similar
characteristics and practically the same theory is applicable for the three molecules.
Finally, in section 2.2 the mathematical models used to reproduce the water vapour
spectra are presented. The water vapour models are presented in a different section since
these models are very different to those utilised for the linear and diatomic molecules

presented in section 2.1.

2.1. Absorption Spectra for diatomic and linear

molecules.

In this section for simplicity let us present firstly the simple spectroscopic model
employed to simulate the absorption spectra of carbon dioxide (CO,) molecule. Thisisa
linear molecule and has a strong absorption spectrum in the region of 4.3 um. The
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second spectroscopic model to be presented is for the NoO molecule, which is also a
linear molecule and therefore simple to reproduce. This molecule has a very weak
absorption spectrum at 4.6 um. This absorption spectrum is needed to evaluate the cross
sengitivity tables of the CO, and CO detectors. Finaly, we will present the
spectroscopic model used to simulate the absorption spectrum of carbon monoxide
(CO), which is a diatomic molecule. This molecule has a weak absorption spectrum in
the region of 4.7 um. The spectroscopic model of CO is aso very simple and generally
gpeaking is similar to the CO, and N,O spectroscopic models.

2.1.1. Carbon Dioxide Absorption Model

Evaluation of the CO, spectrum can be developed in three steps, the first consistsin
evaluating the line positions, which requires information such as the symmetry, types of
bands, symmetry effect, and selection rules. The second step consists in evaluating the
line intensities. Finally the last step is to build the CO, absorption spectrum and here it
is necessary to know the line widths and shapes. All these points are presented briefly in

this section.

2.1.1.1. Symmetry elements and operations

The molecule's nuclear configuration determines the symmetry of the molecule. A
molecule may have one or several symmetry elements such as a plane of symmetry, a
centre of symmetry, or an axis of symmetry [6]. To each symmetry element corresponds
a symmetry operation. Thisis a coordinate transformation such as reflection or rotation
that will produce a configuration of the nuclei indistinguishable from the original one
[6]. There are several possible elements of symmetry which depends of the atoms
molecule arrangement. The elements of symmetry related to a linear molecule are the
centre of symmetry and the oco-fold axes. A molecule is designated as linear because its

atoms are arranged in a straight line such as CO,, and N2O.

A molecule has a centre of symmetry if the coordinates of all the particles of the
molecule, expressed in the Cartesian system with the origin at the centre of mass, are
changein sign (z — —z,y — —y, 2 — —z) an equivalent equilibrium configuration of

the molecule is achieved [7, 8]. This symmetry operation is called reflection or
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inversion at the centre [6, 7]. For instance **C™®0, is a molecule which has this

symmetry element (Figure 2.1).
16 12 16
O C (@)
-X + Origin X
Figure 2.1- Molecule with a centre of symmetry
A molecule has p-fold axis of symmetry, where p = 1,2, 3,.... if by rotation

operation by an angle 360°/p about the axis a configuration indistinguishable from the
original one is obtained [6]. Linear molecules can have some particular cases of the p-
fold axis element. A two fold axis C- is present when a rotation of 180° about the axis
will transform the molecule into itself (Figure 2.28). Another element of symmetry in
linear molecules is the infinite fold axes of symmetry (co-fold axes) where by a rotation
of 360° /00 will transform the molecular configuration into an indistinguishable one [6]

(Figure 2.2b). An example of amolecule having this type of symmetry is 'O *2C°0.

In general a molecule can have severa symmetry elements and by combination of
these systems of higher symmetry are obtained [6]. However not all the symmetry
elements combination are possible but only certain ones. A possible combination of
symmetry operations that leaves at |east one point unchanged is called a point group [6].
Just a limited number of such point groups exist and any molecule must belong to one

of these. Linear molecules belong to either the D, or C's,, point groups.
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€2
16
@)
H H
a)
7 12 16 0 .. .....
O G 0 Coo

of mass
b)

Figure 2.2- Molecules with a p-fold axes. @) Molecule with a Ca-fold axis; b) Molecule with a oo-fold

axes.

The D, point group has an oco-fold axis (C), and infinite number Cy's
perpendicular to the C, axis, an infinite number of planes trough the C, axis, and it
has a centre of symmetry [6]. All homonuclear diatomic molecules and symmetrical

linear molecules such as *?C**0, belong to this group.

The C.. point group has an co-fold axis (Cw.) and an infinite number of planes
trough the C.. axis [6]. For instance the 'O *C**0 molecule belongs to this group; also

all the heteronuclear diatomic molecules belong to this group.

2.1.1.2. Line position at high resolution

The total vibrational rotational energy in wavenumbers for CO, is given by
Epr(v+J) =Gy +BJ(J+1) - DJ*(J+1)° + HI*(J+1)°, (2.1)
where, G, isthe vibrational term value, B isthe rotational constant, D is the centrifugal

distortion constant, and { is the constant due to anharmonicity [6, 9]. The value of the
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spectroscopic constants will depend on the molecule isotopic variant and the selected

transition.

Thetotal energy change in atransition will be given by

AE, . (04 )= (G, -G+ BJ (J +1)-DJ*(J + 1)’ + HJ*(J +1)°
By (J” + 1) + D//J//z (J" + 1)2 N H//J//:s (,]” + 1)3

(2.2)

where the single prime denotes the upper levels, and the double prime denotes the lower
levels [9]. The factor (G, — G7) is called the band centre and it will be represented by

5. The P branch, where .J' = J” — 1, isdefined by

AE’uﬁ»r (’U, ,]) =P (1)7 ,]) =7+ B (.]” - 1) s (.]” o 1)2 + oy (J// o 1)3
B’y (J// + 1) + prr (J// + 1)2 s (,]” + 1)3

for the R branch where J’ = J” + 1 we have

2

ABEorr (v, 0) =R (0,)) =75 + B8 (J” +1) (47 +2) = D' (27 +1)° (4" +2)°
4+ H (J” + 1)3 (.]” +2)3 By (J” + 1) +D”J”2 (J" + 1)2 _ gV g3 (J// + l)

3

and the Q branch where J' = J” isgiven by

AE”J (’U, J) — Q (U, J) =5 + B/J/I (JN ¥+ 1) 7 D/J/IQ (J// + 1)2 + H/JIIS (J// + 1)3
_g"y (J” + 1) + D"y (,]” + 1)2 _ g (,]” + 1)3

(2.3)

(2.49)

(2.5)

Basically these relationships give the line positions and the band centre, but further

considerations are needed to obtain the spectrum. For instance, it is important to know

the symmetry characteristic of the molecule in order to know the selections rules, and

therefore determine if the Q branch is present or not.

2.1.1.3. Types of Infrared bands

Vibrational bands are classified as parallel or perpendicular according to their

vibrational angular momentum and corresponding quantum number |. Energy states in

which 1 =0,1.2,3, ... are classified in species, or term symbols, as of type X, 1I, A,
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@, ... respectively. Furthermore, the components M., M, and M. of the dipole moment
of the molecule M have their own symmetry properties and therefore these have a
designated specie. In the infrared the selection rules allow only vibrational transitions
for which the components M, and M, are of specie IT, and M. is of specie X, * (the

subscript « is dropped for the point group C., [6]). It implies that

Al =0, 1, YT T, gy, U < U,

And only rotational transitions for which

AJ =0,=+1, + o —, S > .

Therefore, according to these rotation-vibrational selection rules, three types of infrared
bands of linear molecules can occur [6, 9]:

(i) Transtions for which [ = 0 and Al = 0. These bands are called parallel bands
and give X — X transitions. These bands only alow A.J = =£1, and they have only
P and R branches (they do not have a Q branch). For these the dipole moment M.
has specie ., *. Some fundamental bands belong to this type of bands for instance

the fundamental band of the antisymmetric stretching ;s mode of CO,.

(i) Transitions for which Al = +1. These are caled perpendicular bands, and give
IT— %, A —1I,.. trangitions. In these bands A.J = 0, £1,, and therefore they have
P, R and Q branches. In these bands M, and M, have specie IL, while M., = 0.
These bands can be either fundamental or overtone bands. For instance, the
fundamental band of the bending »» mode of CO, belongs to this type of

transitions.

(iii) Transitions for which [ # 0 and Al = 0. These are paralel bands, and give
IT-1I, A — A, ... type transitions. These bands allow AJ = 0, £1 and therefore
they have P, R and Q branches. For these bands only M. # 0 so the Q branch is
weak. The hotbands of CO, are examples of these types of bands. Hotbands can be

observed when an appreciable number of molecules are in the first, second, or so
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on vibrational states. The population of these vibrational states increases with

temperature.

In conclusion, the vibrational angular momentum and the dipole moment are very
important since these determine the basic form of the absorption band i.e. determines
when the Q branch is present. Taking into account the rotation-vibrational selection
rules, in the case of the CO, spectrum at 4.3 um, where the fundamenta band of the v;
mode occurs, just bands of type (i) and (iii) occurs. For the N,O spectral region at 4.6
um which is related with our project just bands of types (i) and (iii) are considered.
Finally, it is possible to say that the fundamental bands of CO occurring at 4.7 um are
bands of type (i).

2.1.1.4. Symmetry effects

Only certain energy levels are allowed for isotopomers belonging to the D..; point
group restricting the number of transitions. By symmetry the vibrational energy levels
are classified as symmetric or anti-symmetric with respect to the centre of symmetry.
Symmetric levels are described as even and their term symbol is labelled with the
subscript g. Similarly, anti-symmetric levels are described as odd and their term
symbols are labelled with the subscript «. Only transitions between states of opposite
symmetry are alowed (¢ < u), i.eX, — X, and II, — II,, the rest of the transitions

areforbiddeni.e. g < g, u «» v [6, 9].

Rotational energy levels are classified in a similar manner, each level has either (+)
or (—) parity. In the case of the fundamental band, the even numbered rotational levels
have (+) parities, and the odd numbered levels have (—) parities. Furthermore, each
rotational level has assigned a symmetry (s) for symmetric level and (a) for the
antisymetric level. Furthermore, even J rotational levels of specie X, are classified as
symmetric (s), and odd J levels as anti-symmetric (@), and vice versa for the specie ...
Symmetry properties for rotational energy levels only alow transitions between levels

of opposite parity and are forbidden to take place between levels of dissimilar symmetry

[6]
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(5) « (a), (a) & (a), (s) & (s)

Due to symmetry considerations, in the D, group the anti-symmetric rotational
levels of the lower state do not exist. For instance, for the fundamental »; band of
12¢’®0,, which is (¥, — ¥,), all transitions which would originate in odd rotational .J
levels of X, are absent, so that the lower rotational number J” have values of 0, 2, 4,

6,... asaconsequence [6].

Rotational energy level classification for Bands of types (ii) and (iii) have further
considerations. Hotbands IT, — II,,, and A, — A,, of CO, are some examples. In these
bands, each rotational level (J) is divided into two sublevels called e and f due ! type
doubling. Each of these sublevels will have parity (+) or (—) depending whether J is
even or odd. In addition, rotational sublevels, e and f, are also symmetrical (s) and anti-
symmetrical (@) with respect to the centre of symmetry. These levels follow the

selections rules defined previously. The e-levels parities and symmetry designations are

determined by (—1)”1, and vice versafor the f-levels. The symmetry properties remain
the same as discussed below, with the symmetric levels (s) and the anti-symmetric
levels (a) of species I, or A, corresponding to levels of positive and negative parity
respectively, while the reverse is the case for the upper vibrational level II, or A,.
Considering CO; isotopomers of the D, group undergoing I, — II, transitions, all
anti symmetric rotational levels of the lower state are again absent. This produces a
spectrum in which rotational levels of odd numbered J and even numbered ./ posses a
single transition line originating from e-level and f-level respectively. The opposite is

true from transition of type A, — A, [9].

2.1.1.5. Ro-vibrational Line Strength

Line positions and the selection rules were defined previously and using these
information we proceed to evaluate the ro-vibrational line strengths. The basic formula

utilised to obtain the line strength of each ro-vibrational line is given by

AEU_M SOLJ//]EJ// FJ// hCAE7)+r
y pu— v _ 1 - L
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where, AE, ., isthe line position (2.2), 7 is the band centre, L ;+; are the Honl-London
factors, S is the rotationless band strength in units of [em ™'/ (molecule-cm™)] at
296K, E ;- isthe lower level rotational energy, F;» isthe Herman Wallis Factor, Qr is
the rotational partition function, and 7" is the temperature [ 3, 10, 11].

The assumption that transition probability is constant is not correct, due to a
rotational dependence associated with the number of degenerate energy levels available
in atransition’s upper state. This is accounted for by Honl-London Factors which give
the number of participating rotational levels at a given J”, the sum of which in each
branch represents its proportion of total rotational line degeneracy, i.e. 2J + 1 [9]. For
the fundamental and the hotband bands of the isotopomer modelled the Honl-London

Factors are given by

(J"+ 1+ D (J"+1-1)

Ly = T (2.72)
J'—1-0J" =1
L,I;”l - ( J”) ( ) (27b)
0 @rene
L,]”l — _J” (J” T 1) (27C)

where, the superscript R, P and Q denotes the respective branch [10].

Effects from the interaction of rotation and vibration are taken into account by the
Herman-Wallis coefficients required to accurately describe line-strength. For R and P
branches the Herman-Wallis factor are defined by

Fy = (1 + a;m + aom? + a3m3)2 , (2.89)
where, m is equal to —J” in the P branch and /" + 1 in the R branch. For the Q branch

the Herman-Wallis factors are given by

FJ// = (1 + b27n2)2 ) (28b)
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where, m isequal .J”. In both cases (2.8a) and (2.8b) the Herman Wallis coefficients are
ay, az, az, and b, [9, 10]. The Herman-Wallis coefficients used to simulate the
spectroscopic models for the different CO, isotopomers are presented in Table 2.2 to
Table 2.4.

The rotational energy of the lower level it is given by

B//hCJ// (J// + 1)

EJ// = exXp | — ]CT

(2.9)

where, ¢ is the velocity of light, / is the Planck’s constant, £ is Boltzmann’s constant,

and 1T’ is the temperature.

Line intensities reflect the populations of the initial level so the higher the population
of the lower level stronger will be the absorption line intensity originating from this
level. The population of a rotational level is related to the rotational partition function
Q. It isanormalizing factor required to give a constant band intensity as the intensity
distribution of the rotational lines changes with temperature. For diatomic and linear

molecules at ordinary temperaturesit is given by [6]

Qr = Z(Qj—i- 1) exp [—

BJ(J +1) hc}

T (2.10)

If the nuclear spin is neglected. According to Herzberg 1945 [6] the direct summation
given by (2.10) is required for very low temperatures. For normal temperatures
Herzberg [6] recommended the use of the following expansion

Op= XL L 1heB 4 (heB 2+ 1 (heB 3+ )11
B heB T3 T 15 KT 315 \ AT 315 \ kT - (@1

However, for asmall £ and large 7' the rotational partition function, which is the case

of CO,, can be evaluated using the classical expression [6] given by
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kT

@r =15

(2.12)

The rotationless band strength value S° (T'), for each transition is given by [10]

8731073 1751,
So(T) = ’ )exp< (2.13)

hCGw |RU|2 7
3hce g?QL (T

kT

where, I, is the natural isotopic abundance, G, is the vibrational energy of the lower
state, 1" is the temperature. The population distribution of the vibrational levels is
related to the vibrational partition functiong; @, (7). As the temperature will affect the
total internal partition function, Q = ¢;Q. (') Qr (1), it should be recaculated for a
given T'. The evaluation of the total internal partition sum can be easily obtained using
the following approximation [12]

Q(T)=a+bT +cT” +dT?, (2.14)
where constants «, b, ¢ and d for a range temperature from 70 to 400 K are listed in

Table 2.1. Finaly, the SY (T") values, for T = 296 K, corresponding to several CO,

bands due to different isotopomers are given on Table 2.2-2.4.

Table 2.1- Polynomial coefficients of @ (T') for the range 70-400 K. [12]

Isotopomer 7 b ¢ d
2c’®0, |-21995| 9.6751x10" | -8.0827x10" | 2.8040x10°
13cl®o, | -3.8840 1.9263 -1.6058x10° | 5.8202x10°

%0%2c®o | -4.7289 2.0527 -1.7421x10° | 6.0748x10°

2.1.1.6. Absorption Line Shape

Description of the line position and line intensity given previously, do not give any
information about the shape of the line. Transitions do not occur at one precise
frequency, but rather they have a measurable width and specific shape [9]. The precise

line shape depends on the some parameters, such as the pressure and temperature. For
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normal pressure (1 atm) the line shape has a Lorentzian profile, this is true for
homogeneously broadened lines[13] and is defined by

Y

= T 2.15
fr (vo) (o — AEu+r)2 n 72- ( )

In a homogeneous mechanism the principa contribution to the line width in gases are
the collisional broadening - (cm™/atm) which is proportional to pressure [13]. The
Lorentzian profile is valid to describe the line shape in the infrared region of
atmospheric molecules at normal pressure [14]. However for low pressures it is no
longer true since now the line broadening mechanism is both homogeneous and
heterogeneous. The heterogeneous line broadening in gases is associated with the

Doppler effect [14]. This givesrise to the Gaussian line shape described by

Jfa () = 6\1/% exp [— (V _51/0>2] (2.16)

where the Doppler line width it is given by & = (2kT/m)"* (v/c) where m is the
molecular weight. In the infrared region and considering low pressure the line widths
are governed by both the homogeneous and the heterogeneous contributions. Therefore
the resultant line shape is given by a convolution of the Gaussian and the Lorentzian
contributions, this shape is known as the Voigt line shape [13]. According to [14] the
Voigt shape occurs when «y (P/4) < 1. In our compilations we will consider as a valid

the Lorentzian line shape, since our target region ismid infrared at 1 atm.

The line shape of CO; is being described by the normalized Lorentzian function [15].
The coefficient v is independent of vibrational transition and differs for each ro-
vibrational transition. The air broadening coefficient for CO, at 296K are given by a
polynomial in terms of J” [10]

0.09489 J' =1
_]0.09259 — 1.749 x 1072J" +4.236 x 107°J"* —3.6793 x 1077 J"* 2<J" <45
77 0.039313 + 1.7806 x 105" — 3.7746 x 107° "¢ (2.17)

46 < J” < 121
+2.957 x 10777 + 7.9569 x 10710 " - -
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The final ro-vibrational absorption band is formed by the performing the overall sum of
the products of the line-strength times the Lorentzian function of each absorption line

[9].

There are several notation formats to express the absorption bands. In the older
literature it is common to find that the absorption state of CO, were expressed as
vivetys, where the number of excited quanta associated with the particular vibration
mode are v, v» and vs; [ is the vibrational angular moment quantum number. The
notation employed by the HITRAN database [2] to represent the CO, absorption bands
is v11.lvsr. These notations are practically the same the only difference is the r in the
HITRAN notation. r is an integer called the ranking number and it is unity for the
highest vibrational energy level of a Fermi resonating group. Therefore, the
fundamental band due to the v vibration mode of CO; is expressed as 00001 — 00011
in HITRAN notation. Similarly, one of the CO, hotbands is expressed as
01101 — 01111 in HITRAN notation. The spectroscopic constants for all the bands
modelled are given in Table 2.2 to Table 2.4, here bands are presented using the
HITRAN notation. These tables contain the band centres, the Herman Wallis
coefficients and the rotationless band strengths for each one of the modelled

isotopomers. A simulated absorption spectrum for CO, at 4.3 um is shown in figure 2.3.

71



Chapter 2

Table 2.2- Spectroscopic constants for C*°0, transitions [4, 10].

Transition Band SO x 10722 B” D" x 1077 | H" x 10713 B D' x 1077 |H x 10713 a as |az | be
Centre

00001-00011 | 2349.14291 916076 0.39021889 | 1.33338 0.077 0.38714135 | 1.32998 0.088 | -0.00014 0 0] 0
01101-01111e | 2336.63231 70417 0.39063900 | 1.35295 0.099 0.38759250 | 1.34768 0.149 | -0.00032 0 0] 0
01101-01111f | 2336.63231 70417 0.39125464 | 1.36088 0.149 0.38819027 | 1.35761 0.172 | -0.00032 0 0] 0
02201-02211e | 2324.14068 2632 0.39166676 | 1.37452 -3.605 0.38863604 | 1.36021 | -3.407 | -0.00015 0 0] 0
02201-02211f | 2324.14068 2632 0.39166676 | 1.38022 0.148 0.38863604 | 1.37396 0.173 | -0.00015 0 0] 0
10002-10012 | 2327.43246 1717 0.39048223 | 1.57098 2.173 3.8750292 | 1.57357 1.981 | -0.00008 0 0| O
10001-10011 | 2326.59761 1021 0.39018888 | 1.14919 1.1492 0.38706302 | 1.41183 1.803 | -0.00015 0 0] 0
11102-11112e | 2315.23473 147 0.39074498 | 1.49447 1.005 0.38778212 | 1.48514 | 4.360 | -0.00017 | -0.144 | O | O
11102-11112f | 2315.23473 147 0.39169032 | 1.56357 1.163 0.38870505 | 1.56314 1.266 | -0.00017 | -0.144 | 0| O
03301-03311e | 2311.66758 105 0.39237834 | 1.40009 -1.562 0.38937642 | 1.38853 | -1.349 | -0.00012 | -0.015 | O | O
03301-03311f | 2311.66758 105 0.39237834 | 1.40009 -1.179 0.38937642 | 1.38853 | -1.005 | -0.00012 | -0.015 | O | O
11101-11111e | 2313.77268 72.3 0.39040962 | 1.25853 0.906 | 0.387364478 | 1.24083 | 0.849 | -0.00014 | -0.002 | 0 | O
11101-11111f | 2313.77268 72.3 0.39133390 | 1.21099 0.451 0.38823509 | 1.20080 0.362 | -0.00014 | -0.002 | 0| O
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Table 2.3- Spectroscopic constants for *C*®0, transitions [4, 10]

Transition Band SY x 107* B” D" x 1077 | H" x 10713 B D' x 1077 |[H' x 1013 a az |ag | be
Centre

00001-00011 | 2283.48711 9286 0.39023754 | 1.33346 0.151 0.38727344 | 1.32916 0.170 | -0.00013 0 0] 0
01101-01111e | 2271.75989 771.6 0.39061133 | 1.35489 0.497 0.38768022 | 1.34923 0.585 | -0.00015 0 0] 0
01101-01111f | 2271.75989 771.6 0.39124542 | 1.36377 0.305 0.38829411 | 1.35938 0.280 | -0.00015 0 0| O
02201-02211e | 2260.04908 33.7 0.39161360 | 1.32714 -0.634 0.38869955 | 1.32077 0 -0.00013 | 0012 | 0| O
02201-02211f | 2260.04908 33.7 0.39161360 | 1.38798 -0.256 0.38869955 | 1.38420 0 -0.00013 | 0012 | 0| O
10002-10012 | 2261.90969 19.5 0.39091592 | 1.58290 2.406 0.38803647 | 1.57716 2349 | -0.00014 | -0.005 | O | O
10001-10011 | 2262.84815 11.6 0.38971769 | 1.20251 2.207 0.38672378 | 1.19863 2111 | -0.00014 | 0017 (O | O
11102-11112e | 2250.69406 1.81 0.39096282 | 1.49053 0 0.38801702 | 1.30863 0 0 0 0] 0
11102-11112f | 2250.69406 1.81 0.39221550 | 1.56117 0 0.38914170 | 1.54833 0 0 0 0| O
03301-03311e | 2248.35587 1.43 0.39228792 | 1.38603 -1.128 0.38940346 | 1.37467 | -0.864 | -0.00012 | 0.095 | O | O
03301-03311f | 2248.35587 1.43 0.39228792 | 1.38603 -0.039 0.38940346 | 1.37467 0221 |-0.00012 | 009 | 0| O
11101-11111e | 2250.60467 0.897 0.39005116 | 1.27429 0.318 0.38713084 | 1.26068 0.641 | -0.00014 | -0.013 | 0| O
11101-11111f | 2250.60467 0.897 0.39091846 | 1.23846 1.829 0.38794439 | 1.23446 2.09% | -0.00014 | -0.013 | 0| O
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Table 2.4- Spectroscopic constants for 1*0™C*0, transitions[4, 10].

Band _ .
Transition SY x 107 B” D" %1077 | H" x 1013 B D' x 1077 |H' x 10713 a, ay |asz | by
Centre
00001-00011 | 2332.11231 3686 0.36818450 | 1.18701 -0.015 0.36528675 | 1.18424 0.014 -0.00032 0 0| O
01101-01111e | 2319.73770 289 0.36860192 | 1.20678 0.186 0.36573112 | 1.20268 0.217 -0.00013| 0006 | O] O
01101-01111f | 2319.73770 289 0.36915324 | 1.20692 -0.285 0.36626757 | 1.20380 | -0.0296 | -0.00013 | 0.006 | O| O
02201-02211e | 2307.38300 114 0.3695641 1.24872 -3.814 3.6670707 1.23511 -3.705 | -0.00012 | 0.016 | O| O
02201-02211f | 2307.38300 114 0.3695641 1.23158 0.603 0.36670707 | 1.22499 0.444 -0.00012 | 00016 | O| O
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Figure 2.3- Simulated absorption spectrum of CO,. This spectrum includes several bands due to 2C*°0,, *C**0, and *0*C#0 isotopomers.
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2.1.1.7. Validation of the CO, model.

In order to validate our ssmulated spectrum of CO, we compare our computed results
with those listed in the HITRAN 2004 database [1]. According to the HITRAN database
the difference between the measured line position and the computed line position is in
the order of 0.0001 cm™ for most of the ro-vibrational lines of the strongest fundamental
band of the CO, in the region of the 4.3 um [1, 3]. In the same way the computed lines
reported by HITRAN present an error around 6% for the same absorption bands [1, 3].
Here we require to evaluate how close are our computed line positions and intensities
with those provided by HITRAN in order to be sure that our data have good level of
confidence. Firstly, in this section we evaluate the difference between the calculated line
positions and those listed in HITRAN. Here we will call to this difference the residual
difference. Secondly, we evaluate the error in the line intensity. Here we just present the
result obtained for the fundamental bands of the three most abundant isotopomers
12¢’0,, Bc'®0, and *°0 *C®0 The residual difference in line position for the
fundamental bands 00011« 00000 of the **C*°0, and *C*®0, isototopomers is in the
order of <5x10° cm® for J <50 (Fig. 22 and 2.3 respectively). The
00011« 00000 band of the °0 *2C'®0 isotopomer has even much lower residual
difference in the order of < 5.06 x 107 for J < 80 (Fig. 2.4). The deviation in the line
position is mainly due to precision errors in the constants D and 7 since the deviation
increases as J increase. It can be appreciated with the fundamental band °0™C'®0
where the deviation is practically negligible meaning that all the rotational constants for
this band are more accurate than is needed for our purposes.

Furthermore, considering that the residua difference in the ro-vibrationa line
positions for the 00011« 00000 band of *?C*0, is <1x10° cm™ for .J < 80 and these
ro-vibrational lines have in average a FWMH of 0.14 cm'™; therefore we can say that our

model deviates by 1/14,000™ of a typical ro-vibrational line width for this band when

J < 80. The deviation is even much lower, in the order of 1/280,000th

fundamental band of °0 *2C*0. In the next chapter it will be shown that the separation

, for the
of two rotation lines is of great importance in our project. In average the separation of

the ro-vibrational lines of the 2C'®0, fundamental band is around 1.8 cm™ for the P

branch and 1.3 cm? for the R branch when J < 40. Hence the deviation of the
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computed line position is around 1/28, 000™ of the separation between two consecutive

ro-vibrational lines.

These deviations are very small and for our application they are negligible. In our
particular case in order to simulate our sensor with sufficient accuracy we build a
wavenumber axis using an interval of 0.01 cm™ which is 1/16™ of the line width and
around 1/160" of the separation of two consecutive ro-vibrational lines. This
wavenumber interval is much larger than the residual difference in line position between
our computed values and the HITRAN values. It means that using a 0.01 cm™* interval
in the wavenumber axis the evaluated line positions are the same as those given by
HITRAN and therefore the residual differences will not affect the final CO, spectrum. A
wavenumber axis with a 0.01 cm™ interval is good enough to reproduce an accurate
CO; spectrum which can be used to simulate our gas sensors which are based mainly in

the separation of the ro-vibrational lines.

The line intensity error (%) of our calculated values and those listed in the HITRAN
2004 for the fundamental bands of of 2C'°0, and *C'®0, and 0 *C®0O are
presented in figures 2.5-2.7. Here it can be seen that the error is around 0.01% for
J < 80, whichisvery small. Thiserror ismainly due to precision errors in the rotational
constants and in the Herman-Wallis Factors coefficients. However the errors are quite
small and thiswill not introduce a significant error in the simulation of our gas sensor.

According to HITRAN 2004 the total accumulated strength of the fundamental bands
of the three most abundant isotopomers ?C'0, ¥C*0, and '°0%C™0 is
928291.4 x 1072 cm™*/ (molecule — cm~2) at 296K for J < 110. In our sSimulation we
are including the fundamental bands of these three isotopomers considering ro-
vibrational lines up to J < 80 and the overall accumulated strength is 928288.3 x 107
em ™!/ (molecule — cin™?). This represents the 99.9996% of the total strength obtained
from HITRAN up to ./ < 110. Therefore, if we consider that our model has an error of
0.01% and that just the 99.9996% of the total strength is taken into account we find that
our model has an accuracy of around 99.9896 %. Furthermore we need to consider that
the HITRAN line intensities have an error of around 6% therefore our computed line
intensities have an accuracy of 93.999624% with respect to the real measured intensities

[1-3]. This led us to consider that the model presented in the previous section to
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calculate the line intensities for CO; is sufficiently accurate. Finally, in Table 2.5 a
comparison between calculated line position and intensities with respect to HITRAN
2004 of some ro-vibrational lines are presented, at 296K the strongest ro-vibrational line

isat J = 16, here can be observed that the deviations are very small.

x10°

00011<-00001 band of '2c"%0,

Difference in line pesition (1/cm)

Figure 2.4- Residual difference in line position between our calculated positions and HITRAN 2004 for

%10

—&— P Branch
—— R Branch

L L
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J Number

the 00011 « 00000 of 2C*°0,.

00011<-00001 band of *C'%0,

ne position (1/cm)

Figure 2.5- Residual difference in line position between our calculated positions and HITRAN 2004 for

—&— P Branch
—— R Branch

the 00011 « 00000 of 2C*0,.
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Figure 2.6- Residual difference in line position between our calculated positions and HITRAN 2004 for
the 00011 «+ 00000 of **0™C*0,.

©
£
e
g-005- 1
w
01k 1
-0.15
-0.2 1 1 1 1 1 1 1 |
0 10 20 30 40 50 60 70 &0
J Mumber

Figure 2.7- Error in Line intensities between HITRAN 2004 and the computed values 2004 for the
00011 4 00000 of C™0,.
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Figure 2.8- Error in Line intensities between HITRAN 2004 and the computed values 2004 for the
00011 « 00000 of *C™0.,.
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Figure 2.9- Error in Line intensities between HITRAN 2004 and the computed values 2004 for the
00011 <« 00000 of **0™C*0,.
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Table 2.5- Some calculated line position and intensities versus HITRAN 2004, for the 00011 <+ 00000 of

12C1602-
R Brach P Brach

J
Calculated HITRAN Calculated HITRAN
jp inePosition 2358777368 2358727369  2339.372389  2339.37239
Intensity 3.3617x10™® 3.358x10%®  3.0992x10*®  3.096x10®
14 ~inePosition 2360109127  2360.109128  2337.658143  2337.658185
Intensity 3.50139x10™*8 3.498x10%®  3.2632x10*®  3.260x10"®
g inePosition 2361466077 2361466078  2335.91954  2335.919541
Intensity 3.5281x10™® 3524x10"®  3.3151x10*®  3.312x10™®
;g nePosiion 2367798194  2362.798195  2334.156485  2334.156486
Intensity 3.453x108 3.449x10*®  3.2652x10%®  3.262x10™®
o  inePosition 2364105453 2364.105455  2332.369045  2332.369047
Intensity 3.29173x108 3.288x10%®  3.,0992x10*®  3.125x10"®

2.1.2. Nitrous Oxide Spectroscopic Model

N2O is alinear molecule so al the theory needed to evauate the line positions and
strengths is the same as that used for modelling CO,. Here, just some special properties
of this molecule, such is the symmetry effects, must be considered. In section 2.1.1.4
the symmetry effects for linear molecules were discussed, and it was said that if a
molecule is symmetric with zero nuclear spin then only certain energy levels are
allowed. For instance, in the fundamental band of the *C'°0, isotopomer, which has a
centre of inversion, al transitions originating in odd rotational levels are absent due to
symmetry constraints. In the case of N,O, it is a molecule of the foom X — X — Y
which has two identical nuclei but not the symmetry of the point group D therefore
no statistical difference between the even and odd rotational levelsis present [6], which

impliesthat al rotational levels are present in the spectrum.

N,O has three important absorption bands at 588.8, 1284.90 and 2223.75 cm™
increasing in intensity in that order. None of these bands can be interpreted as an
overtone or combination band, thus they are the three infrared active fundamental bands
[6]. Because of the spectral region involved with the project the bands at 1284.90 and

2223.75 cm™* were simulated. In this section the 588.8 band is not presented since this
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band is irrelevant for the gas sensor simulation. However this band can be reproduced
using the same mathematical model presented in this section and it is only necessary to

use another set of spectroscopic constants for this particular band.

The vibration-rotation energy expression of this linear molecule can be expressed in

terms of effective parameters B, D, H as
Epin=BJ(J+1) =D (J+ 1’ +HPJ+1)*+LJ*(J+1)",  (218)

this equation is the same as the utilised in the carbon dioxide model (2.1), the only
difference is that here a new high order term (L) is introduced. The **N,™°0, *N**N*0,
BNENeO, MNYMNO, and MN'NYO isotopomers were included in the model. The
effective parameters for the two first isotopomers used in the ssmulation are given in
Table 2.6. In these tables we employ the vibration-state notation given by [16] which
has the form v,v2lv; where [ is the vibrational angular momentum quantum number.
The same notation is used in the HITRAN database [2].

The strength of the infrared absorption lines at frequency v can be evaluated using
equation (2.6). The differences for N,O are the Herman-Wallis and Honl-London
factors that for CO, were given in section 2.1.1.5. Here, it is necessary to modify these
expressions in order to obtain the correct line strength values. For N,O the Honl-
London factors are expressed [17] as

( 2 _ g2
m° =1 AJ=+1,Al=0
21
FE/+1 AJ=0,Al=0

[ A ESY (2.19)
(m + z) (m‘+2+1) AJ =41, Al = +1
m

27+ (J=2)(J+z+1) AJ=0,Al ==+1

\ J(J+1)

where z = [I”| (|I'| — |I"]), and m = J” + 1 for the R branch and m = —.J for the P

branch. The double prime denotes the lower level and the single prime the upper level.

The Herman-Wallis (£ factor) expression isgiven [17, 18] by

82



Chapter 2

F=[14am+aJ (J+1)], (2.20)

where a; and a, are the Herman-Wallis coefficients, these coefficients are given in
Table 2.6.

The air broadening coefficients needed to evaluate the line shape were taken from
[19]. Moreover Toth 1993 [20] gives alist of self broadening coefficients as a function
of the pressure, which can be useful in cases when the pressure varies. A simulated

spectrum of nitrous oxide is shown in figure 2.10.

Figure 2.10- Simulated absorption spectra of N,O. In the lower figure, the strong band shown is due to the
fundamental band 1000 +— 0000 centred at 1284.90 cm; while the weaker band is due to the overtone
0200-000. In the upper figure the strong absorptions are due to the 0001 + 0000 band centred at 2223.7

cmt.
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Table 2.6- Spectroscopic constants for “*N,™°0 and *N**N*°0 transitions

14N2160
- H“ L“ D‘ a4 L‘ (5} 3 ~
Band Band Centre B" D"x107" 10-12 _ B' ) H' x1071? _ _ IR|"
X %107 18 X107 %x1071% | x1074° %1073°
1000-0000 128490336 | 0.419011% | 1.760919° | -0.1652% 0 0.41725509° 1.72619° 1.2632% 1.8527 -0.09 0 1.336x107
1110e-0110e | 1291.49786* | 0.419177% | 1.783245* | -0.17142 0 0.41746475° 1.74899° 1.1382% 0 -0.44 -0.64 1.366x10™"
1110f-0110f 1291.49786% | 0.419969° | 1.793030% | -0.1766% 0 0.41837307° 1.72005° 2.2462% 0 -1.48 -0.36 1.368x10™"
0001-0000 2223.75677° | 0419011 | 1.760919° | -0.1652% 0 0.41555951° 1.75467° -0.1362° 0 -0.23 0 2.477x10*
0111e-0110e | 2209.52473° | 0.419177° | 1.783245° | -0.1714% 0 0.41577089° 1.77578° -0.1116" 0 -0.59 0.23 2.454x101
0111f-0110f 2209.52473° | 0.419969° | 1.793030% | -0.1766% 0 0.41654792° 1.78722° -0.1557° 0 -0.38 0.39 2.450x10™
0200-0000 116813230 | 0.419011% | 1.760919° | -0.1652% 0 0.41992097% | 2.49236° 29.6362° 0 -0.01 2.48 2.570x107
14N15N160

1000-0000 1280.35412° | 0.418981% | 1.763264* | 0.00007 0 0.41712730° | 1.754555° 0.472° 0.472 0.00 0 1.364x107
1110e-0110e | 1284.75756° | 0.419108* | 1.785830% | 0.00002 0 0.41727313° | 1.773906° 0.000?2 0 -1.29 0.83 1.33x10*
1110f-0110f 1284.75756° | 0.419918% | 1.794460% | 0.00002 0 0.41816523° | 1.760323% 0.000? 0 -0.19 0.90 1.34x10*
0001-0000 2177.65681° | 0.418981% | 1.763264% | 0.0000° 0 0.41565409° | 1.756773° 0.1254° 0.1254 0.77 0.22 2.414x10*
0111e-0110e | 2164.16440° | 0.419108% | 1.785830% | 0.00002 0 0.41582475° | 1.776541° 0.0000° 0 2.36 -0.39 2.470x10™
0111f-0110f 2164.16440° | 0.419918% | 1.793030% | 0.00002 0 0.41661910° | 1.787460° 0.0000° 0 1.87 0.00 2.440x10"
0200-0000 1144.33338° | 0.418981* | 1.794460% | 0.00007 0 0.41992172% | 2.845420° 66.7962 66.796 -2.07 2.58 1.690x1072

3\ alues taken from Toth 1986 [18]; ® Values taken from Toth 1991 [21]; © Values taken from Toth 1993 [20].
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2.1.2.1. Validation of the N,O model.

In order to validate our simulated spectrum of N,O we compared our simulated result
with the HITRAN 2004 [1] database. According to the HITRAN database the difference
between the measured line position and the computed line position is in the order of
0.0001 cm™ or better for most of the ro-vibrational lines of the strongest bands of the
N2O [1, 3]. In the same way the computed lines reported by HITRAN present an error
around 2-5% for the same absorption bands [1, 3]. Here we require to evaluate how
close are our computed line positions and intensities with those provided by HITRAN in
order to be sure that our data have good level of accuracy. In this section the evaluated
residual difference between the computed line position and those listed in HITRAN for
the fundamental bands of *NN™0 and *NN™0 which occur a 2220 cm™ are
presented. The residual difference for the fundamental bands 0001<0000 of
Y“NYN0 and NN 0 is in the order of < 10 x 107> ecm™ for J < 60 (figure 2.11
and 2.12). These residua differences in line positions is around a factor of 10 lower
than the obtained for CO, since the constants 3, D, H and L have a greater precision.
The average FWMH of one ro-vibrational line of the 0001« 0000 “N*N0 is 0.15
cm™ for J < 40, therefore our model deviates by 1/15, 000** of atypical rotational line
width.

x10° 0001<~0000 band of "*N'*N"%0
T T T

—&— P Branch
—— R Branch

o Ml e

1e position (1/em)

&

Figure 2.11- Residua difference in line position between our calculated positions and HITRAN 2004 for
the 0001 + 0000 of “N*N 0.
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Figure 2.12- Residua difference in line position between our calculated positions and HITRAN 2004 for
the 0001 + 0000 of “N*N 0.

The deviation of the computed line position with respect to the line width is really
small, and this deviation is around 5 times lower when it is compared with the
separation of the ro-vibrational lines. On average the separation of the ro-vibrational
lines of the 0001« 0000 of NN *°0 is around 0.6 cm™ for the R branch and 0.97
cm* for the P branch when J < 40. Therefore the deviation of the computed line
position is around 1/60,000" of the separation between two consecutive ro-vibrational
lines of the R branch. In order to simulate our sensor with sufficient accuracy we build a
wavenumber axis using an interval of 0.01 cm™ which is /15" of the line width and
around /60" of the separation of two consecutive ro-vibrational lines for the R branch
for J < 40. Using this interval the deviation of our computed line position, respect to
HITRAN 2004, do not affect the final spectrum of **N*N 0. The accuracy is clearly

good enough to reproduce a spectrum sufficiently accurate to simulate our gas sensors.

The line intensity error (%) between our calculated values and those listed in the
HITRAN 2004 for the fundamental bands of **N**N *°0 and **N**N *°0 are presented in
figure 2.13 and figure 2.14. Here it can be seen that the error is around < 0.4 for
J < 60. However, the errors are small enough so as not introduce a significant error in

the simulations of our gas sensor. In our simulation we are including al ro-vibrational
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lines with J < 60 and according to our simulation at 296K all these lines have an

accumulated intensity of 499026.9x10%cm™*/(molecule cm™). According to HITRAN

2004 the accumulative intensity for the ro-vibrational lines with J < 92 is equa to

499668.1x10% . Therefore, our model covers around the 99.87%, or practically all the
total band strength of the 0001« 0000 band of **N**N*®0. Therefore, considering the
that our model has an error of 0.04% and that just the 99.87% of the total strength is
taken into account we see that our model has an accuracy of around 99.83 %. Now if we
consider that the HITRAN line intensities have a maximum average error of 5% this
lead us to say that our simulated spectra have an accuracy of 94.8385%. Hence the
model presented in previous section, to calculate the line intensities for N3O, is
sufficiently accurate, and therefore it is good enough to guarantee precise simulations of
our gas sensor. Finally, in Table 2.7 a comparison between calculated line positions and
intensities with respect to HITRAN 2004 of some ro-vibrational lines are presented, at
296K the strongest ro-vibrational line is at J = 15 here can be observed that the
deviations are very small.

0001<--0000 band of “*N1*N180
0.5 T T T T T 1
—6— P Branch

—»— R Branch
04+ ' B

03

0.2

Jm\f\ M\nqmﬁ,n o

intensities (%)

(=]

Figure 2.13- Error in Lineintensities between HITRAN 2004 and the computed values 2004 for the
0001 + 0000 of NN *°O.
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Table 2.7- Some calculated line position and intensities versus HITRAN 2004, for the 0001 <« 0000 of
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0001 + 0000 of NN 0.

14N14N 160.
R Brach
Calculated HITRAN
2234.762354 2234.76236
9.86307x10™ 9.878x10™*°
2235.496395 2235.4964
9.98471x10™" 9.999x10*°
2236.223472 2236.22348
1.0022x10™*® 1.004x10*®
2236.94358 2236.94359
9.97941x10™" 9.999x10™"°
2237.656715 2237.65672
9.86236x10™ 9.878x10™*°
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P Brach
Calculated HITRAN
2212325608  2212.32561
9.0778x10°  9.072x10™
2211.398238  2211.39824
9.2308x10™"°  9.233x10™"
2210464026  2210.46403
9.3006x10"°  9.314x10™"°
2200.522975  2209.52298
9.2913x10%°  9.314x10™
2208575091 22085751
9.2081x10™°  9.233x10™"
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2.1.3. Carbon Monoxide Spectroscopic Model

In this section the spectroscopic model utilised to reproduce the CO spectrum at 4.7
um is presented. Here, the line positions, intensities and line shape are computed in a
similar manner to the CO, and N>O models. The CO line positions are evaluated by

) kl i ,’ : ( * )

where v represents the quantum vibrational number, and Yi; are the Dunham
coefficients. The complete set of Dunham coefficients used in our simulations were
taken from Farreng et al 1991[23] and arelisted in Table 2.8

The carbon monoxide line intensities can be calculated using the next formula which

isasimplified version of formulae given by [24, 25]

310736 71, heG!l E! .CU 1 2
- () en( )] ) mrerin ez

Q (T') isthe total internal partition sum, G, is the energy of the lower vibrational level,
E” is the energy of the lower rotational level, 1, is the isotopic abundance, | 2,|” is the
squared rotationless dipole moment, H,, (v) are the Honl-London Factors and F' (v, J")

are the Herman Wallis Factors.

The total internal partition function was evaluated using a ssimple approach given
[24] by

Q(T) = Q (297.36) ( (2.23)

297.36)

With
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107.91 12C'°0 T < 500K
Q) (297.36) = ¢ 112.86 1B3CY0 T < 500K
113.26 2C™0 T < 500K

In section 2.1.1.5 the Honl-London factors and the Herman Wallis were explained in
detail. Here, the Herman-Wallis factors expression were calculated using the
relationship [25]

6 3
Fo(vom)=) > gy "m'v/: (2.24)

where v isthe vibrational guantum number and m isarunning index given by

J(T+1)=J"(J"+1
m= (S +1) 5 7+ (2.25)

The coefficients g;;"* are listed in Table 2.9. The Honl-London factors were evaluated

using the following formula[25]
9 .
H, (v) = h", (2.26)
=0

the h;" coefficients for the 1-0 fundamental band are givenin Table 2.9.

The line shape is described by the normalized Lorentzian function (2.13), which
depends of the air broadening coefficients (see section 2.1.1.6). For CO these
coefficients were taken from [26]. A plot of the smulated CO spectrum at 4.7 um is
shown in figure 2.15; this plot includes the fundamental bands (1-0) of 2C*®0, *3c*®0,
and 2C'®0 isotopomers.
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Figure 2.15- Simulated CO absorption spectrum at 4.7 pm. This plot includes the 1-0 fundamental bands of the *C**0, *C*®0, and **C*®0 isotopomers.
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Table 2.8- Dunham Coefficients Yy [23].

12cl60
[
0 1 2 3 4 5 6
k
0 0 1.931280985 | -0.6121615183x10” | 0.5884905033x10™" | -0.3615785745x107™° | -0.4555298526x10% | -0.151964150x10°°
1 2169.812670 -0.017504392 | 0.1034922952x10° | -0.1428653277x10"? | -0.7405801298x107% | -0.5922257515x102% 0
13cl6o
0 0 1.846151725 | -0.5593901826 x10° | 0.5140386572 x10™ | -0.3019101986 x10° | -0.3635889807 x10% | -0.115945471 x10°*°
1 2121.439026 | -0.01635976671 | 0.9246022661 x10° | -0.1220091918 x10*2 | -0.6045838445 x10™® | -0.4621580733 102 0
12cl80
0 0 1.839113877 | -0.5551151313x10” | 0.5081809481 x10™ | -0.2973317238 x10™° | -0.3567098022 x10% | -0.113318022 x10°*°
1 2117.397251 | -0.01626640228 | 0.9158136642 x10° | -0.1203886604 x10™? | -0.5942790712 x10™® | -0.4525486860 x10% 0
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Table2.9- g;;™ and h;" coefficients needed for the fundamental bands of CO. [25].

Rt

i 12cl60 13cl60 12cl80

0 1 1 1

1 -0.46983 -0.13884x102 -0.13919x10°2
2 | 0.54506x10* -0.17167x10°® -0.16629x10°°
3| 0.13275x10° -0.12586x10°° -0.27044x10°®
41 0.10692x10* 0.97746x10°" 0.35548x10°®
5] -0.12119x10° -0.17236x10°”7 -0.44971x10°7
6| 0.57580x107 0.12038x10°® 0.29867x10°®
7| -0.16334x10% | -0.49605x10° -0.11527x10°®
8 | -0.16334x10%° | 0.10749x10" 0.23420x10°
9| -054474x10" | -0.94714x10* | -0.19336x10™"

1

9ij

i 12C160 13cl60 12C180

0 1 1 1

1 0.19027x10°® 0.18715x10°® 0.18689x10°3
2 0.70112x10° 0.67064x10° 0.66819x10°
3| -0.21784x107 -0.20339x10”’ -0.20230x10”’
4 | -0.82485x10" -0.73902x10° -0.76315x10
5| -0.20811x10* -0.18781x102 -0.18337x10™*
6 | -0.83958x102° -0.77479x10°%6 -0.41659x10%6
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2.1.3.1. Validation of CO model.

In order to validate our simulated spectrum of CO we compared our simulated result
with the HITRAN 2004 database [1]. According to the HITRAN database the difference
between the measured line position and the computed line position is in the order of
0.0001 cm™ for most of the ro-vibrational lines of the strongest fundamental bands of
the CO in the region of 4.7 um [1, 3]. In the same way the computed lines reported by
HITRAN present an error around 3-6% for the same absorption bands [1, 3]. Here we
require to evaluate how close are our computed line positions and intensities with those
provided by HITRAN in order to be sure that our data have good level of accuracy. In
this section the residual difference in line positions between the calculated values and
HITRAN are presented, here just for the relevant fundamental bands (1 « 0) of *C**0
and **C™®0. The residual differencein line positions for the fundamentals bands (1 «+ 0)
of 2C%0 and *C*®0Oisin the order of < 4 x 10~° cm™* for J < 50 (Fig. 2.16 and 2.17).
The average FWMH of one ro-vibrational line of the (1 + 0) of **C*°0 and is around
0.10 cm™ for J < 40, therefore our model deviates by 1/2,500™ of a typical ro-

vibrational line width.

The deviation of the computed line position with respect to the line width is very
small, and this deviation is around 30 times lower when it is compared with the
separation of the ro-vibrational lines. On average the separation of the ro-vibrational
lines of (1 « 0) band of **C™0 for .J < 40 is around 3.05 cm™ for the R branch and
4.50 cm* for the P branch. Thus the deviation of the computed line position is around
1/76,250™ of the separation between two consecutive ro-vibrational lines of the R
branch. In order to simulate our sensor with sufficient accuracy we build a
wavenumbers axis using an interval of 0.01 cm* which is /10" of the line width and
around 1/305" of the separation of two consecutive ro-vibrational lines for the R branch
for J < 40. Using this interval the deviation of our computed line position, respect to
HITRAN 2004, do not affect the final spectrum of **C*°0. The accuracy is more than
good enough to reproduce a spectrum sufficiently accurate to ssmulate our gas sensors

which are based mainly in the separation of the ro-vibrational lines.

The line intensity error (%) between our calculated values and those listed in the
HITRAN 2004 for the fundamental bands of (1«0) of **C**0 and *C™0 is around
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< 0.2% for J < 50 (Fig. 2.18 and 2.19). The errors are small enough so as not introduce
a significant error in the simulations of our gas sensor. In our simulation we are

including al ro-vibrational lines with J < 50 and according to our simulation at 296K

all these lines have an accumulated intensity of 99666.6x10% cm™/(molecule cm™®) at
296K. According to HITRAN 2004 the accumulative intensity for the ro-vibrational

lines with J < 60 is equal to 99685.3x10 % cm™/(molecule cm™) at 296K . Therefore,
our model covers around the 99.98% of practically the total band strength of the 1<—0
band of *2C'°0. Therefore assuming that our model has an error of 0.02% and that just
the 99.98% of the strength is considered we see that our model has an accuracy of
around 99.96%. Furthermore considering that line intensities in HITRAN have an
average error of around 5% therefore our compute line intensities have an accuracy of
around 94.962%. This lead us to conclude that the model presented in the previous
section to calculate the line intensities for CO is sufficiently accurate, and therefore it is
good enough to guarantee precise simulations of our gas sensor. Finally, in Table 2.10 a
comparison between calculated line position and intensities with respect to HITRAN
2004 of some ro-vibrational lines are presented, at 296K the strongest ro-vibrational line

isat J = 8, here can be observed that the deviations are very small.

Difference in lil

AT

0.8+ 4

1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 40 45 50
J Mumber

Figure 2.16- Residual difference in line position between our calculated positions and HITRAN 2004 for
the1 + 0 of *C*0.
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Figure 2.17- Residual difference in line position between our calculated positions and HITRAN 2004 for
the1 + 0 of *C*0.
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Figure 2.18- Error in Line intensities between HITRAN 2004 and the computed values 2004 for the
1 « 0 of *C*0.
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Figure 2.19- Error in Line intensities between HITRAN 2004 and the computed values 2004 for the
1 « 0of ¥C*0.

Table 2.10- Some calculated line position and intensities versus HITRAN 2004, for the1 « (0 of

12C 160.
R Brach P Brach
’ Calculated HITRAN Calculated HITRAN
g inePosition 2169197943 2169.1979 2119.68095 2119.681
Intensity 4.439x10™"° 4.44x10™° 3.708x10%°  3.709x10™*°
,  LinePosition 2172 758817 2172.7588 2115.6289 2115.629
Intensity 4.460x10™"° 4.46x10"° 3.788x10%°  3.789x10™*°
g  inePosition 217628351 2176.2835 2111.543007 2111.543
Intensity 4.329x10™%° 4.33x10™" 3.721x10%°  3.722x10%°
g LinePosition 2179771877 2179.7719 2107.423214  2107.4232
Intensity 4.073x10™"° 4.08x10™° 3531x10%°  3531x10™%
o inePosition 218322377 2183.2238 2103.269738  2103.2697
Intensity 3.724x10"° 3.72x10" 3.249x10%°  3.250x10™"°
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2.2. Water vapour Spectroscopic Models

Water, H,0 is an important molecule because it is ubiquitous in gas samplesin real-
life applications and has strong absorption lines in the regions of interest. Therefore, it
is vital to have an accurate model of its spectrum. The calculation to generate the
rotation-vibration energy levels of H,O is very difficult as it is an asymmetric top
molecule and it is particularly complicated due to specific problems related with large
motions of the hydrogen atoms which lead to huge centrifugal distortion effects [27].
Moreover numerous vibration-rotation resonances strongly perturb the line positions

and intensities [28].

The rotational level J of an asymmetric top molecule has2.J + 1 rotationa sublevels
[7]. Each rotational sublevel of an asymmetric top molecule it is represented by three
quantum numbers .J K, K. In older literature it is the representation JK_ K, is aso
frequently found which is basically the same; in this work we will use the first notation.
The number K, runs from 0 to ./ while the number K. from —.J to 0. Another notation
found in older literature, which can be very useful in some cases, represents each
rotational sublevel by J.where—J <7 < Jand 7 = K, + A..

There are severa different methods to calculate the rotational energy levels and
intensities of H,O. The simplest method to calculate the energy levels it is based on a
Hamiltonian due to J. K. G. Watson [11, 29, 30]. This method is able to fit the energy
levels of HO upto J and K&, < 13 approximately [27, 28, 31]; for higher values of K,
the model starts to diverge rapidly. In our specific case we need to simulate two H,O
spectra one in the region of the 6.25 um and the second one at 2.7 um. These are needed
to correctly predict the cross sensitivity of the CH4, CO and CO, detectors with water
vapour. In these detectors weak absorptions produced by very highly excited rotational
levels will not affect seriously the cross sensitivity calculations when normal
temperatures are assumed. For instance, consider a CO detector were the target
rotational lines are those belonging to the fundamental R branch where the operational
spectral range is 2100-2220 cm™. In this region the strongest absorptions of H,O are due
to transitions originated from energy levels with J’ =7, K/=6 and
J" =8, K! =T7. Furthermore, within this spectra range other transitions such as

transitions with J”" =8, K/ =8, and J" =9, K/ =7 of H,O occur in the same
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spectral range, but these which are 10 times weaker than transitions originating in
J'=7 K!=6andinJ” =8, K] =38.Moreover the H,O ro-vibrational lines are
even weaker in the spectral range where the P branch of the fundamental band of CO
lies. Therefore a model which fits the ro-vibrational lines of the H,O up to
J" <13, K! <11 isgood enough to simulate our CO detector. As ro-vibrational lines
with J” > 13, K/ > 11 are very weak at room temperature (296K) in our application
we will consider them as negligible. Therefore, the Watson Hamiltonian is appropriate
to calculate the energy levels since this model fits well energy levels up to
J" <13, K] <11, which is enough for our application. In section 2.2.1 the
spectroscopic model used to simulate the water vapour spectrum at 6.25 pm it is

reviewed.

It isimportant to mention that more recent methods than the Watson Hamiltonian can
be found in the literature which are much powerful and can fit much better highly
excited rotational levels of H,O (up to .J” < 24), for instance the methods proposed by
Couderth [32, 33] and Starikov [34]. Highly excited levels are of importance in certain
cases, for example when high temperatures are considered. These methods [32-34] are

more complicated than the basic Watson Hamiltonian .

To evaluate the cross sensitivity of the methane sensor (CH,4) with water vapour we
need to reproduce the H,O absorption spectrum at 2.7 pum. This spectrum is a triad,
which means that three H,O absorptions bands occur very close together and
furthermore these bands are interacting with each other forming a very complex
spectrum. To reproduce this spectrum we utilised the mathematical model proposed by
Flaud and Camy-Peyret [35] which is based on the Watson Hamiltonian, it is presented
in section 2.2.2.

2.2.1. The v, Absorption Band of H,™O.

In this section we describe the method used to reproduce the H,O absorption
spectrum the bending mode v at 6.25 um represented as 010 « 000. The vibrational
state 010 it is also represented as » = 1 and the state 000 as v = 0. Evaluation of the
absorption band can be divided in four steps. In the first step the energy levels are be

evaluated; here we will use the Watson Hamiltonian which fits well rotational energy
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levelsup to J” <13, K < 11. The second step consists in the evaluation of the line
intensities which will be carried out using the method and data provided by references
[27, 28, 31, 35, 36]. Finally to form the absorption spectrum the broadening coefficients
are required to evaluate the line widths, here we will use the broadening coefficients
kindly provided by R. A. Toth [37]. These steps are described in the following sections
and also the constants, operators and matrix elements required to reproduce the

spectrum are presented.

2.2.1.1. The Watson Hamiltonian, A reduction

Energy levelsfor the bending mode » of H,O can be evaluated by [28]
H" = FE,+ H} (2.27)

where E, is the vibrational energy of the state » and H! is the rotational Watson
Hamiltonian of type A reduction [38] of the state ». E, is given as the band centre if
vibrational resonances do not affect the sate = as in the case of mode v; the values of
E, and E required for the evaluation of this band are listed in Table 2.14.. The reduced
Watson Hamiltonian (H") it is very convenient for calculation of the energy levels of an
asymmetric top molecule since its resulting matrix elements are evaluated in abasis of a
symmetric-top wavefunctions |.J K’} instead of the asymmetric wavefunctions | J K, K.}
[30]. The matrix elements are given by (JK”|HY| JK'y and are non zero when
AK = K'— K" =0,+£2 [38] forming a tridiagonal matrix. The energy levels are
obtained by diagonalizing the resultant matrix. The Hamiltonian H; it is defined by
equations (2.28a)-(2.28f) [7]. In these equations ( P} is the total angular momentum and
(Pz), (Px), and (Py} are the components of the total angular momentum over the
respective axis. (Pyy ) represents the relation between the X and Y components given
by (Px — Py}. The constants A, B, C are the principal rotational constants of the
molecule, and the rest of the parameters, i.e. H; A, P, €c, are the centrifugal
constants. Finally to evaluate the matrix elements the total angular momentum (P) and
its components (F,) and (Pxy) must be defined. These definitions are given in
equations (2.29a)-(2.29f) [7].
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H,[.- — H:'(_Z] + H{:‘(-IJ + H:f-({i) + Hr}'[éi} + H‘}'(IU:

w2 (BUHCUY . BU4Cv , [BY—(Cv .
H;_-H:(f) P~+(,4-— i )(Pz) +( : )(PXY)

HYW = — AYPY — AY P2(Py)? — A% (Pg)* — 264 P*(Pxy)?
— 6% [(P2)*(Pxy)* + (Pxy)*(Pz)?]

Hj'®' = HjP® + Hji P(P7)? + Hy P*(Pz)* + Hj;(P2)° + 215 P* (Pxy)?

+ 5 P2 [(P2)*(Pxy)? + (Pxy)*(Pz)*] + hie [(Pz) (Pxy)? + (Pxy)*(Pz)".

HY® = LyP® + LY, PS(P7)* + LY  PY(P7)* + Licic ;P2 (P2)® + Ly (P2)®
+205P%(Pxy)® + 15 P* [(P2)*(Pxy)® + (Pxy)*(Pz)?]
+ 15, P? [(P2) (Pxy)? + (Pxy ) 2(P2)*] + U5 [(P2)%(Pxy)® + (Pxy)*(P2)®

H"" = PyPY 4 Pyyc PY(P2)? + Py P*(P2)* + Pty P*(P2)® + Py P*(P2)°
+ Pic(P2)"" +2py P*(Pxy)® + pYsx P° [(Pz)*(Pxv)? + (Pxv)*(Pz)?]

+ PP [(P2)" (Pxy)? + (Pxy)*Pz"] + plxcs P? [(P2)°(Pxy)® + (Pxv)*(Pz)"

+pk [(Pz) (Pxy)” + (Pxy)*(Pz)"]

(JK P JK)=J"(J+1)"
(JK |P3' JK) = K*"
(JK |P*P}| JK) = J"K*"
(JK |P? (PP — PP JK +2) = —%J” (J+1D)" fr (J, K)
(JK |P* [PF" (P — PY") + (PY" — PP") P3| JK +2)
= %J” (J+ )" [K*+ (K £2)°] fu (J,K)

fo (LK) ={[JJ+1) - KK LD [JJ+1)— (K+L1)(K L2)]}?

wherem,n =0,1,2,...
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2.2.1.2. Energy Levels

The energy matrix for agiven J in abasis of a symmetric-top wavefunctions|J K} is
a square matrix of order 2J + 1 since —J < K < .J [39]. By means of Wang's
transformation this matrix can be partitioned into four independent matrices labelled
E*, E7, O and O~ which have a new symmetry basis |JK~) [38, 39]. These
submatrices are also atridiagonal and are defined by [39]

Eoo  V2E, 0 0 ...]
\/§E[L2 EQ,‘E EQ,--I O

E% , = 0 Esy  Eig Eie ..., (2.30a)
0 0 Eis Eog

(B +E ., Eis 0 0 |
EI 3 E:i,li Ej 3] O
T @30

The submatrix E has exactly the same elementsas E™*, except that the first column and
the first row of E}f’g[( are eliminated in the case of the E~ submatrix. In these
submatrices labels E and O denotes even and odd K values respectively whilst the +
and - refers to even and odd ~ [39]. Wang' s representation permits us to reduce the size
of the original Hamiltonian matrix, since it is divided into four matrices of similar size,
roughly (2J + 1) /4. The matrix elements of the Wang's submatrices are given by
Egn g = (JK"Y" |HY| JK'~'"). Here, the energy levels are obtained by diagonalization
of the submatrices E*, E~, O, and O~. When a matrix is diagonalized two matrices
are obtained, one contains the eigenvalues and the other contains the eigenvectors; from
these the eigenvalues are the energy levels. The resulting energy levels of (H") are
labelled and sorted according to their quantum numbers J, K,, K.. There are basically
two ways to sort and label the energy levels; the first way is using the notation JK, K.
where K, runs from 0 to J, and &, from J to 0. The second way is to represent the
level as.J., where ™ = K, — K., here 7 runsfrom —.J to .J, so the levels are |abelled as

J_5y J_ys1,....J 5. Herethe label J_ ; is assigned to the lower energy level for agiven J
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in contrast ./ is assigned to the higher energy level. Thusif the energy levels are sorted
in increasing energy the corresponding label will be in increasing assigned in an

increasing 7 [40].

Finally, the Hamiltonian employed to calculate the energy levels of the ; band is the
same as the described in equation (2.28a) just with the inclusion of two additional terms
expressed by [27]

HY = HY + HYD + 72O 4 gv® o g0 4 gv p,2 o jY P (231)

The constants for the two states (000) and (010) are listed in Table 2.14, and the
operatorsinvolved are defined in equations (2.29a)-(2.29f).

2.2.1.3. Selection Rules and Line Positions.

In the last section, to evaluate the energy levels the asymmetric rotational wave
functions |JK,K.} was expanded in an adapted symmetry wave functions |JKvy).
However, this expansion is not enough to calculate the line positions and the line
intensities since this does not include the asymmetric vibrational wave function. The
asymmetric vibration rotation wavefunction of an asymmetric level |v.JK,K.) can be

expanded into a symmetry adapted basis using the following expansion [28]

0K K.Y = Z ZK: Cxlv)|TK) (2.32)

where, v is the vibrational level [v) = |vivyv3), C% are the coefficients of the respective
eigenvector. For the v, band |0) = |000) is the ground state and |1) = |010) is the upper
state. In this representation each vibration-rotation wave function of a level [vJ K, K.)
has an overall symmetry type " = A;, Ay, By, Bs. (Table 2.11) [28]

The symmetry type (I') is important since it defines the selection rules and therefore
the allowed transitions. The alowed transitions [ «— [ are A, < A, or B, < B,
where I'” represents the symmetry of the lower level, whilst I the symmetry of the

upper level. Depending of the dipole moment component two types of bands can occur
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which are called A, and B types (Table 2.12). The allowed changesin J, &, and k.,
between the lower and upper level, will depend of the specific band type as shown in
Table 2.12. The 010 «— 000 H,O band (the v» bending mode) belongs to the band type B
[7], therefore using Table 2.12 the line positions of the band can be computed.

Table 2.11- Adapted Symmetry types of vibrational-rotational levels[28].

v3 | K, | Ko | T

el e | e |A

e| e | o | B,

el o | o | A

e| o | e | B

Table 2.12- Selection Rules [28]

Change . .
Band ) J Dipole moment Change in
in AJ IR o
type . Component (") K.K,
A e oo (MA/) ee <> €0 or
Ao Ao 00 <> 0e
0, £1
€€ ’ ee <> 00 or
B or B = B, (:LLB’)
0 o 0e <> €0

The adapted symmetry (I') is defined as the product of a vibrational symmetry times
the rotational symmetry I' = I', x I',.. The rotational adapted symmetry I', is helpful to
determine in which matrix E*, E~, O", and O~ of the Wang' s representation a specific
asymmetric vibration-rotation energy level (v, .J, K,, K.) can be found as shown in

Table 2.13. In these tables even levels are represented by e, while odd levels by o.
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Table 2.13- Symmetry Type I',. of the rotational function |.JJ K ~y) [28, 41]

J K, K, v I, Name of the Basis
ee + A E*

e oe + A, oM
eo - B, E-
00 - B, o}
eo + B, E*

o 00 + B, oM
ee - A E-
oe - A, oh

[JKy) =5 (7 K)+9lJ -K)) K>0, v==I
170) = [J0)

2.2.1.4. Line Intensities

In the absence of an external field the line intensity is expressed by [33]:

875 g, 10743 —hcFE, —hey
(o) = g1z e (S ) [ ew (S| 8 e

where S (T, 14,) isthe line intensity in [cm/(molecule-cm™)], Q (1) isthetotal partition
function at temperature 7', g4 is the degeneracy of the lower level that is set equal to 1
when K, + K. is even, otherwise it will be set equal to 3 [33], £ isthe energy of the
lower level, vq is the line position of the transition, and R% is the vibration-rotation
dipole moment matrix element connecting the lower state A with the upper state B. For
the band due to (000) and (010) states of H,O R can be written as[27]:

RB — <A |’uZI‘ B> — <U//J//Kalll\/cll ‘,UZ/| UIJ/KGIKC/> (2.34)

where v represents the vibrational level. The double dashed variables are related to the
lower level, and the single dashed to the upper level. Equation (2.34) is expressed as a

function of asymmetric wave functions. Therefore, it needs to be represented in a
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symmetric adapted basis using the expansion described by (2.32). Here by substitution
of (2.32) into (2.34) the dipole moment for the 010 +— 000 band R% can be rewritten as

[27]

B 2:2:(] 1 /AR 770 2100 A N R
RA = CI://C]{/<U e] K "// ‘ /‘LZ

K// ]{/

v K'Y (2.35)

where CY, and C}., are the eigenvectors coefficients of the lower and the upper energy
levels respectively. These eigenvectors are obtained after diagonalizing the Hamiltonian

matrix as was stated before.

To evauate the complete value of R% it is necessary to calculate the transformed
transition moment operator (v”.J" K"~" |*1.’| v'.J'K'~'). This operator can be evaluated

by using the following expansion [35]

oy 0|1 TTT AN — 1,, 7/1 4.

where ', are numerical coefficients and ' A; are the matrix elements. In early papers
[27, 35] just 8 coefficients and operators were listed (7 = 1...8). But recently R. A.
Toth [31, 36] presented new calculations considering up to 19 operators (7 = 1...19).
The latter helps us to fit better the weak transitions, which can not be exactly calculated
with the set of 8 constants. Therefore we utilised the 19 operators and coefficients given
by [31], listed in Table 2.14 and Table 2.15 respectively, to evaluate the dipole moment

RE for each transition.

Finally, in order to evaluate the full spectrum as a function of wavenumber (Figure
2.20) we need to know the air broadening coefficients. Some experimental evaluations
of these parameters are available, such are those measured by Toth 2000, HITRAN
2003 [5, 42], etc. In our case we worked with a latest parameter set which was kindly
provided by Toth 2004 [37].
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Figure 2.20- Simulated 010 «+ 000 band of water vapour (the > bending mode). Monochromatic absorption coefficient (1/molecules-cm).
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Table 2.14- Vibration-Rotation Energy Level Parameters of the (000) and (010) states of H,™°0 [27]

Constant v = 0(000) v = 1(010)
E, 0.00000x10° 1.59474x10°
A 2.78807x10" 3.11284x10"
B 1.45217x10" 1.46876x10"
C 9.27746x10° 9.12913x10°
A, 1.24894x10° 1.39537x10°

Ay -5.76550x10°® -7.60530x10°®
Ay 3.25199x10% 5.75564x10™
5, 5.08380x10™* 5.78790x10*
Sy 1.30070x10°® 3.76620x10°
H, 4.50610x10° 6.11800x10”
Hx -1.92100x10°® 2.88200x10°°
Hy; -1.37000x10° -4.49540x10°°
Hy 1.22810x10™ 3.53476x10™
h; 2.25660x10” 2.91170x107
hax -4.21000x10” 0.00000x10°
hk 2.39580x10° 8.42630x10°
Laxk 8.66000x10*° 0.00000x10°
Lk -3.68100x10°® 0.00000x10°
Lkks 1.29150x10” 8.08900x10°®
Lk -6.49600x10” -2.19190x10°
| 3k 6.17000x10™*° 3.37100x10°
I -1.54100x10” -4.30700x10”
Pk 6.81000x10™* 0.00000x10°
Pk 2.39900x10°° 1.05940x10°®
Px 1.70400x10™° 8.91400x10™"°
Qk -6.49000x10™** -3.15780x10™*
Ry 7.65000x10™*° 4.07100x10™*
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Table 2.15- Operators and Matrix elements of the Dipole Moment for B-Type band of water vapour [31,
41]

LS.

(K" | A JEY K" | ®()| T K"+ AK)

1
J'(3+D)+J3"(3"+1)
K2+K"?
K'?—K"?
K'?—K"?-2m
(K?-K"?)(K?~K"?~2m)
J"(3"+1)-2mm-1)+ (2m-1K"AK — K"*-1

[(J' = K"AK —1)(J = K"AK —2) (J' + K"AK +2) (J' + K"AK + 3)]"/?

© 00 N oo o0 b~ W N P

K'?J'(3+1)-K"2 J"(3"+1)
Kl4_Kll4

1 (K2=K"?)-[3'(3+1)+ 3" (3"+1)]
12 K?2(32+3°F

13 (s

14 K

15 K'2J'(3+1)

16 K'e—K"®

=
\l

J'(3+1) ifm=0and J"=K_"or J'=K_', otherwise0

c !

=
(o]

J'(3'+1) ifm=0and J'=K_"or J'=K_'-1, otherwiseO
J'(3+1) ifm=0and J"=K_"or J'=K_'

c !

H
o
P R R R R R R R R R R ®WR R R R R R

=
(o]

otherwise O

L[ @]+ )" = K"AK)(J" + K"AK + D] 0

j|: 'IH'["}YH_"_‘I) ] T

—AJAK [(m+ KAK)(m+1+ KAK)]"Y?
2 [ JJ"+1) }

(J'K"|®(z)] J K"+ AK)=

AJ =+1
AJ=J —J" =041  m=[J(J +1)—J"J" +1)] /2,

K' — K" = nAK AK = +1
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Table 2.16- Dipole Moment Coefficients ! ,uj’ of the (010)-(000) band of H,0. [31]

Ranges

J | 839.643-1399.204 cm™ | 1403.462-1799.616 cm™ | 1801.324-2568.790 cm™
1 1.30132x10? 1.29532x10* 1.30545x10*
2 5.48191x10° 1.48163x10° 7.46634x10°®
3 5.9159x10™ 5.31372x10° -2.2411x10™
4 -5.7257x10°2 -6.9870x10°3 -6.3232x10°2
5 -1.86242x10™ -3.01150x10* -1.44108x10™*
6 -4.83242x10° -3.61126x10° -1.7076x10°
7 2.1242x10* 5.78202x10° 1.44180x10°
8 -4.2685x10°° -1.8513x10° -1.3921x10°
9 -1.2124x10° -1.1954x10°° -3.20561x10°”7
10 6.7434x10° 2.2891x10° 1.8710x10°
11 1.0816x10° 4.27192x10° 5.35375x10”7
12 -2.26814x10°° 1.0064x10° -3.68166x10°
13 -1.1540x10°7 3.99398x10°® 6.1443x10°
14 -5.3424x10° -4.20189x10°® 1.9229x10°®
15 2.04112x10° -8.75744x10°® 2.41181x107
16 -3.5453x10°7 -1.32918x10°® -6.92104x10°®
17 9.715x10° 4.8159x10° -1.34518x10°
18 1.9155x10° 3.1122x10° -7.9577x10°®
19 5.59727x10° 2.2241x10° 1.0126x10°
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2.2.2. The 21, v, and v, Bands of H,™°0.

The H,O absorption spectrum at 2.7 um is formed by three interacting absorption
bands. These bands are due to 3 vibrational states (020), (100) and (001) of H,™°O. This
spectrum is more difficult to ssimulate than the H,O spectrum 010 — 000 at 6.25 um
presented in the previous section. In the 2vs, v, and v bands strong Fermi and Coriolis
interactions exist between the three bands, which increases the complexity required to
reproduce their absorption spectrum. The Fermi resonance occurs when two or more
vibrational levels of the same symmetry have nearly the same energy [7] which makes
that energy levels ‘repel’ each other, increasing the separation between these energy
levels [6, 7]. The vibrationa levels (020) and the (100) have the same symmetry T,
(Table 2.18). If the motion of the particle is referred to a uniform rotating coordinate
system the centrifugal and the Coriolis accelerations should be taken into account.
These accelerations are due to apparent centrifugal and Coriolis forces whose
magnitudes are F..,, = mrw? and Fooriois = 2muaw sin ¢ respectively [6]. Where m is
the mass of the particle, v, is the apparent velocity respect to the moving coordinate
system, 7 is the distance from the axis of rotation, w the angular velocity of the
coordinate system with respect to a fixed coordinate system, and ¢ the angle between
the axis of rotation and the direction of v,. The Coriolis ‘force’ occurs only for a
moving particle and it is directed at right angles to the direction of motion and right
angles to the axis of rotation. The effect of the Coriolis ‘force’ is generally larger than
the effect due to the centrifugal force since the velocity due to vibration v, is generally
much larger than that due to rotation rw. The Coriolis contribution can be significant
when two or more vibrational states v and v’ have nearly the same energy E, = £,

since the rotation vibration coupling can be large [7].

The model proposed by Flaud and Camy-Peyret [41] evaluates the energy levels of
each state 020, 100, and 001 taking into consideration the Fermi type interactions
between the (020) and (100) states and the Coriolis interaction between the three
vibrational state (020), (001) and (100). In this work we employed this model to
evaluate the line positions for these bands. Furthermore the line intensities were
evaluated using the model proposed by Flaud and Camy-Peyret [35], this method it also
presented in this section.
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2.2.2.1. Hamiltonian Matrix, and Energy Levels.

The Hamiltonian proposed by Flaud and Camy-Peyret [41] takes into account the
interaction between the three states (001), (100) and (020) of H,™O. This matrix
Hamiltonian if formed by 3 x 3 blocks. The diagonal blocks contain the rotational part
of each state neglecting interaction with other states; these blocks are of Watson A type
Hamiltonian (v-diagonal operator). The off diagonal blocks contain the operators that
take into account the interaction between the 3 states. The Hamiltonian matrix for the

three interacting states it is represented as

Hy Hs; Hy
H= |H;; Hs;; Hgy (2.37)
Hy Hys Hy

where the sub-index 2 is for the vibrational (020) state, the 3 for (100) and the 4 for the
(001) state. The diagonal blocks Hs2, Hss, and H.y correspond to the rotational parts of
each state neglecting interaction between them. The off diagona blocks contain the
interactions between the states, for example the block Hs, contains the Fermi type
interaction between the (100) and (020) states.

Since the diagonal blocks are of Watson A type Hamiltonian, therefore their matrix

elements are given by

Pxy

v iz 2 v v v
PPLET L U I PR

2 2 2
— AYPY — AY . PPPy? — AY Pt — 205 P2 Pyy® — 8% [P72Pxy? + Pxy?Py?]

+ HYP® 4 H3, P*P7> + Hi: yP2Py* + HyPs® + 205 P* Py (2.38)
+ Iy [Pz*Pxy? + Pxy?Py*] + Ly ;P P5° + Ly P,°

+ l}’g [PZGP'XY2 + PXY2PZ6] + PE»PZIO

Where the index v corresponds to the vibrational state v = v, v,v3; here equation (2.36)
is basically the definition of the Watson Hamiltonian, as given in (2.31), which was
used to evaluate the energy levels for the absorption spectrum of the »» mode at 6.25
um. The only difference between these two Hamiltonians is the number of resonance
terms that are required. Using Wang's transformation the adapted symmetry of the
Watson Hamilnian |/ K) is expanded to |/ K+y) and furthermore the Watson blocks are
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split into four submatrices EY, E-, OF, and O of symmetry T' = A,, A», By, Bo. To
evauate the matrix elements the symmetric rigid rotor definitions for the (P2), (P;*),
and { Pxy?) operators can be employed, these are given by equations (2.29a) to (2.29f).

The off diagonal blocks matrix elements are given by

Hay = hgy + hi, Pg? + Ry P? + bl Pxy?, (2.39)
2.40

H,3 = hys (PxPz + Pz Px). ( )
(2.41)

H42:}L42(Pxpz+Psz).

To evaluate these matrix elements a few extra operator definitions, such as
(Px Py + Pz Px), are required. Furthermore as there are other allowed changes in i,
such those connecting the Coriolis blocks Hy, Hys which require more operator
definitions. The operators needed to evaluate the matrix elements of the off diagonal
blocks can be expressed as

(J”K”",’ |nyz| J/ K+2 7/) — <J// K ‘ny2| J/ Kr// + 2>’ K// Z 1’7//’}// = t1 (2.42)

" i
(J” 1 'y” ‘PXY2| J 1 ”y’,> _ %@]” 1 ‘nyz‘ J _1>, K" — 1, ’}’N'Y, =41 (243)

(J'K"~" |PxPgz + PzPx|J K" +1 ~')={(J'K"|PxPs+ PzPx|JK"'+1}, K'>1,4"+ =-1 (2.44)

—_

(J" O|PxPz+PzPx|J' 1 ~)=—_(J" 0|PxPz+PsPx|J" 1). 'y =-1 (2.45)

S

4

1—v

(" 1 A |PxPr+ PePx|J 0) = —=—(J" 1IPxPs+PzPx|J" 0} 7'y =—1  (2.46)
A’/ I’//

(UK Py Pyt PpPx| 0 K71 Ay = S R g pe 5Py | IR, 4y = 1 (2.47)

(J' K"|Px =iPy|J K"+1) = /T +1) - K (K £1) (2.48)
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All operator definitions, excepting (2.47), were taken from [28]. The operator definition
given in (2.47) can be found in [43]. The energy levels of the three states are given by
eigenvalues of the block Hamiltonian matrix expressed in (2.37). The rotational
constants needed to evaluate the matrix diagonal blocks (Watson-Hamiltionian) are
given in Table 2.20. The coupling constants required to evaluate the off diagonal blocks
are given in Table 2.21. Finally, some useful sketches showing how the Hamiltonian
submatrices are filled and their dimensions, depending of the J and level parity are
shown in figures 2.21-2.23.

2.2.2.2. Selection Rules

The vibrational-rotational asymmetric wave functions |vvyv3J K, K,) need to be
expanded in an adapted symmetric basis |v1vov3)|J K ). Using the adapted symmetry
basis, expressed by the Wang's representation, the full Hamiltonian given in (2.35)
splitsinto 4 submatrices E*, E-, O™, and O~ each one of order (3/4) (2J + 1) [41]. To
each matrix corresponds one type of symmetry I' = A;, A5, By, Bs. The possible I'

symmetries for a C'», molecule are listed in Table 2.18.

The symmetry type I is related to the vibrational symmetry type I', and to the rotational
adapted symmetry type I', since’ =T, x I',. The symmetry type ', of the vibrational
state v it is given in Table 2.18 while the symmetry type of the rotational level I, it is
given in Table 2.19. In these tables e denotes an even level whilst o0 an odd level. The
allowed transitions depend on the adapted symmetry type as I < [”; these transitions
ae A — A,y or B| < B,, wherel” represents the symmetry of the lower level, whilst
[ the symmetry of the upper level. Basically, these rules are the same as for the
bending mode v, which was explained in section before, see Table 2.12. Here, bands
2v5 and v, are of type B, whilst the v3 band is of type A [7]. Findly by using the
appropriate selection rules (Table 2.12) the line positions of the 3 bands can be
computed.
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Table 2.17- Symmetry Types of vibration rotation-levels. After [28, 41]

r ( "Ul Va3 JKaK’C> )
vy | K, | K.

A e 2 e e

o Ol | O O|Dd O
o
N

o ®|O0O ®|O d®|O O
O ®o|® ©O|® O|OC ™

Table 2.18- Symmetry type I, of the vibrational function |v). After [28]

U3 FU
e
0] Bl

Table 2.19-Symmetry type I, of the rotational function |/ ~). After [28]

Name and dimension of the

J K|~ |T basis

e |+ | A Et(p+1)
2p o [+ | A o* (p)
p>0 | e | - | B, E~ (p)
o|-|B O™ (p)
e |+|B, E* (p)
2p-1| o | + B, o™ (p)

p>1 | e |- | A E (p—-1)
o|-|A O~ (p)

JK~) = %(\J[Q +9J -K)), K>0v=+1
o0y =1J 0)
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Table 2.20- Constants used to fit the 3 vibrational states (020), (100) and (001). After [41]

Constant v = 2(020) v = 3(100) v = 4(001)
E, 3.156215x10° 3.652474x10° 3.7559295x10°
A 3.558672x10" 2.712217x10" 2.6648050x10"
B 1.484154x10" 1.430477x10" 1.4431302x10"
C 8.974480x10° 9.104570x10° 9.1381670x10°
A, 1.58040x10°° 1.233000x10° 1.3054900x10°3

A, -1.04880x10% -5.387400% -5.6561000x10™
A, 1.09919x10°* 3.023000x1072 2.8584000x107
5y 6.75200x10°%* 4.998700x10™ 5.3817000x10™
Sxc 8.71700x10°® 1.240500x10° 1.3261000x10°
H; 9.19000x10°%’ 4.402000x10” 6.0220000x10”
Hx 1.08400x10% 0.000000x10° 0.0000000x10°
His -9.90300x10°* -1.418000x10° -1.4992000x10°
Hg 1.04529x10 1.001600x10* 8.4070000x10°°
h; 4.22700x10"" 2.331000x107 3.0870000x10”
hik 4.01000x10%® 0.000000x10° 1.0650000x10°®
hk 2.32600x10* 2.166000x10° 2.2660000x10°
Lx -7.87000x10°% -2.696000x10°" -1.5877000x10"
I -1.28600x10° 0.000000x10° 0.0000000x1%
Pk 3.07700x10%® 0.000000x10° 0.0000000x10°

Table 2.21- Coupling Constants. After [41].

EY 47.873
hiz -0.1791
UL -1.627x107
higy -1.860x10°®
has -0.31881
haa -8.530x1072
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J};a.+:-
J2p-2+=

JZ24+>
JO=>

: Coriolis  Coriolis | Watson (Ou.1) P

J2p-1+>
J2p-3+=

Coriolis  Coriolis  Watson
J3+=

J1+> |
(0vA420) (1o, 0) (Du. 1) (0 vA420) (1v,0) (0v. 1)

Figure 2.21- Hamiltonian submatrices for an even J level [28]
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p-1 p-1 P )4 P
~ ~ :: :: N P N :: <
L L L. ey O o by ba by U
SR TSt IvySe 4L Na LLSR Liws oW
[ R T A | R T e ol + + [ R T T oL =+ + +
¥V Vi V ¥ ¥ VLYYV Vo VM ¥ MiNGWY YW Mo ¥ VY Na YO
J2p-=> J2p-1->
L S | r - Tass ek il e by kil [y = o 4L —4an r 73 ) — -—- et
J2-> | JI->
J2p-1+= J2p+>
J2p-3+> J2p-2+4>
4 : Coriolis Coriolis Watson (0v,1) P :  Coriolis Coriolis Watson (0v.1)
J3I+=> J2+>

Figure 2.22- Hamiltonian submatrices for an odd ./ level [28].
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Figure 2.23- Hamiltonian submatrices for specia casesof .J level [28].
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2.2.2.3. Line Intensities for the 2us, 11, and 15 bands of H,™°0.

The method to evaluate the line intensities for the 3 bands is basically the same as the
used previously in section 2.2.1.4 to evaluate the v, band. Some modifications in the
formul ae must be made in order to properly fit the three bands. The line intensity can be
evaluated using equation (2.33) and for clarity let usrecall it here

813g,10743 —hcE —hecry
0 =g e () [ ()| 7 e

The parameter’s definitions are identical as those given in section 2.2.1.4 excepting
the vibration-rotation dipole moment matrix element (R%) connecting the lower state A

with the upper state 3, that for the three interacting states is defined by [35]

RE=) % 3l Al B (2.50)
a b

The last equation can be expanded as in the case of the v, band in a symmetric adapted
basis. Here, R for the three interacting bands 2v», v1, and v3 considering no external

field, can be expanded as

.—D:
I

2
Z C}?*Ck/ ]// -1 //‘ ‘Jl /A//> ) (251)
k

v=2,3,4 k!

In this expansion the wavefunctions |vivevsJK,K.) were represented in adapted
symmetry basis |v)|.7K ), where |0)[000), |2)]020), [3)|100), and |4)[001). C%* and C?,
are the eigenvectors coefficients for the ground state (000) and for the 3 interacting
states respectively. These eigenvectors are obtained by diagonalization of their
respective Hamiltonian matrices. The 1, isa sum of rotational operators given by [35]

- ZJ: 1y A (2.52)
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where “A; are matrix elements (Table 2.22) and “x; are numerical constants (Table

2.23); Furthermore, the matrix direction cosine elements required to evaluate "A; are
listed in Table 2.24.

Finally to reproduce the absorption spectrum the air broadening coefficients are
required. We utilised the coefficients given in the Hitran 2004 database [1]. The
simulated absorption spectrum considering of the three interacting modes 2v», v, and 4

itisshownin Figure 2.24.
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Table 2.22- " A; matrix elements for the 212, v1, and v3 bands. [35].

Avs even, v = (020), (100)

(J'K" [P A, K" [T K" | @ ()| J K

00 N O Ol WN P .

1
J'(3+1)+J3"(3"+2)
K'2+K"?
K'2_K"2
K'2-K"?-2m
(K2-K"?)(K'2-K"?~2m)
J"(3"+D)-2m(m-1)+ (2m-1K"AK — K"*~1

() = K"AK = 1) (J' = K"AK = 2) (J) + K"AK = 2) (J' + K"AK + 3)]V/*

[ N N =

J/ J/+1 7{]// J//_|_1
AT =J —J"=0,£1; m= ( ) o ( );K’—K”:nAK; AK = +1

Avgz odd, v = (001)

>

(JIK" A, VK"K [0(2)] ' K)

A WDN P

1
J/<’]/+ l) + J//(J// + 1)
2K73
AJ"0.5(1+ AJ) + J7]

o O O O

2[J (I 41— K] 1 if AT =0
0 — (1+2K?) if AT = +1

AK[(J" — K'"AK — 1) (J" + K"AK +2)]"/% i AJ =0
AK (m — K"AK — 1)[(m + K'"AK +2)]"? A = +1
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Table 2.23- Constants of the transformed transition moment operators * 1. [35].

Type B Bands Type A Band

J Rz “H

v = 2(020) v = 3(100) v = 4(001)
1 0.005815 -0.015323 0.06869
2 0.195x10° 0 0
3 0 0 0
4 -0.397x10™ 0.13633x107 -0.1146x1072
5| 0.2277x10* -0.5133x10° 0
6 -0.508x10° 0 0.500x10°®
7 -0.373x10° 0 0
8 0 0 0.381x10™

Table 2.24- Matrix Elements of the direction cosines used to evaluate ¥ 4. [35].

N (J" K"|®(a)| ]+ AJ K"+ AK")
AK =0(a=2) AK =+1(a=x)
0 K 2" +1 1/2 1 (QJH + 1)(J” B KWAA’)(J// + K"AK + 1) 1/2
7’ (J/r ¥ 1) 5 J”(J” + 1)
1 (m2 - 1("2)1/2 —AJAK [(m+ KAK)(m+ 1+ KAK)]'?
o —|m| 2 J”(J” + 1)

—J"
m =

AJ=-1

J"+1 AJ=+1
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Figure 2.24- Absorption spectrum of the 2v», 11, and v3 bands of H,'°0.
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2.2.3. Validation of the H,O model.

In order to validate our simulated spectrum of H,O the computed line positions and
intensities were compared with the values listed the HITRAN 2004 database [1].
According to the HITRAN database the difference between the measured line position
and the computed line position is in the order of 0.0004 cm™ for most of the ro-
vibrational lines of H,0 in the region of 1400 cm™ [1, 3]. In the same way the computed
lines reported by HITRAN present an error around 8% for the absorption bands
010 < 000 [2, 31]. Here we require to evaluate how close are our computed line
positions and intensities with those provided by HITRAN in order to be sure that our

data have good level of accuracy.

The first parameter that it is necessary to review is the residual difference between
the computed line position and the line position listed in HITRAN for the fundamental
band v, of H,*%0,. The residua difference is in the order of <0.03 cm™ for J” < 5
(figure 2.25) and it is dlightly larger for few ro-vibrational lines originated from highly
exited J” = 8 and 9 where the residual differenceis <0.05 cm™ (figure 2.26). The lines
with larger residual errors are transitions originating in energy levels with high J” > 9
and K > 9 which are also very weak transitions. In average the FWMH of the ro-
vibrational linesis 0.14 cm™ for J” < 9 and K! < 9[1]. The strongest line of the band
vs of H2™®0, at 296K is 4,1, 4« 3,0,3 which presents aresidua difference of 0.014 cm’
! in comparison with HITRAN 2004; therefore this line deviates 1/10™ of the FWMH.
In contrast the line with the larger residual differenceis 10,10,0«9,9,1 which presents
aresidua error of 0.05 cm™, so this line deviates around 1/3" of the FWMH. However
this line is very weak in comparison with the 4,1,4«3,0,3 which is 4.039x10°times
stronger. Therefore in our model the ro-vibrational lines which present dightly larger
deviations are aso very weak, so these lines do not represent a big problem since these

will not introduce considerable errors in the simulation of the full spectrum.

A better fit could be made using ro-vibrational constants with greater precision in the
four and fifth decimal digit of the constant used to simulate the spectrum. Many of the
published constants just have 2 or 3 decimal digits and the mathematical model is very
sensitive to small variations in these constants. Furthermore, HITRAN 2004 uses more
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complicated mathematical models and also more accurate constants to fit the energy
levels with highly excited J” < 10. However for our application the model presented in
the previous section is sufficiently accurate to fit thelines J” < 9 and K, < 9 which are
of interest for simulate our gas sensors. Lines with J” > 9 are very weak at 296K and
therefore we consider that these lines introduce a practically negligible error in our gas
sensor simulation. Furthermore, our gas sensor is quite sensitive to the separation
between two consecutive ro-vibrational lines of CO, CO,, N,O and CH, which are our
molecules targets. The separation of two consecutive ro-vibrational lines, of these target
molecules, is considerably large and very well defined. Therefore a very small
deviation in the line position of some H,O ro-vibrational lines, such as the line
10,10,0«-9,9,1, will not produce significant changes in the calculation of the cross
sensitivity tables.
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The line intensity error (%) of our calculated values and those listed in the HITRAN
2004 for the fundamental »» band of H,'°0; isaround <0.04% for J” < 5 (figure 2.27).
This error is dlightly higher for ro-vibrational lines originated from highly exited .J” for
instance some lines with J” = 8 and 9 present an error larger than 1% (figure 2.28).
The line intensity error will increase with .J”” however due to our application constraints
we considered just lineswith J” < 9 and K < 9 wherethe error is small enough. Lines
with J” > 9 are very weak and therefore will not introduce significant error in the final
spectrum. In our simulation we have that the total strength is 106435.1x107% cm’
YJ(molecule cm™) for J” < 9 and K < 9 at 296K. According to HITRAN 2004 the

H,'°0, v» band has an intensity of 107116.6x10 % considering J” < 20 and K/ < 13.
It means that in our model covers approximately the 99.36% and the total accumulated
strength of the fundamental band. Therefore, considering that our simulated results have
an average line intensity error of 0.04% and that just the 99.36% of the total band
strength is take into account we have that our model has an accuracy of around 99.32%.
As the simulated model has less than 1% error in comparison with HITRAN 2004
therefore we consider that the model presented in previous section to calculate the line
intensities for the v» band of H,O is sufficiently accurate, and therefore it is good
enough to guarantee precise simulations of our gas sensor. Indeed as the line intensities
reported in HITRAN have an uncertainty of around 8% therefore our computed
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spectrum has an accuracy of around 91.37%. Similar results are obtained for the 2vs, v,
and v; bands which is reasonable since we employed a similar method to evaluate the

line position and intensities.
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Chapter 3

3. Optimal system parameters.

There are several ways to design gas sensors based on correlation spectroscopy that
uses a Fabry-Perot Interferometer (FPI) as a modulator. One simple sensor
configuration that has been used in the literature for some time consists in illuminating
the FPI with a collimated beam [1-4]; a simple set up of this type is shown in Figure
3.1. The design of this type of sensor requires determination of the optimal FPI basic
parameters such as the reflectivity (R) of the mirrors, and the optical thickness (r.d)
which is the separation between the two FPI mirrors. In addition to the FPI parameters
we need to review the effect of introducing a band pass filter that alows transmission of
just the light whose wavelengths match the target molecul e absorption bands. Therefore,
an optimisation procedure is required to find al these optimal system parameters. The
simplest optimisation procedure evaluates numerically the response of the system for
different values of i and nd. Although this procedure is very simple to implement it is
numerically inefficient and time consuming. Therefore, in this chapter we present a new

analytical approach based on the Fourier transform which is capable of determining the
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optimal R and nd parameters. Additionally, this method gives guidance on the choice

of optimised filters band pass shapes.

Figure 3.1- Basic configuration of agas sensors based on correlation spectroscopy that use a Fabry-Perot
Interferometer (FPI) as a modulator.

3.1. System Mathematical Model

In the gas sensor shown in figure 3.1 the transmission fringe pattern produced by the
FPI is used to modulate the infrared beam arriving at the pyroelectric sensor. Firstly, in
order to modulate the beam, the FPI’s fringes are matched with very well defined ro-
vibrational absorption lines of the target molecule (Figure 3.2a). Well-resolved
absorption lines with Lorentzian line shapes are characteristic of most diatomic and
linear molecules; for example, CO,, CO, N,O, and some specific absorptions bands of
symmetric top and spherical top molecules such as NH;, CH, at one atmosphere
pressure. Secondly, the FPI’s fringes are shifted along the wavenumber axis (Figure
3.2b); this shift is obtained by scanning the cavity length of the FPI from 0 to A,/2 [5].
Consequently, the transmission through the system changes as the FPI’'s fringes are

shifted along the wavenumber axis, producing the beam modulation.
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The transmission through the system it is given approximately by
Ip (Ad) = / Ipp (v, d,Ad)T (v) Fil (v) S (v)dv (3.1)
0

where v is the frequency expressed in wavenumbers (1/cm), I p (v, d) describes the FPI
fringe pattern, the filter transmission is given by F'il () and the infrared source spectral
profile is defined by S (v). As the cavity length is scanned the FPI fringes are shifted
along the wavenumbers axis; therefore, a value of I, (Ad) will be obtained for each
change in the cavity length (Ad). For instance, the function I, (Ad) obtained by
scanning the value of the FPI cavity length as 0 < Ad < )\y/2 it is shown in figure 3.3.
In this example, to obtain I, (Ad), we considered the set of ro-vibrationa CO,
absorption lines and the set of FPI fringes presented in figure 3.2 and for simplicity
Fil(v) and S (v) were assumed to be equal to unity. Finally, we would like to define
the amplitude modulation AM as the difference between the maximum and the

minimum values of I, (Ad) represented as AM = Ip (Ad) .. — Ip (Ad)

max min®

Figure 3.3- Simulated transmission through the system as a function of the cavity length Ad.
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The transmission through the system 7 (Ad) was described by equation (3.1) in a
simplified form, but it is necessary to consider more parameters to have the complete
system description. A more comprehensive system responseis given by

Ip(R,n,d, Ad) = /00 Irp (v, Ryn,d, Ad)T (v) Fil (v) S (v)dv (3.2)
0

where d isthe FPI cavity length, R isthe reflectivity and » is the refractive index of the
medium between the FPI’'s mirrors, and Ad represents cavity length scan. The
amplitude of the sensor signal 7p(R,n,d,Ad) is directly related to the gas
concentration. Hence the amplitude modulation (AA) of the infrared signal reaching
the sensor can be expressed as

AM = 1p (R, n, d, Ad) —1Ip (RJ n, d7 Ad)min : (33)

max

The sensor response Ip (R, n,d,Ad) depends on several parameters which increases
the complexity of the sensor design. Therefore, an optimisation procedure is needed to
assure the best performance of the system. This procedure must search for the value of
the parameters R, d, n, Ad, and Fil(v) that guarantee the maximum amplitude
modulation (A1), and the minimum background amplitude modulation possible. In
equation (3.3) the amplitude modulation is defined and here 7' (v) # 1 when the target
gasis present. A specia case of the amplitude modulation is when the concentration of
the target gas is zero in the gas pathlength, so 7' (v) = 1. This special case of AM itis
called here the ‘background amplitude modulation’. Ideally the background amplitude
modulation should be zero, however most of the sensors produce small background
amplitude modulation. This non-zero background modulation is mainly due to the
shifting of the Fabry-Perot fringes which produce very small variations in the amount of
transmitted light. Therefore it is important to guarantee that our sensor produces the

minimal background amplitude modulation response.

The simplest optimisation procedure consists in evaluating equation (3.2) for all the
possible value combinations of the parameters R, d, n, Ad, and F'il (v). However, this
procedure is time consuming, since it takes a long time to compute all the possible
combinations of R (from 0 to 1), nd (from O to o), and Ad (from 0 to A\o/2), since
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each point involves integration over a rapidly varying function of frequency.
Furthermore, the same procedure should be carried out for each filter shape F'il (v).
Moreover, this procedure does not give information about what kind of filter will
produce the lowest background amplitude modulation. Hence after the optimization
procedure it is carried out taking into account different filters the background amplitude
modulation values are compared between themselves to determine which filter produces
the lowest value background modulation. Therefore the direct numerical method is very
simple to implement, nevertheless, it is a very slow procedure and gives little ‘insight’

into the sensor.

Here, to avoid direct numerical evaluation of equation (3.2) a new simple method
based on the Fourier transform is presented in the next sections. This method permits
evaluation of Ip(R,n,d,Ad) in a more efficient form than the direct numerical
method. Moreover, the optimum cavity length d can be determined easily from the
Fourier transforms involved in the method. Furthermore it will be shown that the
optimum R can be determined more efficiently (faster) with the convolution method
avoiding the direct numerical evaluation of equation (3.2). Additionally the convolution
method also gives guidance on choosing the best band pass filter to reduce the
background amplitude modul ation.

3.2. Definition of the Mathematical Model Functions.

The system response I (R, n,d, Ad) described in equation (3.2) depends on four
functions Irp (v, R,n,d,Ad), T (v), Fil(v) and S (v). Here, Irp (v, R, n,d, Ad)
describes the FPI transmission fringe pattern, whose fringes are symmetrical and
equidistant [6] in frequency. This function is given by the Airy formula [7] which for

normal incidence can be expressed by

[FP (I/; R, n, d, Ad) -

14 4RR cin? (47rndz/> (3.4)

where R is the mirror reflectivity, nd is optical thickness of the FPI, and v is the

frequency in vacuum. Furthermore, another important parameter that needs to be
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defined here is the separation between two consecutive FPI fringes, which is known as
the Free Spectral Range (FSR), expressed in term of wavenumbers is given by [7]

1
FSR = —.
5 (3.5)

Spectral shift of the FPI fringes is achievable by changing the optical thickness given by
Ad. Hence, to shift one fringe over one FSR we need to vary the optical thickness by
one half of the reference wavelength (n (d — Ad) = nd — Ao/2).

The transmission through the gas pathlength is given by 7'(v) and it can be
calculated using the Beer-Lambert Law given by

T(v)=exp|-la(v)C] (3.6)

where [ is the gas pathlength (cm), C is the concentration of the target molecule
(molecules/em®), and « (v) is the monochromatic absorption coefficient; generally
expressed in units of 1/molecule-cm™ [8]. For instance, the simulated monochromatic
absorption spectrum profile for the CO, molecule in the region of the 4.3 um is shown
in figure 3.4. Finaly, F'il (v) describes the band pass filter performance, and the source

profileisgiven by S (v).

As was stated before, to induce modulation the FPI cavity length is scanned by A\, /2
producing a shift of the FPI fringes along the wavenumber axis which changes the total
transmission. However whilst the FPI fringes scan are shifted by the cavity length the
filter response F'il (v), the source profile S (v) and the absorptions due to the molecule
T (v) are not affected. Consequently, the product of these three functions will remain

constant regardless the cavity length scan; thus, it is possible to rewrite equation (3.2) as

Ip (R, n,d,Ad) = / Irp (v, R,n,d, Ad) G (v)dv (3.7)
0

where
G)=Tw)Fid(v)S(v). (3.8)
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Figure 3.4- Simulated monochromatic absorption spectrum of CO,. It model includes the spectrafor the
12¢%0,, 3C™0, and **0*C*®0 isotopomers.

Figure 3.5- Transmission Profile G (v).

An example of the transmission profile of G (v) is shown in figure 3.5, this was
generated using a CO, concentration of 500 ppm, a pathlength of 5cm and S (v) = L.
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The overall shape of the function profile G (v) is described by the filter band-pass shape
whilst the absorption lines observed in the G (v) profile are produced by the ro-
vibrational absorption lines of CO,. In this example, we use as Fil (v) an experimental
measurement taken with a Perkin Elmer 2000 spectrometer, the filter was kindly
provided by Dr R Dennis of Edinburgh Sensors.

3.3. System Response described as a convolution.

A small shift in the FPI's fringes along the wavenumber axis (Av) is produced for
each small change in the cavity length Ad (Fig. 1.1). It is important to recall that the
cavity length scan Ad is given in centimetre units, while the fringes shift (Av) is
expressed in wavenumbers units. Therefore, here it is useful to make a change of
variable in (3.7):

Ip (R, n,d,Av) = / Irp (v, Ryn,d, Av) G (v)dv. (3.9
0

Now, considering that the width of the FPI’s fringes and their symmetry do not vary
when they are shifted over one F'SR equation (3.9) can be rewritten as

Ip (R,n,d,Av) = / Irp (v — Av, Ryn,d) G (v)dv. (3.10)
0

Hence, the system response described by equation (3.2) was reduced into equation
(3.20) which has the form of

he = [ flr— k() (3.11)

which is the definition of the convolution and it can be easily solved by using the Fourier

transform (FT). It is important to recall that the Fourier transform of a convolution (x) is

given by
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FT{f(t)xk ()} = H(w) = F(w) K (w); (3.12)

Therefore to solve equation (3.10) it is necessary just to evaluate the Fourier transforms
of two functions Izp (v, R, n,d, Ad = 0) and G (v) involved in (3.9), all this can be
expressed as

FT {]D (R* Uz dv Al/)} = [D (R’ n, da 5) = [FP (5* Ra n, d) G (5) ; (313)
where
Irp (R,?’L,d,g) :FT{[FP (IQ,TL,d7 ]/)}./ (314)

and
G () =FT{G(v)}. (3.15)

Equation (3.13) describes the Fourier transform of the systems response. Now to obtain
the system response in terms of the FPI’s fringes shift Av it is necessary to apply the
inverse Fourier transform (IFT') to the product given by equation (3.13).

Here it is important to mention that in our work the units in the Fourier domain are
centimetres, so ¢ is in terms of centimetres (cm). This can be very confusing since
generally the signals are in the time domain (expressed in seconds) so when the Fourier
transform is applied the Fourier domain it is in units of Hertz (1/s). However, oursis a
specia case since our signal is already in the frequency domain with wavenumbers units
(cm™), so when we apply the Fourier transform the units that we get for a particular
Fourier domain in centimetres (cm). Therefore in this chapter when we mention

frequency represented by & it will be in units of centimetres.

After the inverse Fourier transform is applied to equation (3.13),
IFT {Irp (R,n,d,£) G (£)}, the system response expressed it is expressed in terms of
in terms of Av rather than in terms of the cavity length scan Ad (centimetres). However
this can be easily done by extracting a segment from IFT {/rp (R.n.d,&) G (£)}.
Here, a cavity length scan Ady.x = Ao/2 shifts the FPI fringes by one FSR aong the

wavenumber axiswhich it is given by
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1
Al/max =FSR = %7 (316)

Where the maximum cavity length scan it is defined by

A
Admax = 70 (317)

Therefore, from Ip (R, n, d, Av) we just need to extract the segment from 0to 1 FSR is

equivalent to have a cavity length scan from 0 to Ag/2 cm.

3.3.1. The convolution method

Representation of the system response as a convolution is very useful, since this

representation is more convenient than the initial form given by (3.2). Using this

representation the system response can be easily calculated, since we only need to

evaluate two Fourier and one inverse Fourier transform. The convolution method as

used to evaluate the amplitude modulation consistsin five steps

=

Evaluate the two Fourier transforms FT {/zp (R, n,d,v)} and FT {G (v)}.
Multiply these Fourier transforms  functions  to obtain
Ip (R,n,d,&) = Irp (R,n,d, )G (€).

To get the system response as a function of the wavenumber shift apply the
inverse Fourier transform to the previous product,
Ip (Ryn,d,Av) =IFT {I.p (R,n,d, )G (£)}

From I (R, n,d. Av) extract the segment corresponding to 0 < Ar < FSR
which is equivalent to a cavity length scan 0 < Ad < A\y/2. The system
response is now a function of the cavity length scan Ip (R.n,d, Ad).

Finally to get AM evauate the difference between the maximum and the
minimum of the system response as
AM =1Ip(R,n,d,Ad)_.. . — Ip(R,n,d, Ad)

max min*

The main advantages of the convolution method are that it is much faster than the

numerical evaluation of (3.2), and gives better insight into the system design.
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For instance, let us evaluate the amplitude modulation as a function of the
concentration for a CO; gas sensor using the next parameters:
e Our target for sensing the CO, absorption bands in the 4.3 um region.
e A fixed gas pathlength [ = 10 cm;
e aflat source profile S (v) = 1;

e aband passfilter which is described by

, 1 2350 < v < 2380
Ful(v) = { : (3.18)

0 otherwise
which it is shown in figure 3.6.
e TheFPl hasafixed R = 0.30, and the optical thickness nd = 0.28 cm.

e The gas concentration is varied from O to 500 ppm.

Firstly, in order to apply the convolution method we evaluate the transmission profile
G (v) =T (v) Fil (v). After that we evaluate the Fourier transforms of G (v) and of the
FPI fringes Irp (R, n,d,v) and we continue applying all the steps of the convolution
method listed previously. The amplitude modulation for this sensor obtained by both the
convolution and the direct calculation methods are presented in figure 3.6. Both results
are practically the same however the convolution method is much faster than the direct

numerical calculation of equation (3.2).

Figure 3.6- Filter response and some ro-vibrationa absorption lines of CO,
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Figure 3.7- Amplitude Modulation as afunction of the gas concentration (Amplitude Modulation in
Arbitrary Units).

The convolution method is faster since it requires less basic computational
operations. We evaluated an estimated number of operations required to calculate the
sensor response by using both methods. For the direct numerical method, the first step
consists in compute the product /¢ (v) T (v) Fil (v) S (v); here if each function it is
represented by 1d array with N elements it means that we require 4N multiplication
operations. In the second step we need to evaluate the integration of the resulting array
which contains the product of the four functions. Here if we calculate the integration
using the trapezoidal rule with equidistant intervals we will require at least 2N sums
and 1 product. Here the overall number of operations (sums and multiplications) to
compute one point of the sensor response is 6N + 1. Furthermore this procedure must
be computed for each cavity length scan Ad step; here we will use M to represent the
number of steps of Ad. Therefore the total number of operations required to evaluate
the sensor response as a function of the cavity length scan using the direct numerical
method is Opyv = M (6N + 1),
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Now for the convolution method we will require to compute the function
G (v) =T (v) Fil (v) S (v). Here if each one of the functions it is represented by 1d
array with N elements we will require 3N multiplication operations. After we need to
evaluate the Fourier transform of the functions /xp(r) and G(v); by using the fft
algorithm the number of basic operations (sums and multiplications) computed to
evaluate the Fourier transform of a 1d array is 2V log, N [9]. Here as there are two
transform we require 4.V log, NV operations. Now we require to compute the product
Irp(£)G(E), this means that N multiplications must be evaluated. Finally we reguire to
evaluate the inverse Fourier transform of the product I-p(£)G(E), which basically
requires 2N log, N basic operations. Therefore the overall number of computational
operations (sums and multiplications) required to evaluate the sensor response using the
convolution method is O¢ = (4N + 6N log, V). Hence to evaluate efficiency of the
convolution method we evaluate the number of additional operations the must be
evaluated when the Direct Numerical Method (DNM)
Op = (Oc — Opnm) % 100%/Opnn. In Table 3.1 we present the estimated efficiency
for some arrays of /V points. To get a sufficiently accurate sensor response we usually
used in or simulations arrays of N = 2% or 2% points, while the cavity length scan was
performed using M = 20 or 24. In this work we did not perform a detailed analysis of
the computational efficiency of the convolution method and we just evaluate and
estimation of the number of operations required for each method. This is because we are
not really interested in this issue, for us the relevance of the convolution method is that
it provides very important information regarding to the sensor design. The

computational efficiency can be seen as an extra advantage.

Table 3.1- Efficiency of the Convolution method over the Direct Numerical Method. Here we are

considering the overall number of basic operations (sums and multiplications)

Or (%)
N M
8 2 2 o 24
210 2272 1 3636 1 5000 1 6363
215 14.89 27.66 40.42 53.19
216 8.00 20.00 32.00 44.00
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3.4. Fourier transform characterisation of the system

functions.

In this section it will be shown that using the characteristics of the Fourier transforms
of the system functions it is possible to determine the optimal FPI cavity length.
Moreover the convolution method permits us to determine the optimum reflectivity
much more quickly. Hence, the sensor is going to be optimized for a band pass filter
shape, source and for the ro-vibrational absorption lines of the target gas. Therefore in
this section the Fourier transform characteristics of the G (v) and 1.0 (R, n,d, v — Av)

functions are reviewed.

3.4.1. Fourier characterisation of the FPI fringes

For simplicity we will start by analyzing the Fourier transform of the Fabry-Perot
transmission fringes given by the Airy Formula (3.13). This equation can be expanded
as a cosine series [10] which is quite convenient since the Fourier transform of this
series can be easily evaluated. The Airy formula, for normal incidence, expanded as a
cosine seriesis given by [10]

(1-R)
(1+R)

Ipp(v,R,n,d,0) = {1 +2 Z R™ cos (m4drndy cos (9))} ; (3.19)

where 6 is the angle of incidence and therefore for a collimated beam a normal
incidence cos f = 1. At this point is possible to observe that the Airy function is given
by a sum of cosine functions of ‘frequency’ & = m2nd. These ‘frequencies’ are due to
the period of the fringes which is defined by the free spectral range, FSR = 1/ (2nd),
which is the separation between two consecutive fringes peaks or valleys. Thus, the first
harmonic (fundamental) of the Airy function has a ‘frequency’ of 2nd, the second
harmonic has a ‘frequency’ of 4nd, the third harmonic of 6nd, and so on. The

amplitudes of these cosine functions are given by

_(1-R)
" (1+R)

2R™ m=1,2, .. (3.20)
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Now the Fourier transform of the Airy function, defined by equation (3.19), can be
expressed as

1—
FT{Irp (R, n,d,v)} =FT {H—g} + A FT {cos (4mndv)} + A2 FT {cos (8mndy)}

+ AsFT {cos (12mndv)} + - - + A, FT {cos (dmmndr) }

i (3.21)
=FT {;—g} + ; A;FT {cos (4jmndv)}

This expression simplifies the problem since now we only need to calcul ate the Fourier
transform of the cosine functions, and after that sum their respective transforms. Here it
is useful to recall that the Fourier transform of a cosine function is given by a pair of
impulses which can be defined by

BT {Acos @rag)} = | 7 1= 222
COS TTwol = .
0 0 ‘UJ‘ # Wy ( ) )

Therefore, substituting (3.22) into (3.21) we have that the Fourier transform of the FPI
fringesit isgiven by

Irp (Ron,d,§) = 18 (0)+ 215 (¢~ &) + Lo (e + 6

+ 225 (6~ 26) + B2 (4 20) + 26 (€ - 361)

ATIl .
irmg) O

+A§5<g+3&)+---+%5(‘5_’"&”

m

1-R

R0 ; A5 166 — j6a) + 8 (¢ + 560)]

where & = 2nd cm. Equation (3.23) shows that the Fourier transform of the FPI
transmission fringes (Airy function) consists of a set of impulses at ‘frequencies m2nd

and magnitudes A,,/2.

For instance, in figure 3.8 the magnitude of the Fourier transform of a set of FPI
transmission fringes is presented, here R = 0.3 and nd = 0.28 cm were selected. In this
figureit is clear that the impulse related with the first harmonic ‘frequency’ is centred at

§=2nd =0.56 cm, the impulse due to the second harmonic is found at
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¢ = 4nd = 1.12 cm, the third at £ = 6nd = 1.68 cm and so on. It is important to point
out that the Fourier transform magnitude of the impulses just depends on the reflectivity
value as defined by equation (3.19). For instance the magnitude of the first five
impulses of Irp (R.n,d, &) asafunction of the reflectivity are shown in figure 3.9. It is
important to stress that the cavity length does not affect the magnitude of the impulse, it
just determines the impulse position in the Fourier domain which it is given by
Em = m2nd.
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3.4.2. Fourier characterisation of the system response.

The Fourier transform of the system response I, (R, n, d, {) can be expressed as

o (R, d.€) = 16 0)5 0) + 26— g+

+ wd (€—2&)+ 4G 2 5 (€ +26)

2
L MG 36) 36)

el
508 =3&) + ————0({+386) (3.24)

- ,47,7,(‘;2(77151)5(5 CmE) + AmGQ(mgl)d

A1G (&)
2

S(E+¢&1)

(£ +m&1)

1-R i

=1 000)+ ; %G (J&1) 16 (6 — 3&1) + 0 (& + 5&)]

Equation (3.24) shows that the Fourier transform of the system responseis given by a
sum of impulses. The position of these impulses depends only on the cavity length of
the FPI which are described by (¢ + m&;). Moreover their amplitude are related to the
FPI reflectivity and the magnitude of the of G (m&;). Finaly, to obtain the system
response in terms of the wavenumber shift it is just necessary to evaluate the inverse
Fourier transform of equation (3.24). The inverse Fourier of equation (3.24) leads to a
sum of sinusoidal functions of frequencies m¢&; = m2nd whose amplitudes are given by
AnG (méy) /2.

3.4.3. Fourier characterisation of the G (v) function.

The G (v) function was defined in equation (3.8), and it is given as the product of the
source S (v), the filter transmission function £l (v) and the transmission through the
gas pathlength 7' (v). Therefore the Fourier transform of the G (v) profile will contain
information related to the separation of the absorption ro-vibrational lines of the target
molecule and aso it will contain sidelobes which are related to the filter function and
source profile. For instance the |G (£)| function corresponding to the CO, sensor system
presented previously (see Figure 3.5) is shown in figure 3.10. In this figure we present
different |G (£)| functions corresponding to different CO, gas concentrations. The
sidelobes very close to the DC component (€| < 0.05c¢m) are more related to the filter's

shape rather than to the target molecule, since their magnitudes do not change
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appreciably as the concentration of the target molecule increases (Figure 3.10). In
contrast, the sidelobes at frequencies || ~ 0.56cm and |€] ~ 1.12cm cm are strongly
related to the target molecule, since clearly their magnitude increases with the molecule
concentration. Therefore, these sidelobes give information about where the impulses

due to the Fourier transform of the FPI fringes must be placed.

Figure 3.10- Typica |G (£) for aCO, sensor.

The strong sidelobes in |G (£)] that increase with the gas concentration are produced
by the ro-vibrational absorption lines of the target molecule which are related to the
monochromatic absorption coefficient « () (Figure 3.4). In this figure « (v) shows the
ro-vibrational absorptions of CO, at 4.3 um and here the two branches, P and R, due to
the fundamental absorption band of CO; at 4.3 um are clearly seen. Here it isimportant
to recall that the average separation of the ro-vibrational lines belonging to the P branch
is different to the separation of the R branch lines; this is because the rotational
constants for the upper and lower ro-vibrational energy levels are different and also
because the selection rules for the P and the R branch are different /' = J” — 1 and
J'=J7 +1 respectively, for further details see section 2.1.1.2. The absorption
spectrum presented in figure 3.4 also includes several hotbands for the ?C*®0,, *C*®0,,

and other less abundant isotopomers.

A very good exercise is to apply the Fourier transform to the monochromatic

absorption spectrum of CO,, that is FT {a(v)} = «a(£). The Fourier spectrum
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la(€)] is very interesting (Figure 3.11) since it presents two strong sidelobes at very
similar ‘frequencies’, one ¢ ~ 0.56cm and the other one at £ ~ 0.74cm. One of these
sidelobesisrelated to the P branch and the other to the R branch. Thisis explained since
the separation of the R branch ro-vibrational lines is different from the lines of the P
branch changing the sidelobe positions related to each branch. The sidelobes produced
by the R branch are placed at higher ‘frequency’ than the produced by the P branch.

Now, imagine that we place a ‘square’ filter that passes only the ro-vibrational lines
of the R branch ‘side’ (2348.7 - 2400cm™) after applying the Fourier transform we
obtain the |« (£)| shown in the upper-right inset of figure 3.11. Here just one strong
sidelobe at ¢ ~ 0.74cm is present, whilst the other at ¢ ~ 0.56cm is attenuated,
practically eliminated. In contrast if we select a square filter that lets pass just the ro-
vibrational lines of the P branch side (2275- 2348.7cm™) and we apply the Fourier
transform to these lines we obtain the |« (£)| shown in the upper-left inset of figure 3.11.
Here, the strongest sidelobe occurs at £ ~ 0.56 cm, while the sidelobe at & ~ 0.74 cm
disappears. Therefore, it is possible to say that the position of the strongest sidelobe
«(€)| depends of the ro-vibrational lines passed by the filter. Thisis also true for the
function |G (&)| since this depends directly on |« (§)].
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Figure 3.11- Fourier transform of the monochromatic absorption coefficient (|a(¢)|} for the CO; at 4.3 pm. Theinset figures show the Fourier Transform (|a:(£)|) considering
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3.4.3.1. Optimal value of the cavity length

Previously we showed that the Fourier transform of the system response can be
expressed as a sum of impulses, see equation (3.24). The position of these impulsesis
related directly to the FPI's cavity length (&3 = 2nd) and the magnitude of these
impulses depends on the reflectivity of the FPI’s mirrors. From equation (3.24) can be
inferred that in order to have the maximum amplitude for the first harmonic of the
system response we need to place the first Fourier impulse due to the Fourier fringes
Irp (R,n,d, &) where the peak of the strongest sidelobe of G (£) occurs, which is
labelled as &max = &1 (Figure 3.10). Therefore, if we know &m.x we can determine the
optimal cavity length value of the FPI as d = & /2n. The main advantage of this
approach is that the optimal FPI cavity length can be calculated by direct observation of

the Fourier transform magnitude of G ().

Here, let us analyse one example to corroborate the accuracy of our approach to
calculate the optimal FPI cavity. For simplicity we will work with the CO, sensor used
in previous sections, where the GG () profile is shown in figure 3.5, and the magnitude
of its Fourier transform |G (£)| is presented in figure 3.10. In this figure it can be
observed that the peak of the strongest sidelobe occurs at &max = 0.56cm, therefore the
optimal FPI cavity length for this sensor isd = 0.28 cmif nisequal to 1. Now, in order
to validate this value we evaluate the amplitude modulation as a function of the cavity
length by direct numerical calculation of equation (3.2), and the result is presented
figure 3.12. The maximum amplitude modulation occurs at d = 0.28 cm which is the

same value predicted by our approach.

Additionally the amplitude modulation as a function of the cavity length but
evaluated by using the convolution method it is presented in figure 3.13. The results
obtained by the convolution method are the same as those obtained by the direct
numerical calculation of equation (3.2), supporting the convolution method approach.
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Figure 3.12- Amplitude Modulation as afunction of the optical thickness (nd); evaluated by direct
calculation of equation (3.2). The reflectivity wasfixed as R = 0.30. (Amplitude Modulation in arbitrary

units)
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Figure 3.13- Amplitude Modulation as a function of the optical thickness (nd); evaluated using the
convolution method. The reflectivity was fixed as R = 0.30. (Amplitude Modulation in arbitrary units)
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From the last example it can be observed that both methods, the direct calculation
and the convolution method, produce practically the same results except for very small
values of the cavity length (d = 0). This can be explained as follows, if we have d = 0
therefore the transmission of the FPI isflat and equal to one, Irp (v, R,n,d, Ad = 0) = 1,
and when the cavity length is scanned to a quarter of the wavelength
(d+Ad=Xy/4 cm) the FPlI transmission drops to a minimum given by
Irp (v,R,n,d—2/4) =[(1 - R)/(1+ R)], as shown in figure 3.14. Hence when d = 0 the
FPI transmission profile is quite flat and does not have fringes over a wide range of
wavenumbers. Consequently, one of the necessary convolution conditions is broken,
since the function which is shifted along the wavenumbers axis changes its shape and
symmetry. Therefore, the convolution method fails to predict the response of the system
when the optical thickness of the FPI is very close to zero. Despite this failure, the
convolution method is useful since we are interested in modulating the ro-vibrational
absorption lines of the molecule with very well defined FPI fringes and therefore the
cavity length values are considerably larger than zero. A FPI with nd ~ 0 can be used
as spectral chopper since here we can have an on and off states, this type of modulator
can be employed in other applications such as to sense molecules with no well defined

ro-vibrational lines.
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Figure 3.14- FPI Transmission for d = 0 andfor d = 0 + A\g /4.
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3.4.4. Optimal Reflectivity value.

The optimal reflectivity value R can easily be evaluated by using the convolution
method presented in section 3.3.1. In previous sections it was shown how the optimum
cavity length can be determined using the Fourier transform characteristics of |G (£)|.
Here the amplitude modulation it is evaluated as a function of the reflectivity in order to

determined at which 2 the maximum amplitude occurs.

In the convolution method two Fourier transforms, /rp (R, n,d,¢) and G (£), must
be evaluated and thence multiplied. Afterwards the inverse Fourier transform of their
product is calculated. Hence to evaluate the amplitude modulation as a function of the
reflectivity, with G(v) fixed, Irp (R,n,d, &) should be evaluated for each value of R
(0 <R <1). As it is necessary to evaluate G (£) just once the processing time is
reduced significantly. Therefore, using this procedure the amplitude modulation as a

function of R is obtained very quickly and the optimal value of £ can be easily found.

For instance let us retake the example of the CO, gas sensor described previously.
For this sensor its G () profile was shown in figure 3.5, and its magnitude |G (£)| is
presented in figure 3.10. The optimal FPI cavity length for this sensor was obtained in
section 3.4.3.1 and it is equal to d = 0.28cm. Now if we keep fixed the G () function
and the FPI cavity length, while R is varied from O to 1 the amplitude modulation as a
function of R is obtained as shown in figure 3.15. In this figure we also present the
result produced by direct numerical calculation of equation (3.2). Here it is clear that
both methods produce the same results and optimal R = 0.45, however the convolution

method the result are computed much faster.

It is very common to use a phase sensitive detector (PSD or lock-in amplifier) to
recover the signal produced by the optical gas sensors. Depending of the design it can
be done that the PSD recovers and amplifies only the first harmonic of the signal, while
the higher harmonics are attenuated by using a low pass filter [11]. Thisis probably the
most typical PSD amplifier design. However a PSD that recovers another harmonic can
be also designed. In our case we will consider that the PSD is recovering and
amplifying the first harmonic of the sensor signal response. Therefore we would like to
have the largest amplitude modulation in the first harmonic of the system response as
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possible, and this depends on the FPI reflectivity. Therefore, it is possible to determine

the optimal value of R for the case when the signal will be recovered with a PSD.

Figure 3.15-Amplitude Modulation as a function of the Reflectivity (AM in arbitrary units).

As was mentioned in section 3.4.2 the system response consists of a series of cosine
functions. The amplitude of these cosine functions is described in the Fourier domain by
the product Irp (R,n,d,£)G (£). As the magnitude of the sidelobes of G (&) will
remain fixed, unless there is a change in the concentration of the gas, the magnitude of
this function is constant whilst the gas concentration is fixed. However, the magnitude
of theimpulses of /rp (R. . d, ) can be manipulated by changing the reflectivity of the
FPI mirrors (Figure 3.9) which consequently modifies the amplitudes of the system
response harmonics. Therefore, in order to have the maximum amplitude in the first
harmonic of the system response it is necessary to find the value of R for which the
magnitude of the first impulse of Irp (R, n,d, &) is a maximum. The magnitude of the

FPI impulses as a function of the reflectivity are given by

(1 o R) r

Hence, the magnitude of the first impulse due to the first harmonic (m = 1) is given by

159



Chapter 3

1R
Ayl = —=R.
Al = 5 (3.26)

From differentiation of equation (3.26) it is found that the maximum of | 4;| occurs at
R = 0.41 (figure 3.9). Thisis very useful result since show that if we will use a PSD to

recover the sensor signal the optimal value of R is0.41 regardless the cavity length.

3.4.5. Design of a CO gas sensor an example

In order to recapitulate the optimization method presented in this chapter let us
analyse a new gas sensor design. Here, the goal is to find the optimal FPI parameters,
cavity length and reflectivity, for a CO sensor. In this design we will work with the
target absorption spectrum of CO occurring at 4.7 um; the CO concentration was fixed
at 35 ppm and the gas pathlength at 20 cm. The function G (v) showing the filter
response and the absorption through the gas is shown in figure 3.16. Thence we proceed
to evaluate the amplitude modulation as a function of the cavity length and the
reflectivity using the computationally slow optimization method, the direct numerical
calculation of (3.2), and the results are presented in figure 3.17. Thusit is found that the

maximum amplitude modulation occurs at R = 0.46 and nd = 0.14cm for the G (v)
shown in figure 3.16.
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Figure 3.16- GG (v) profile for the CO sensor.
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Figure 3.17- Amplitude Modulation as afunction of R and nd evaluated by direct calculation. (AM in

arbitrary units)

Now using our method, we firstly evaluate the Fourier transform of G (v), the
magnitude in the Fourier domain of this function is shown in figure 3.18. In this figure
can be clearly appreciated that the CO ro-vibrational lines produce a set of very well
defined sidelobes. If we compared the sidelobes produced by CO and the sidelobes
produced by CO, we find that the CO sidelobes are closer and sharper than the obtained
for CO,. They are closer to £ = ) because the separation of the CO ro-vibrational lines
is larger. Moreover |G (€)| of the CO sensor has sharper sidelobes because the CO ro-
vibrational lines have a more constant separation than those of CO.. In figure 3.18 the
first sidelobe has it maximum at ... = 0.28cm, which means that the optimal optical
cavity length it is given d = £/2 = 0.14cm, assuming n = 1. This value is the same as
the obtained with the direct numerical calculation (nd = 0.14cin). A detail of the first
sidelobes of |G (£)| of the CO sensor it is shown in the upper box of figure 3.18.
Moreover, |G (£) has practically the same shape compared with the amplitude
modulation as a function of nd evaluated with the direct calculation (figure 3.17).
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After the optimal nd is found the optimum R can be determined by applying the
convolution method given in section 3.4.4. The amplitude modulation as a function of
the reflectivity for the CO sensor it is shown in figure 3.19, where the optimal
reflectivity is found to be 2 = 0.46. This value is practically the same as the obtained

with the direct numerical method (R = 0.48) (Figure 3.17).
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3.5. Filter selection approach

Initially we mentioned that an optimization procedure should look for the parameters
that guarantee the maximum amplitude modulation produced by the sensor when the
target gas is present; this part is completed using the optimisation methods that we
presented above. However, it is also necessary to guarantee that our gas sensor produces
a background amplitude modulation, when there is a zero concentration of the target gas
T (v) =1, which is as close to zero as possible. Therefore we need to determine what
factors help us to minimise the background amplitude modulation, otherwise our sensor
can loose its sensitivity to very small gas concentrations. In this section we show that
the band pass filter plays an important role in the background amplitude modulation.
Moreover it is shown that the band pass filter shape can help to reduce the background
amplitude modulation.

The background amplitude modulation is a particular case of the amplitude
modulation and it occurs when there is a zero concentration of the target molecule in
gas pathlength it is T () = 1. For the background it is possible to reduce the G (v)

function into G'g. (), which can be expressed as

G ()= Fil() ST () — Gpe(w) = Fil)S(W).  (3.27)

In equation (3.27) the Gy, (v) function depends just on the filter performance Fil (v)
and the source profile S (v), since the 7' (v) = 1. As was stated by equation (3.13) the
Fourier transform of the sensor response Ip (R,n,d,£) is related to G (£) and
Ipp (R,n,d,£). Therefore the background Fourier transform Ip (R,n,d, &) can be
evaluated using equation (3.13), just replacing G (&) with Gy (£). In section 3.4.2 it
was stated that the inverse Fourier transform of I (12,1, d, £) leads to a sum of cosine
functions whose amplitudes are related to the product of the magnitude of the impulses
of |[Ipp(R,n,d,£)] and |Gpk (£)|. Here, considering that the cavity length and the
reflectivity are constant and that the gas concentration is changing therefore the
impulses of |1xp (R.n,d,&)| will remain constant. However |Gz (€)| will be varying
with the concentration and therefore it will ‘control’ the background amplitude

modulation.
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Hence, the Fourier transform of the sensor response for the background amplitude

modulation case can be expressed as

Ip(R,n,d,&)gg = %G(O)BK 3(0) + %5 (€= &)+ %6 E+a)
| 4G (351)31(5 (€ = 26) + 20 28 i %El)ﬂfg (€ +261)
+ oG i ¢ gey) 4 22 a5 ¢ 4 gy (3.28)
+...+%6(577n51)+%Mﬁﬂmel) |
_ % Vi 0 Z "'El BE [5(€ — mé&) + 6 (€ + mé)))]

where A,,, represents the magnitude due to the FPI fringes. Therefore, using the last
equation we can say that if we require our sensor to produce a signal equal to zero for

the background case it isrequired that G (mé;) = 0.

Furthermore, if the optimal FPI parameters (reflectivity and cavity length) are
known, the minimum background amplitude modulation will depends on the Ggy (V)
function. The optimal FPI parameters can be evaluated using the approaches presented
in previous sections. In this case the problem consists in determining which G (v)
function produces the minimum background modulation for a given cavity length and

reflectivity.

Now if the gas sensor will operates in the mid infrared region (MIR) and that a
thermal broad band infrared source is going to be it is reasonable to set S (v) = 1. Here

the function Gz, () can be reduced to

Gpr (v) = Il (v), (3.29)
this is very helpful since it shows that the background modulation produced by our
sensor will depend directly on the band pass filter. Therefore the background amplitude

modulation can be minimised by selecting a band pass filter whose Fourier transform
satisfies the condition Gz, (m&;) ~ 0.
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3.5.1.1. Minimising the Background modulation for the CO, sensor

In this section we present a simple example of how to use the Fourier transform
properties of G () to minimise the background amplitude modulation for the CO,
sensor, already defined in previous sections. Here for simplicity we fixed the FPI
reflectivity as 0.45 and the cavity length as 0.28cm. These were the optimal parameters
obtained previously; obviously the optimal FPI cavity length depends on the ro-
vibrational lines passed by the filter. Therefore, in this example we select some filters,
all of them with the same central wavelength (CWL) and the same full-width at medium
high (FWMH), in order to pass the same ro-vibrational lines. The filters utilised in this
example are three ideal filters, a square pulse (F2), a trapezium (F3), a trapezium with

‘soft corners (F4) and finally a measured filter performance (F1) as shown in figure

3.20.
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Figure 3.20. Trial filter performance for a CO, sensor.

The goal in this example is to decide which filter of this set will produce the lowest
background amplitude modulation. Therefore as was mentioned before it is necessary to

apply the Fourier transform to these filters. From figure 3.21 it can be quickly observed

165



Chapter 3

that the magnitude of the Fourier transform of the sguare filter has the strongest
sidelobes. In contrast the real filter has the smallest sidelobes in Fourier transform
magnitude. The upper-left inset in figure 3.21 shows the magnitude of the Fourier
transform of the four filters in the region where the first impulse due to the FPI fringes
occurs. If we take the optimal value of the cavity length as 0.28 cm, then the first
impulse is located at & = 2nd = 0.56cm. Therefore in order to have the smallest
amplitude of the first harmonic of the sensor signal we need to choose the filter whose
|G gr (€1)] is the lowest. Hence in our example the filter having the lowest |G gi. (£1)] is

the commercial filter while in contrast the square filter has much larger sidelobes

around &;.
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Figure 3.21- Magnitude of the Fourier Transform of the filters for the CO, sensor.

In order to validate our prediction we evaluated the background amplitude
modulation as a function of the cavity length using the convolution method and this is
presented in figure 3.22. It is clear that the square filter produces the largest background
amplitude modulation, while the real filter produces the lowest background amplitude

modulation, in accordance with the prediction. The inset in figure 3.22 presents the
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background amplitude modulation around the optimal optical thickness nd = 0.28cm.
Here, the background modulation for the square filter is larger, even by some orders of
magnitude, than that obtained with the other filters. It is very important to mention that
for this example the background modulation when nd = 0.28cm is not so large even
with the sgquare filter because the FWMH of this filter makes |G (§1 = 0.56)] =~ 0.
However it is possible in practice it is extremely difficult to fabricate a filter that
produces a zero exactly at &;, since a high accuracy in filter width (< FSR) is required.
This severely complicates the filter design and requires extremely precise process
control increasing the cost; indeed it is probably impractical. As the peak sidelobe can
occur at any point therefore for smplicity the best filter is the one with the lowest

sidelobe magnitude in the region around &; = 2nd.

The background amplitude modulation is very important since this is related to the
lower concentration limit of our sensors. Therefore it is convenient to analyse how the
amplitude modulation changes as a function of the gas concentration considering the
different filters. In figure 3.23 the amplitude modulation as a function of the
concentration is shown, for a gas path length of 3.5 cm at one atmosphere. In this figure
we can observe firstly, that when the filter with steepest sides is selected (F2) the
amplitude modulation for low concentration levels (background inclusive) is severely
affected. Secondly, the system response is less sensitive to the filter characteristics as
the concentration increases. It can be seen that the modulation for higher gas
concentrations is practically the same for all the filters, which means that choosing a
filter which produces a low background amplitude modulation does not reduce the
sensor response when the target gas is present. Additionally, we can deduce that when a
filter with ‘soft’ sidesis used (eg. F1), the amplitude modulation for low concentration
levels is governed mainly by the gas concentration rather than by the filter
characteristics. This produces a far more linear sensor response to the gas concentration
since the background amplitude can be reduced over an order of magnitude depending
of the filter, and so the gas sensor performance is greatly improved. For example, the
amplitude modulation using F2 is quite flat from O to around 100 ppm (Figure 3.23),
making it essentially impossible to determine the correct gas concentration. In contrast,

the amplitude modulation is described by a straight line when F3 is employed.
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3.5.1.2. Minimising the Background modulation in for CO sensor

As a second example of using the filter selection approach let us review the case of
the CO sensor. Here four ideal commercia filters will be considered [12]; their
transmission curves are shown in figure 3.24 these plots were generated using TFcalc
software [13]. Hence, to predict the background amplitude modulation the filters
Fourier transform is calculated; their transforms are shown in figure 3.25. The inset in
this figure shows a detail of the magnitude of the Fourier transforms around
&1 = 0.28cm where the optimal frequency for this sensor as stated before lies. From this
figure, it is possible to predict that the filter F3 will produce the highest background
amplitude modulation, and in contrast the filters F1 and F2 will produce lower
background amplitude modulation. Finally, the background amplitude modulation as a
function of the optical thickness, in the region from 0.1 to 0.2 cm, was evaluated and it
is shown in figure 3.26. In this plot the amplitude modulation for the filter F3 is the
largest and the filters F1 and F2 produce smaller background modulation; which isin

agreement with the prediction.

Spectrum profile G{v)=F{v)S(v)

1 T T T
— F1
— F2
0.9_ o F3 [
SN — F4
0.8 -
0.7+ -
o 061 -
(5]
=
8
Eos5f —
W
=
g
Fooat -
031 -
021 .
0.1} i
0 | |
2050 2100 2150 2200 2250 2300

wavenumbers (1/cm)

Figure 3.24- Filter performances for a CO sensor.
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In conclusion, the background amplitude modulation can be minimised using the
filter selection approach. This simple approach just requires the evaluation of | (£)| and
by observation of its sidelobes around &; the best filter for the application can be
choosed. The optimal frequency &; can be found using the method described in section
3.4.3.1. Thefilter selection approach predicts that the filter with the strongest magnitude
around & will be the filter that produces the largest background amplitude modulation.
In contrast, the filter with the weakest magnitude around ¢&; is the filter that will produce

the lowest background amplitude modulation.

3.5.2. Manufacturing errors.

A further benefit of the filter selection approach is that the effect of filter
manufacturing tolerances can be easily investigated. As steep sided filters with complex
design and high sensitivity to manufacturing errors are not required, therefore ssimple
three or even two cavity filters [14] are a good choice for the application. In order to
show how robust the system is to filter manufacturing errors, let us to consider an ideal
filter that transmits in the 4.3 pm region [12], where the strong antisymmetric stretch,
parallel absorption band of CO, lies. The thicknesses of the most sensitive layers of the
filter were varied intentionaly to compute the performance of filters with simulated
manufacturing errors. TFCalc software [13] was utilised to compute the most sensitive
layers of the filter. The response of the ideal filter and of two more filters with a
thicknesses error in a highly sensitive layer are shown in figure 3.27. To determine if
the background amplitude modulation will be serioudly affected by errors in the filter,
the FT approach is applied. Here, the optimal optical thickness nd = 0.28cm was
determined in a example stated before. Hence, we need to determine the magnitude of
the filters Fourier transform in the region around & = 2nd, where the fundamental
frequency of the Airy function falls. A detail of these transforms around 2nd = 0.56cm
Is presented in figure 3.28. We see that the magnitudes of the filters' Fourier transform
are similar, thus similar background amplitude modulation will be obtained with the
three filters. A full simulation, by direct calculation of equation (3.2) of the amplitude
modulation for the three filters and as a function of the concentration is shown in figure
3.29. For a 0 ppm CO, concentration, which corresponds to the background case, the
system response has a similar value for al the filters, which is in accordance with the

prediction given by our approach. Also, from figure 3.29 it can be observed that if the
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filter's transmission is seriously reduced by manufacturing errors in layer thicknesses,
only the amplitude modulation response is reduced. This is reasonable since the average
transmission through the system is reduced. Consideration of the Fourier transform of
the filter bandpass shape, including errors, enables us to safely conclude that the only
effect of the filter's manufacturing errors is reduction in transmission, and with no
degradation of the background signal. These results relax the filter design requirements

for this kind of sensor.
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3.6. Conclusions

The mathematical model of a sensor based on correlation spectroscopy using a FPI
modulator can be represented as a convolution. Therefore, taking advantage of this
representation the sensor system response can be easily and quickly evaluated using the
convolution method presented in section 3.3.1. Furthermore, the optimal cavity length
nd is obtained simply by looking for the frequency at which the first sidelobe of |G (£)|
has it maximum value as shown in section 3.4.3.1. The optimal value of the reflectivity
R can be obtained using the convolution method presented in section 3.4.4. Here it was
shown that if the sensor signa will be recovered by using a PSD the optimum
reflectivity it is R = 0.41 regardless the other parameters. Finaly, the effect of the filter
characteristics on the background amplitude in gas sensors using an FPI as a modul ator
in a form of correlation based device has been analysed in section 3.5. From this
analysis we present a mathematical procedure to show why some filters produce high
background amplitudes, and we present a simple approach to select the best filter for
this type of sensor. An important point derived from this work is that narrow band, with
very steep sided ‘square’ shaped pass-bands filters will produce high background
modulation, because the FT of these filters has high sidelobes, whilst filters with more
gradual transitions to the stop-band have low sidelobes. This reduces the cost of the
system, because in genera filters with ‘soft sides’ are the best choice for the application
and these filters are relatively cheap and easy to fabricate. The method also provides a
quick and easy way to evaluate the effect of manufacturing tolerances on the IR filters,
by observing their effect on the Fourier Transform of the bandpass function, without

extensive full scale simulations.
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Chapter 4

4. Analysis of a FPI illuminated with a

conver ging beam.

Generdly, in gas detectors that use a FPl as a modulator the illumination is
considered to be collimated, so that that all the rays arriving at the FPI have the same
incidence angle (see chapter 3). However in our particular case we will use a different
setup (Figure 4.1) where the light source beam is collected a focused with a bi-convex
lens. Here, the FPI and the optical detector are placed at the image point and therefore
the FPI is illuminated with a converging light beam. Consequently the incident light, in
form of a cone, has a set of rays with angles from 0 to 8 (Figure 4.1). Thus, the spectral
FPI fringe pattern is given by the integration of the transmission trough the FPI over the
range of angles of incidence. This will produce some changes in the spectral FPI
transmission fringe pattern, such as changes in the fringe’ s contrast and width. Asthisis
relevant for our gas sensor design in this chapter we briefly review how to evaluate the

FPI fringes considering a converging beam and additionally we analyse how to reduce
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the adverse effects produced by the converging beam and by inherent effects of the
mirrors substrates.

4.1. The Gas Sensor Optical Setup

For convenience in our system we are proposing to place the FPI at the source image
point (Figure 4.1). This model is simpler because it just needs one lens for imaging the
source, rather than two lenses; one for collimating the incident light and a second one
for focusing it. Despite the reduction in optical components and reduction in size, this
configuration will introduce some problems, especially some effects on the FPI fringe
pattern. This arrises because a set of rays with different angles of incidence, from 0to 4,
isilluminating the FPI (Figure 4.1).

Figure 4.1-FPI placed at image point (2f).

The FPI transmission fringe pattern is described by the Airy Formula [1] which can
be expressed as

1
1+ Fsin® (27ndy cos 0)

]FP

(4.0)

where the F factor is given by ¥ = 4R/ (1 — R)*. Asthe FPI is now being illuminated
with a cone of rays, a FPI fringe pattern is produced for each incident ray at angle 6.
Here it is useful to recall that the spectra FPI fringe pattern is shifted aong the
wavenumber axis for small changes in the incidence angle é. For instance, some FPI

fringe patterns produced for different angles of incidence are shown in figure 4.2.

177



Chapter 4

—&=0.0

0.9- —8=0.029129
' — 6=0.043693
0l ——6=0.058258 |

g 0.7

g

206

;

o5k -
- ‘ \ ‘ |
KX NSENSKN I NNKEX
O | | | | | | |
2%80 2985 2990 2995 3000 3005 3010 3015 3020

v (cm’l)

Figure 4.2- FPI fringes considering different angles of incidence. R = 0.30, nd = 0.05 cm.

Furthermore, for gas sensing applications it is common to use IR sources based on
filaments held at high temperatures. This type of IR source can be assumed as a
blackbody radiator which is in thermal equilibrium and produces unpolarized (non-
coherent), continuous radiation [2]. An ideal blackbody is a perfect Lambertian radiator
so radiates the same in all directions from the emitting surface. However, the amount of
flux per solid angle (intensity) will depend on ¢ [3]. Thisimplies that not al the incident

rays have the same intensity since this depends on the solid angle.

The shifts along the wavenumber axis (Figure 4.2) and the changes in intensity due to
the angle of incidence will produce changes in the overall FPI fringe pattern which is
given by the integrated transmission trough the FPI over al angles of incidence.
Therefore, the fina FPI fringe transmission pattern is no longer simply given by
equation (4.1). Hence, in order to evaluate this fringe pattern correctly we need to take
into account the angle of incidence, the flux distribution as a function of the solid angle,
and the optical thickness of the FPI.
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4.2. Flux Distribution as a function of the solid angle

In a simple approach the amount of flux, in Watts, transferred from the source to the
object is given by

¢ = LAQ, (4.2)

where L is the amount of power radiated per unit of projected source area per unit of
solid angle (Watt/cm?-sr), it is called radiance [3]; A is the area of the illuminated
object, and €2 is the solid angle. The solid angle is measured in steradians and in three-
dimensional geometry it is possible to define steradians of solid angle as the ratio of
illuminated surface area to the square of the distance from the source to the object [3].
For instance, the solid angle of the lens which is in front of the IR source shown in

figure 4.1 isgiven by

= W (sr). (4.3)

Furthermore, the flux transferred from the source to the detector for the setup presented

infigure 4.1 can be expressed as [ 3]

P LAlensAsource - LAlen.sAimage
2/)° e

(4.4)

Where the blackbody spectral radiance L in terms of power [Watts/ (cm? — sr)] it is
given by [3]

e (b - (45)

where & is the Planck’s constant (h = 6.626076 x 10~* m*Kg/s), ¢ is the light speed
in vacuum (c=2.997921 x 10! cm/s), k is the Boltzmann's constant

(k = 1.3806586 x 10-2 m?Kg s 2K 1), v is the frequency in wavenumbers, and 7 is
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the absolute source temperature. It isimportant to recall that 1 Watt = 1 m?Kg/s*. The
exitance, which is the amount of power per unit area that leaves a surface (in this case
the source) (Watts/cm?) can be expressed as[3]

M=xL (4,6

Equation (4.4) is a simple approach to calculate the total flux arriving at the detector
surface; however this equation does not give any information about the flux distribution
as a function of the incident angle. In order to evaluate the final FPI fringe pattern we
must consider the flux distribution as a function of the incident angle. Therefore

equation (4.4) is not sufficient to evaluate correctly the final FPI fringe pattern.

FPI
Lens
\ d
: 1< >
y 0
D d A"\-) emax
r Detector

Figure 4.3- Differential of source area viewed by the detector/FPI for agiven §. (Adapted from Dereniak
and Boreman 1996 [3]).

An ideal thermal source (blackbody) is a perfect Lambertian radiator. In this type of
source the radiance is the same in all directions from the emitting surface. However, the
amount of flux per solid angle (intensity) will depend on ¢ [3]. Hence, let us assume
initially that the FPI is not in the system, and just an extended Lambertian source isin
front of the detector; in our system we can consider the imaging lens (Figure 4.3) as an
intermediate extended Lambertian source. In this case the flux filling the detector as a
function of the solid angleis given by [3]
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G....
1 ..
¢ =2rLA) =21LA, / cos  sin #dg = QWLAd58i112 O max. (4.7)
0 L

where A, isthe detector’s area and ...« can be defined from figure 4.3 as

D/2 D/2
O = tan ! < / ) ~ /

, o (4.8)
where D is the diameter of the lens and  is the distance from the source to the image.

Here, it is important to remark that the sin” 0., can be expressed in terms of the lens

diameter and the distance from the lens to the detector as follows

sin® 6 = —D/2 = L = ! ; 4.9
"N DR2) A(r/D 1 A(f/#E) 1 (4.9)

The relationship between the distance from the lens to the object and the diameter of the
lens (r/ D) is called the f number of the lens (f/+#). For our system (figure 4.1) the f
number isgiven by f/# = 2f/D. Thelens f number is very useful since this gives the
amount of power gathered by alens[1]. The larger the f/# lower the power transferred

from the source to the object.

By substitution of (4.9) into (4.7) the total flux reaching the detector’s area can be
expressed as

_ WLAd
A(f/#)7+1

@

(4.10)

Equations (4.7) and (4.10) are more helpful than equation (4.4), for evaluation of the
FPI overal response for a finite f number since these equations are a function of the
solid angle. These equations can be used to normalize the proportion of flux per solid
angle arriving at the FPI; the solid angle €2 depends on the angle ¢ as described in
equation (4.7). From equation (4.7) it is possible to observe that the flux distribution
arriving at the detector has the form cos 8sin 6 (Figure 4.4).
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In figure 4.4 it can be observed that each differential element of angle (d¢) produces a
differential of source area (dA;). Each differential element of source area will have
different proportions (weightings) of the incident flux. For instance, the shaded area in
figure 4.4 shows the proportion of incident flux for the differential of angle (df). Hence,

the normalized proportion of transmitted flux per solid angle can be expressed as

1
1/2 5102 O

()HJEIX
/ cosfsinfdé = 1. (4.11)
0
Equation (4.11) can be utilised to normalize proportion of flux transmission per element
of angle and obtain in this way the proportion of flux transmitted per differentia

element of angle (d6).
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Figure 4.4- Flux distribution as a function of the solid angle. A differential element of source area (dA.)

isformed per each differential element of solid angle.

4.3. FPI fringes considering the f/#

As was stated our FPI will be placed just in front of the image point, so the incident
beam has a cone of angles from 0 to 0..x. For each ray at angle & a FPI fringe pattern

will be formed presenting a shift along the wavenumber axis (Figure 4.2) and each
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pattern will have different average transmission (Figure 4.4). Therefore, in order to
evaluate the fina spectral transmission FPI fringe pattern all these factors should be
combined. The final FPI fringe pattern is defined by the integration of the partial FPI
fringe patterns produced for each angle of incidence ¢ multiplied by the proportion of
flux transmission correspondent to each angle 6. This the final FPI fringe pattern can be
expressed as

1 Vrmacx cos fsin
1 R,n,d,v, emax P R — ; do. .
re (B, d,v, ) 1/2sin? Oy _/0 1 + F'sin® (2mndy cos 0) (4.12)

For instance in figure 4.5 some average spectral FPI transmission profiles per
differential element of angle are shown. In this example we took nd = 0.05cm,
R =0.30,and a //# = 8 (the f number it is commonly expressed as //8). In this figure
the FPI fringes have different average transmission levels since the transmitted flux
changes with the angle of incidence £. The final FPI fringe transmission pattern taking
into account all the cone of angles of incidence for f/8 it is shown in figure 4.6. In this
figureit is seen that the f/# effect produces a reduction in the FPI fringes contrast and
in the fringes width in comparison with the ideal FPI (0. = 0). Up to here we

considered as negligible the changesin R due to different angles of incidence.

0.03 T T . e
—&8=0

— ¢=0.029129
— 6=0.043693
_ 0.025 — §=0.058258
E
2 0.02
-
g
3
2 0.015
S /

Figure 4.5- Average spectral FPI transmission profiles per differential element of solid angle. R = 0.30,
nd = 0.05cm, Opax = 0.0624rad.
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Figure 4.6- Fina FPI transmission fringe pattern over al the angles of incidence. Here E = 0.30,

nd = 0.05cm, Gmax = 0.0624rad.

4.3.1. f/+# effect and FPI’s optical thickness.

The degree of change in the FPI fringes depends directly on three values, the F
number, FPI's cavity length and the wavelength. Therefore, in this section we present

some examplesin order to check in what cases the FPI fringes are serioudly affected.

4.3.1.1. Narrow gap FPI

As a first example, let us analyse the f/# effect on the FPI fringes if the
interferometer’s cavity length (sometimes called the gap) is very narrow (0 < d < 10

pum), here we will classify these cavity length values as short gap. Ideally, these short
cavity lengths produce spectral wider FPI transmission fringes, which are practically
flat over some relatively large wavelength region (Figure 4.7). When the FPI cavity
length is equal to zero (d = 0) the FPI fringe pattern is equal to 1. Moreover, if the
cavity length is around d = A /4 the transmission will drop to a minimum whose value
depends on the reflectivity (Figure 4.7). As FPIs with short cavity length are practically
insensitive to the f/# effect it ispossibleto usea f/# aslow as f/1 or f/2. Thisisa

good since the amount of power arriving at the detector drops rapidly with increasing f
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number by approximately 1/ [4(,]"/#)2] Hence as low f/# values are alowed
therefore lower source temperatures are required, saving power and increasing
reliability.
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Figure 4.7- Typical FPI transmission fringe pattern for short cavity lengths and different f /# values. a)
cavity length d = 0 pm; b) cavity length d = 1.15pum. In both cases R = 0.45.

FPIs with narrow cavity lengths can be employed as a spectral chopper which can be
exploited to design another type of gas sensor. For instance in figure 4.7 the
transmission is 1 at 2300 cm™ when d = 0 pm and this drops to near 0.15 when
d = 1.15 ym. This change in transmission can be utilised to induce modulation and in
combination with a band pass filter a reliable gas sensor can be designed. Thus
modulation can be induced by scanning the cavity length should by Ad = A\y/4 pm.
This cavity length scan move the FPI minimum transmission point to the wavelength A,

ideally where the absorption band centre of the target molecule occurs.
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4.3.1.2. Medium gap FPI

As a second example, let us review a FPI with larger cavity length value, in the
region of 10 < d < 50 um. For this cavity length range the FPI fringes will have a very
large free-spectral range (FSR). These fringes combined with an infrared narrow band
pass filter can also be employed to design a gas sensor; which we called the ‘the
medium gap sensor’. Here, one wide FPI fringe covers practically all the absorption
band of band the target molecule, to induce modulation the cavity length is scanned
producing a FPI fringe shift. For instance, in figure 4.8 the FPI fringes for two cavity
lengths, d = 10 um and 50 um, and different f/# are presented. Here it is seen that for
the medium gap the f/# effect is not severe when using low f numbers (ie f/4) just
causing asmall loss in the transmission peaks. The f/# effect on the FPI fringes can be
practicaly eliminated by selecting a dightly larger f/# (i.e. f/8) with a penalty of a

power reduction.

Figure 4.8- FPI transmission fringes with cavity lengths of 10-50 pm and different f/# values. @) cavity
length d = 10um; b) cavity length d = 50um.

186



Chapter 4

4.3.1.3. Wide gap FPI

Another case of interest is the FPI with cavity length within the range
0.055 < d < 0.3 cm. This cavity length range is called here the wide gap and indeed the
gas sensors presented in this work utilise FPIs with these characteristics. Therefore here
we will review the f/# effect for two FPIs one with d = 0.05 cm and other with
d = 0.28 cm.

In the first case when d = 0.05 cm the FPI fringes have a FSR = 10cm™ which can
match some ro-vibrational absorption lines of CH, in the 3100 cm™ region. In figure 4.9
some FPI transmission fringes patterns for different f/# values are shown; we used
R = 0.45 and nd = 5 x 10~2%cm. In this figure the FPI fringe patterns with lower f/#
are severely affected, in contrast the FPI fringe pattern less affected are those for which
the f/+# is larger. Consequently, it is essential to look for an optimum f/# value that
guarantees the best compromise between the FPI fringes deformation and the amount of
power transferred to the detector.
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Figure 4.9- FPI transmission fringes considering a cavity length d = 5 x 10~%cm and different //#

values.
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Finally, let us analyse a FPI with cavity length d = 0.28cm, atypical value for a CO,
sensor since this cavity length value produces FPI fringes that match some of the CO;
absorption ro-vibrational lines of the fundamental band at 4.3 um. As this cavity length
is quite large strong effects on the FPI fringes are expected. For instance, some spectral
FPI fringes for different f/# values and R = 0.45 are shown in figure 4.10. Here for
low f/# values (< f/8) the FPI fringes are practically destroyed in the 2300 cm™
region, asin the case of f/2 where the FPI fringes are quickly affected and practically a
flat transmission of 40% is obtained, which is disastrous for the wide gap sensor! In
contrast at higher f/# vaues (f/18) the FPI fringes are better defined in the region of
2300 cm™. This implies that in order to get well defined FPI fringeswhen d = 0.28 it is
essential to use large f/# values (> f/18) (Figure 4.11). This represents a problem
since the power reaching the detector will be compromised by the high f/#.
Consequently it is vital to use an optimization procedure to find the optimum f /4 value
that guarantees the best compromise between FPI fringe contrast and transferred power.
In figures 4.10 and 4.11 the captions F'/# = ideal are for a FPI illuminated with a
collimated beam (f /c0).

Figure 4.10- FPI transmission fringes considering a cavity length d = 0.28 cm and different f/# vaues
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Figure 4.11- FPI transmission fringes considering a cavity length ¢ = 0.28cm and large f/# values.

4.4. Parasitic reflection effects

Additionally to the f/# effect over the spectra FPI transmission fringe pattern
reviewed in previous section other effects can affect the transmission fringe pattern. In
the real FPI additional spectral FPI fringe patterns can be present which are due to
internal reflections occurring in the FPI mirrors (Figure 4.12), we call these ‘spectral
parasitic reflection fringes (SPRF). These SPRF can produce effects on the main FPI
fringe pattern since these can produce a sort of interference. In practise our FPI is
formed by two plane parallel mirrors (Figure 4.1) so we have two ‘sources’ of SPRF. As
stated before SPRF are basicaly Fabry-Perot fringes [1], and therefore these are
described by the Airy formula given in equation (4.1) and for clarity let us rewrite this
for the SPRF as

1

L (Rm: Ty dm) = (4 13)

AR, \* . . ’
1+ ( 7 ) sin? (271, dy, v cos )

11— m
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where F,,, isthe reflectivity of the plates surfaces, n,, is the refractive index of the plate

and d,,, isthe plate thickness.

Figure 4.12- Multiple beam fringes on the FPI mirrors.

For instance, we recorded an FTIR transmission scan of a 0.2 mm thickness pyrex
substrate which was coated with a 444 nm thickness ZnS layer (Figure 4.13); the FTIR
resolution scan was 1 cm™. SPRF due to the pyrex substrate are clearly seen in the inset
of figure 4.13 which shows a detail of the FTIR scan. The free spectral range (FSR) of
these SPRF is related to the thickness d,,, and the substrate refractive index n,,, which
led to have FSR = 1/ (2n,,d,,) = 17.24cm™ with n,, = 1.47 (pyrex refractive index).
It is seen that the measured FSR match very well with the calculated value.

SPRF can introduce several undesirable effects on the final FPI fringe pattern,
especially losses in fringe contrast. SPRF can be reduced and sometimes practically
eliminated by using an antireflection coating on the incident surface of the plate or by
wedging the plate. The wedge can be conceived as atype of defect in the parallelism of
the plate however it is useful in some cases and therefore the plates can be deliberately
fabricated with a wedge angle. Hence, let us review carefully some practical cases to
check where SPRF are troublesome and additionally we propose possible solutions to

reduce these fringes.
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Figure 4.13- FTIR scan of a Pyrex substrate 0.2 mm thickness coated with a ZnS layer 444 nm. In the
small box adetail of the scan shows the SPRF produced on the pyrex substrate.

A practical FPI that needs to be analysed is the one formed by two plane and parallel
mirrors (Figure 4.14). Here, the FPI mirrors are coated to produce the required
reflectivity, whilst the incident surfaces are uncoated. The coating is a thin layer of
thickness d.; and d., and refractive index n..

Figure 4.14- FPI with two plane and parallel mirrors coated with athin film layer.
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Here, if the full FPI is seen as a pile of thin films the final FPI transmission fringe
pattern can be calculated using the characteristic matrix. The characteristic matrix of the

whole medium can be expressed as [1]
il a b
M=][M, = [Z.C d} : (4.14)
where M;; is the characteristic matrix of the jth film, which for an unpolarised beam it
isgiven by [4]

cos (2mn;d;v cos ;) —-L sin (2an;d;v cos 0;)

M; = ’ : (4.15)

—in; sin (2mn d;v cos ;) cos (2mn;d;v cos 6))

The reflectance of the thin films assembly can be obtained by using the following
definition [4]

B a bl |1
lC} - lic d} [ne} ’ (4.16)

where n. is the refractive index of the exit medium. Thus, the reflection coefficient is

given by

- ’noB —C
T B 1O (4.17)

where ng is the refractive index of the incident medium, finally the reflectivity of the

full assembly is given by

noB —C ngB —C\"
Rpp (v, R,n,d,6) = <HEB+C> <HSB+C) : (4.18)

Therefore, the FPI fringe transmission pattern assuming no absorption in the layers is

given by
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Ipp (I/7 R,H,CLG) =1— Rpp (l/, R n.,d, 19) . (419)

Finally, asin our project we intend to place the FPI at the image point it is necessary
to take into account the f/# effect. Hence by substitution of equation (4.19) into
equation (4.12) the spectral FPI transmission fringe pattern pondering all the factors,
thef /#, the optical thickness and SPRF, can be obtained by

1

I Ron,dyv, Omax) = ———-—
Fp(Ron,d,v ) 1/2sin? O

Glnax
cosfsind [l — Rpp (v, R, n,d,0)]do.
/O [ 140 (4.20)

To get an idea of how the etalon fringes affect the final FPI fringe pattern let us
review some examples. In these examples the FPI isformed by two CaF, substrates of 1
mm thickness, and refractive index n,,, = 1.43 which are coated with a ZnS layer of 380
nm thickness, and refractive index n.; = n., = 2.25n,,=n_,=2.25. In our simulations
we neglect changes in the refractive index as a function of the frequency (cm™). These
mirrors have reflectivity R ~ 0.30 at 4.3 um.

4.4.1.1. Narrow gap FPI and SPRF.

In order to observe both effects, due to SPRF and to the f/#, we evaluated the
spectral FPI transmission fringe pattern for different cavity length (d) values. In the first
example we considered a narrow gap FPl with d =0 and d = 1.15 um, whose FPI
fringe patterns for different f/# were calculated using equation (4.20) and the results
are shown in (Figure 4.15). Here, when d = 0 cm there are two sets of SPRFs one is due
to the CaF, substrate and the other one is due to the ZnS layer. The SPRF due to the
CaF, have a FSR ~ 3.49cm™ and are the ‘oscillations observed over the main FPI
transmission curve (Figure 4.15a). The second set of SPRF which is due to the ZnS has
a FSR ~ 2923.97cm™. This long FSR is due to d = 0 cm and therefore the separation
between the ZnS layers is 0 cm, so ideally the two layers are joined together making a
layer of 2d.; thickness, consequently the FSR = 1/(2n.,2d.;) = 2923.97cm™ (Figure
4.15a). Moreover in this figure the FPI fringe patterns for the ideal collimated beam
(f/oc) do not present SPRF; this is because we want to remark the changes in the
patterns due to the f number and the SPRF effects.
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Figure 4.15- FPI fringes for anarrow gap FPI considering the f/# and SPRF. @) d = 0 um, b)
d = 1.15um.

4.4.1.2. Medium gap FPI and SPRF.

As a second example let us analyse a FPI with cavity length of d = 10.7um whose
FPI transmission fringe pattern, counting the f/# effect and SPRF, is shown in figure
4.16. Here, SRPF looks like noisy oscillations over the principa FPI transmission
fringe. The contrast of the FPI fringes is less affected at 2000-3000 cm™ since the
reflectivity of the CaF,/ZnS mirrors is maximum at this region. As in previous section
the FPI fringe pattern for the collimated beam (f/oc) do not present SPRF (Figure
4.16). This to remark the changes in the fringe patterns due to the f number and the
SPRF effects. In figure 4.17 a measured FTIR background spectrum it is shown; the
scan was taken using a 0.5cm ! resolution. The background spectrum shows the energy
measured by the FTIR; the FTIR’sf number it isaround //7. From these figures we can
say that the f/# effect and the SPRF do not affect dramatically the FPI fringe pattern
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when narrow gaps are used. In figure 4.17 the simulated transmission pattern was
normalized to one. The measured spectrum represents the FTIR background spectrum
which means that it is normalized, and here we need to consider that the light source
and the FPI reflectivity are changing with frequency. Here to compare with the
simulated spectrum we can measure the FPI fringe contrast, which is basically the ratio
between the peak of the fringe and the valley of the fringe. By carrying out this

operation we can get that the measured FPI fringes contrast is very close to the
simulated fringes contrast.

Figure 4.16- FPI fringes for a cavity length d = 10um counting the f/# and SPRF.
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Figure 4.17- Simulated and measured FPI fringe patterns pondering the f/#, SPRF and d = 10um. a)

mulation results, b) Measured FTIR background spectrum with aresolution of 0.5 cm™. (Arbitrary

units).
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4.4.1.3. Wide gap FPI and SPRF

As third example, let us review the case of a FPI with a cavity length d ~ 0.05cm,
which is of relevance for the CH,4 sensor. The simulated FPI fringes taking into account
the f/# effect, SPRF and its cavity length are shown in figure 4.18. Here it is seen that
for some combinations of substrate thickness, substrate refractive index, cavity length
and the f/# the SPRF effect on the FPI fringe pattern can be very strong, seriously
reducing the fringe contrast. For instance in figure 4.19 a couple of FTIR background
measurements for a FPI with cavity length d = 0.045 cm are is shown, the SPRF effect

it is seen better on the FTIR scan with higher resolution.

Figure 4.18- Simulated FPI fringe pattern considering d = 0.05 cm SPRF and the f/#.

Ensrgy (arbitrary uits)
.

1 05 L
?5!.30 2400 2420 2440 2450 2480 2500 2380 400 2420 2440 2460 2480 2500
waverumibers (1im) wavenumbers | 1/cm)

Figure 4.19- FTIR measurements for a FPI with d = 0.045cm. a) Background FTIR scan with resolution

4 cm™; b) Background FTIR scan with resolution 2 cm'™.

Therefore, as a fourth example let us analyse the case of a FPI with cavity length

d =~ 0.28 cm, as would be utilised in a CO, sensor. The ssimulated FPI fringe pattern
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including the f/# effect (for f/7) and SPRF are shown in figure 4.20. In this plot we
observe big losses in transmission on the FPI fringes but furthermore that these fringes
are not equally separated, which represents a problem for gas sensors based on
correlation spectroscopy. A measured background FTIR scan with aresolution of 1 cm*
of a FPI with d = 0.28 cm is presented in figure 4.21. Here, the strong effect of the
etalon fringes on the FPI fringes is clearly observed, also the measurement is close to
the simulation, the small differences in the FPI fringes separation is due to small

variation in the cavity length.
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Figure 4.20- Simulated FPI fringe pattern pondering ad = 0.29cm, f/7 and the SPRF.
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Figure 4.21- FTIR background spectrum for a FPI with cavity length d = 0.29cm.
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4.4.2. Minimizing the SPRF effects

The SPRF can be reduced by several methods, one is by applying an antireflection
coating on the incident and exit side of the FPI mirrors. Another way is by selecting the
thickness of the substrates which can help to reduce the SPRF depending of the required
FSR of the FPI transmission fringes. A third solution to reduce the SPRF is by use

wedged mirrors.

The thickness of the mirrors can help to reduce the SPRF effect, for instance in the
examples presented in previous section we consider CaF, substrates of 1 mm thickness,
which leads to a FSR of the SPRF equal to FSR ~ 1/ (2 x 1.43 x 0.1) = 3.49cm™
which is amost 2 times the FSR of the main FPI fringe pattern. In figure 4.21 we
observe an aternation of FPI fringes 1 strongly affected and the next one less affected;
which can be explained by the fact that for every 2 FPI fringes there is 1 SPRF which
produce a sort of destructive interference. Hence it is possible to change the mirror’s
thicknessto try to reduce the effect of the SPRF.

For instance assuming two FPIs formed by two CaF,/ZnS mirrors but in one FPI the
CaF, substrates are 0.2 mm thickness while in the other substrates are 5mm thickness,
and for both FPIs the mirrors ZnS coating layers are 380 nm thickness. For this cases
the simulated FPI fringe pattern for the FPI with 0.2mm substrates it shown in figure
4.22, while the FPI fringe pattern for the 5mm substrates is shown in figure 4.23. In
both cases the strong SPRF effects are reduced in comparison with the FPI fringe
pattern obtained when substrates of 1mm are used (Figure 4.20). Moreover, in the case
of the 0.2 mm thickness CaF, mirror wide SPRF are observed which have a
FSR = 17.48cm™. In this case SPRF fringes are not strongly affected by the f/# since
the thickness of the substrate is very thin so it behaves as a narrow gap FPI. Now in the
case of the 5 mm thickness CaF, substrate the SPRF are reduced even more, here the
SPRF are affected by the f/# since the CaF, substrate behaves as a FPI with very wide
gap, therefore in this case the f/# effect helps to destroy the CAF, SPRF. It makes

necessary a careful selection of the thickness to reduce the SPRF effects.
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Figure 4.22- Simulated FPI fringes; d = 0.28cm, CaF, substrates 0.2 mm thickness.

Figure 4.23- Simulated FPI fringes; d = 0.28cm, CaF, substrates 5 mm thickness.

As in some practical cases thick mirrors are not a good solution other methods to

reduce the SPRF must be analysed. Another relatively ssmple method is by coating one
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side of the FPI mirrors with an antireflection coatings (AR) as shown in figure 4.24
where z3 and z4 are the AR layers. Here the final FPI fringe pattern can be calculated
using equation (4.20) as in the previous examples just that here we need to add two
more thin layers (AR).

FPI mirrors

d23 dzf dZZ\ dZ4
H H H H

6
/7'“7"7”

m m

Figure 4.24- FPI with flat and parallel mirrors with AR coatings.

Therefore in order to check how the AR coatings can help to reduce the SPRF we
calculated the final FPI fringe pattern considering CaF,/ZnS mirrors with AR coatings.
The mirrors of the FPI are the same as in previous example, so we have 1 mm thickness
CaF, substrates coated in one side with ZnS and in the other side with AR. Hence, for
instance, we select Cryolite (NagAlFg) as the AR layer as it has a low refractive index,
n.3 = n.4 = 1.35 and the thickness of these layers is given by ¢/ (4n.3), for the CO;
sensor \g = 4.3um. Here, the final FPI fringe pattern including the //#, SPRF and the
AR coatings it is shown in figure 4.25. It is seen that the cryolite AR coatings help to
reduce the SPRF and here a more uniform spectral FPI fringe pattern is produced.
Moreover, to reduce even more the SPRF we can use thick mirrors coated with AR
coatings as shown in figure 4.26 where the FPI fringe pattern is improved, here 5 mm
CaF, substrates were considered. The correct choice of the AR coating and even the

thickness of the FPI mirrors will depend directly on the FPI mirrors substrate material.
Finally, the SPRF can be reduced as well by deliberately fabricating wedged FPI

mirrors. Mansfield and Rutt 2002 [5] give a simple formula to select the wedge angle to

reduce the number of etalon fringes on the substrate; this formula depends on the
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refractive index of the substrate material and the clear aperture, in the next chapter we
will discuss this with more detail.

Figure 4.25- Simulated FPI fringe pattern for d = 0.28cm, Cal, substrates 1mm thickness with AR
Cryolite layers.

Figure 4.26- Simulated FPI fringe pattern for d = 0.28cm, CaF, substrates 2mm thickness, with AR
Cryolite layers.
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4.5. Conclusions

In this section the effect on the FPI transmission pattern when it is illuminated with a
converging beam was reviewed. It is found that for narrow cavity lengths the f number
effect is not important. For FPI with medium gap this effect can represent a problem for
some combinations of cavity length, f number (especialy low f/#) and reference
wavelength. However it is shown that for a FPlI with wide gap this effect is realy
important and must be carefully pondered to correctly calculate the FPI transmission
fringe pattern. We also reviewed the effect of the ‘ spurious parasitic reflection fringes
(SPRF) which occurs within the FPI mirrors substrates. Moreover it was shown that this
can be an issue especialy for FPIs with wide gaps. Finally we present some options to
reduce the SPRF, the best option will depend on the application. For instance a thicker
substrate can be a solution in some cases however in some applications thisis unreliable
as in MEMS integration where the best solution may be antireflection coatings. Based
on al this information we can conclude that the SPRF, the f/# effect, the reference
wavelength and the cavity length should be carefully taken into account to correctly
calculate the performance of a gas sensor based on spectroscopy correlation using a FPI

with long cavity length.
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