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A B S T R A C T

During the final metres of the powered descent of Apollo 11, astronauts Neil Armstrong and Buzz Aldrin lost
sight of the lunar surface. As the retro-rockets fired towards the lunar dust – or regolith – to decelerate the
spacecraft, soil erosion occurred and the blowing dust led to severe visual obstruction. After a successful
landing, the presence of dust continued to impact the mission with adverse effects including respiratory
problems and difficulty in performing tasks due to clogging of mechanisms, amongst others. As these effects
were observed in subsequent missions, the ‘‘dust problem’’ was identified as one of the main challenges of
extra-terrestrial surface exploration. In this work, the focus is placed on dust dispersal, which arises from
the interaction between a rocket exhaust flow – or plume – and the planetary surface. Termed plume-surface
interactions (PSI), this field of study encompasses the complex phenomena caused by the erosion and lofting
of regolith particles. These particles, which are ejected at high-speeds, can lead to damage to the spacecraft
hardware or a reduction in functionality. Moreover, plumes redirected back towards the landers can induce
destabilising loads prior to touch-down, risking the safety of the landing. To achieve a sustained presence
on the Moon, as planned by NASA’s Artemis programme, it is essential that PSI are well understood and
mitigating measures are put in place, particularly if spacecraft are to land in the vicinity of lunar habitats.
Although experimental work began in the 1960s and mission PSI were first recorded in 1969, a fundamental
understanding of this phenomena has not yet been achieved. In this paper, a compendium of experimental
PSI is presented, identifying the main challenges associated with the design of tests, stating important lessons
learnt and the shortcomings of available experimental data and findings. Lastly, recommendations for future
experimental work are presented.
1. Introduction

When a spacecraft approaches its target extra-terrestrial body, it
enters a very short but extremely challenging mission phase: entry,
descent and landing (EDL). To ensure the success and safety of a
mission, a safe soft landing is required, in which the spacecraft is fully
decelerated before touch-down. During entry and descent, aerodynamic
decelerators are used: rigid aeroshells, which transform the spacecraft’s
kinetic energy into thermal energy, and supersonic parachutes [1]. To
complete the descent and landing, parachutes alone are not sufficient,
as low density atmospheres limit their effectiveness. To overcome this,
supersonic retro-propulsive rockets are fired in the opposite direction
of travel, decelerating the vehicle to speeds of the order of a few
metres per second. In atmosphereless bodies, retro-propulsion is the
only method by which spacecraft can be decelerated [2]. When the
plumes from these retro-rockets impinge on the planetary surface, they
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give rise to a complex phenomena termed plume-surface interactions
(PSI) - a multi-physics, multi-variable problem involving rarefaction
of gas flow and gas-granular interactions. As exhaust gases reach the
regolith bed, the surface is eroded and particles are ejected at very
high speeds, which can obstruct visibility and damage spacecraft hard-
ware. This was observed in the sandblasted returned samples of the
Surveyor 3 [3], where pitting and cracking were present [4]. It was
predicated that the damage to the spacecraft would have been orders
of magnitudes greater, had it not been shielded by a crater and instead
been exposed directly to the spray of ejecta caused by the landing of
the Lunar Module [4] or by its earlier flyby [5]. It was also estimated
that the redirection of plumes, or ‘‘fountain flow’’, during the Sur-
veyor’s landing was responsible for the camera sandblasting damage,
and for part of the dust residue found in the samples returned to
Earth [6].
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Fig. 1. Dust related problems chart from [8].

Many other dust-related problems were identified during the first
Apollo missions, presented in Fig. 1. Dust coating on the astronauts
suits and equipment lead to seal failures, clogging of mechanisms
and thermal control issues [7]. Moreover, the presence of lofted dust
introduced instrument errors, such as the false readings of the velocity
trackers of Apollo 12. Lastly, astronauts experienced irritation of the
respiratory tract due to the inhalation of dust, suggesting that further
work by toxicologists and physicians was required to determine health
risk related to dust exposure.

With planned missions expected to carry heavier payloads than ever
before, such as the Starship’s 150 tonne payload [9], and considering
the estimation that PSI effects will scale up with spacecraft mass [6],
there is growing concern about the risks posed to spacecraft robustness
and crew safety by plume-surface interactions. It is expected that the
negative effects of PSI will be present in all missions involving landing
on celestial bodies, from large manned missions to planetary probes.
This was evidenced by the landing footage of the Mars 2020 Persever-
ance Rover: during the skycrane manoeuvre, although the descent stage
remained hovering at an altitude of 20 m, the lofted dust caused by the
impingement of retro-rocket plumes obstructed the onboard cameras
before touch-down, as seen in Fig. 2.

In this review paper, the problem of PSI is introduced, with a
description of the main plume flow structures, the environmental condi-
tions and planetary surface materials, the transitional regime in which
plume flows rarefy, and the parameter space of PSI. A chronological
literature review of experimental work is carried out, highlighting
the main findings of each campaign, and collating the test matrices
and measured variables in comparative tables. The five main erosion
mechanisms identified are described, along with the scalable relation-
ships developed to date and general observations from past tests. The
challenges associated with experimental PSI are presented, and an eval-
uation of available diagnostic techniques and experimental procedures
is carried out. Lastly, conclusions from the available work are drawn,
identifying current gaps in the literature, and making suggestions for
future work.

2. Physical conditions and variables of PSI

PSI is the umbrella term for all phenomena resulting from plume
impingement on planetary surfaces. However, different regions sur-
rounding the spacecraft are dominated by different physics, and hence
should be considered in isolation to understand the problem as a
whole. In this section, the PSI physical problem is divided into: (i)
near-field flow physics (where the plume remains a continuum fluid),
(ii) the environmental conditions and planetary surface materials (and
their effect on plume behaviour and erosion), and (iii) the transitional
regime (in which plume begins the process of rarefaction). Lastly, the
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main variables involved are described, defining the parameter space of
PSI.

2.1. Near-field flow physics

In the immediate vicinity of the retro-propulsive rockets of landers,
the supersonic exiting flow has a Reynolds number of the order of
105 and a Knudsen number ≪1, allowing the flow to be considered
as a continuum [10,11]. Although for optimal efficiency the rockets’
exit flow pressure 𝑃𝑒 should coincide with the ambient pressure 𝑃𝑎𝑡𝑚,
this is rarely the case, and instead, flows are either over-expanded (if
𝑃𝑒 < 𝑃𝑎𝑡𝑚), under-expanded (if 𝑃𝑒 > 𝑃𝑎𝑡𝑚), or highly under-expanded
(if 𝑃𝑒 ≫ 𝑃𝑎𝑡𝑚). This mismatch in pressure gives rise to a series of
compression and expansion waves that preserve the pressure across the
resulting free boundary [12], also termed free jet or jet shock wave.
Mixing with the surrounding air (from the environment) continues
outside this boundary, in a region termed shear layer [13]. Lastly, the
limit of the region where flow affects its environment is termed the jet
boundary [14], indicated in Fig. 3.

2.1.1. Over and under-expanded flows
At the nozzle exit of over-expanded jets (Fig. 3(a)), oblique shock

waves are formed, which increase the pressure of the flow. Due to
the intersection of these shock waves, horizontal flow travels across
two sets of pressure rises, which causes the flow pressure to exceed
ambient pressure. To compensate, the oblique shock waves are re-
flected as Prandtl-Meyer expansion waves. However, these may cause
the flow pressure to decrease below ambient pressure, requiring the
expansion waves to be reflected as compression waves. This alternating
pattern is repeated until a perfect match between flow pressure and
ambient pressure is achieved. On the other hand, in under-expanded
flows (Fig. 3(b)), the flow structure begins with expansion waves and
follows the same pattern described, with alternating expansion and
compression Prandtl-Meyer waves.

2.1.2. Highly under-expanded flows
If the flow exit pressure is between 4 and 7 times that of the

surrounding environment (4 < 𝑃𝑒∕𝑃𝑎𝑡𝑚 < 7), flows are considered to be
highly under-expanded [13]. Under this condition, a slightly different
structure is formed, termed barrel structure, shown in Fig. 4(a). In
this figure, the compression and expansion waves are not indicated
to avoid redundancy, but it is precisely the coalesced compression
waves that cause its particular shape. Upon coalescence, these waves
cannot undergo regular reflection, and instead, Mach reflection occurs.
This leads to a Mach disc to appear perpendicularly to the flow direc-
tion and hence form a normal shock [14], as seen in the Schlieren
image in Fig. 4(b). As with over and under-expanded jet flows, the
structure is repeated until the ambient pressure is matched, which
can be observed in the same Schlieren image, which displays a barrel
structure with more than one cell. However, if 𝑃𝑒∕𝑃𝑎𝑡𝑚 ≫ 7, the flow
is considered to be very highly under-expanded and a unique barrel
structure will be present [14], in which the Mach disc becomes a bow
shock. In PSI occurring during lunar landings, the flow will always
be highly under-expanded due to the surrounding vacuum, and will
present the structures shown in Fig. 4(c). In this context, two additional
structures will be present: a recirculation zone and a wall jet. The
recirculation zone is found downstream of the bow shock and above
the impingement zone, while the wall jet develops radially outside
the impingement zone, due to the re-direction of the flow by the
surface [16].

2.2. Environmental conditions and surface materials

The environmental conditions in celestial bodies are substantially
different to those found on Earth’s troposphere, and vary significantly
across planets and other bodies (see Table 1). The Moon, with a surface
gravity of 1.62 m/s2 and a very thin atmosphere [20], is considered to
be in near-vacuum, while Mars, with a surface gravity of 3.71 m/s2
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Fig. 2. Footage from the Mars 2020 Perseverance Rover skycrane manoeuvre.
Credits: NASA.
Fig. 3. Jet flow structures adapted from [14,15].
Fig. 4. Schematics and experimental image containing elements found in highly under-expanded jets [13,17–19].
and average ambient pressures between 400 and 870 Pa [21], has a
more substantive atmosphere. As discussed in the previous section,
depending on the surrounding environment, the plume structure will
vary, which will have an effect on the erosion of the planetary surface.
In Lunar landings, the retro-rocket plumes will be under-expanded as
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the surrounding pressure tends to zero, while in Martian conditions,
jet flows can be both over and under-expanded. In addition to erosion
characteristics, ejecta speeds and trajectories will also be dependent on
gravitational forces and drag forces, where the latter is a function of
surrounding density.
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Table 1
Approximate values of terrestrial, Lunar and Martian parameters [20,21].

Gravity (m/s2) Pressure at surface (Pa)

Earth 9.81 (1𝑔) 101 300
Moon 1.62 (0.17𝑔) ∼0
Mars 3.71 (0.38𝑔) 636

Erosion mechanisms (presented in Section 4), will also vary with the
properties of the planetary surface materials: particle size and particle
size distribution will determine the cohesion of the soil, and hence
its permeability, bearing capacity, and shear strength among others.
Crater formation will depend on the friction of materials, with highly
frictional materials resulting in steeper craters [22]. The unconsoli-
dated upper layer of a planetary surface is termed regolith, and can
vary in particle size distribution and mineral composition within the
same planetary body. On the Moon, its two distinct regions contain
different predominant materials: Lunar highland regolith, found in the
heavily cratered and mountainous areas [23], is mainly composed of
anorthosite and glass-rich basalt, while mare regolith, found in flatter
regions, also contains a high proportion of pyroxene [24]. Moreover,
Lunar regolith ranges from ultra fine particles (<1 μm), referred to as
the Lunar dust, to larger unconsolidated rocks [25]. An understanding
of the properties of regolith is essential in the context of particle
entrainment arising from plume-surface interactions, but also in the
design of astronaut protection equipment and spacecraft mechanisms.
Much less information is available on Martian regolith, as the first two
samples collected by the Perseverance rover are still to be returned to
Earth, with current information being limited to in situ microscopic
observations and wheel dynamics.

2.3. Transitional regime

Establishing the boundaries in which the plumes can be assumed
to behave in a continuum manner will depend on the environmen-
tal conditions. On Mars, as the nozzle exit flow travels away from
the thrusters, the surrounding atmosphere (and hence density) will
collimate the plumes [26], making the flow parallel to the nozzle’s
centre line. This is due to the surface pressure resulting in an en-
vironmental Knudsen number ≪0.1 and hence allowing the flow to
be considered a continuum throughout its journey to the surface. On
the other hand, the surrounding near-vacuum found on the Moon will
cause the plumes to expand rapidly and transition into free-molecular
flow regimes [27]. Identifying the transitional regime, including its
location and characteristics, presents significant challenges in achieving
high-fidelity numerical models of this phenomenon. While numerical
modelling is crucial for PSI analysis, its intricacies justify a separate
investigation, and therefore, it has been omitted from this review.

2.4. Parameter space

In addition to its multi-physics nature, PSI is a multi-variable prob-
lem with a prohibitively large parameter space. The variables can be
divided into plume-related, environmental, and surface-related param-
eters. Firstly, plume-related variables consist of exit flow pressure,
temperature, and Mach number, 𝑃𝑒, 𝑇𝑒, and 𝑀𝑒, respectively, mass flow
rate 𝑚̇, nozzle exit diameter 𝑑𝑒, impingement height ℎ, and chemical
composition of the exhaust flow. Secondly, environmental variables
include atmospheric pressure and density, 𝑃𝑎𝑡𝑚 and 𝜌𝑎𝑡𝑚, respectively,
gravitational acceleration 𝑔, and surrounding gas composition. Lastly,
surface variables include particle size 𝑑, particle size distribution, co-
hesion, internal structure, and chemical, mechanical and electrostatic
properties. A combination of all these variables will result in a sur-
face erosion characterised by its volume and rate, 𝑉 and 𝑉̇ , and the
ejection of particles with a given speed and ejection angle, 𝑣 and 𝛼𝑒,
respectively, and particle concentration.
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3. Prior experimental research

A chronological review of past experimental campaigns is presented
next. This is divided into early work, beginning in the 1960s and
relating to Apollo and Viking missions; and recent efforts, beginning
in the 2000s fuelled by a renewed interest in Lunar and Martian
exploration.

3.1. Early work

The Apollo programme began in 1961 with the objective of de-
veloping the technologies that would allow mankind to land on the
Moon and return safely to Earth. As part of the programme, a range
of experiments were carried out during the 1960s and 1970s to test
materials, components, and propulsion systems, which included the
study of PSI. Leonard Roberts first investigated jet gas interactions with
a granular medium in 1963 [28,29], defining semi-empirical viscous
erosion and dust transport models based on shear stresses. Shortly after,
experiments in vacuum conditions, carried out by Land, Clark and
Scholl [30,31] at NASA’s Langley Research Center (shown in Fig. 5)
studied soil erosion and crater formation upon jet impingement at
different heights.

Fig. 5. PSI apparatus in the Langley Research Center vacuum chamber in 1966 [31].

X-rays were used to measure erosion crater profiles, which showed
that both descent speed and the cohesive nature of the surface had
an effect on crater size. Moreover, a range of particles were used,
which allowed the dependency between particle size and erosion to
be identified. These experiments concluded that higher descent speeds
minimised the size of craters and that cohesive particles eroded less
than non-cohesive particles. Light attenuation was also measured to
qualitatively estimate obstruction in visibility resulting from lofted
particles. Work by Clark [32] also included the testing of model Lunar
landers to predict heating rates and induced pressures from surface-
reflected exhaust gases. Normal impingement pressure and surface
heating were found to be inversely proportional to rocket altitude,
reaching a maximum at a certain altitude and radial location, as shown
in Fig. 6. This behaviour was expected to be caused by shock-structure
disturbances within the nozzle [32,33].

Studies were also carried out in ambient conditions by Alexander
et al. [34], in which pressurised cold and hot gases were fired from
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Fig. 6. Effect of rocket altitude on flat-surface pressure and heating [32].
different impingement heights, both stationary and with vertical ve-
locities. This experimental campaign consisted of three separate tests:
erosion characterisation from plume impingement in soil, pressure
distribution measurements on flat and concave surfaces, and soil test
analyses following hot firings. In these tests, a new erosion mechanism
was discovered: explosive failure cratering, which occurred when the
soil’s material yield strength was exceeded by the pressure of the
impingement jet, a process that could not be captured by Robert’s
viscous erosion model.

During the test firings of the Surveyor vernier engine in 1966
by Scott and Ko [35], it was observed that after engine shutdown,
an annular crater formed in addition to the central crater previously
seen in plume-surface interactions tests. It was hypothesised that this
annular ring had not been caused by the entrainment of particles,
but instead, the soil could have been removed by gas pressure in the
pores of the soil. Consequently, through-depth pressure distributions
were investigated, and a numerical analysis of axially symmetric flow
with the boundary conditions of the Surveyor vernier engine was
developed. Unlike Roberts’ model, the granular surface was considered
a porous permeable medium and Darcy’s Law was applied to estimate
transient flow transport into the surface. Their experiments unmasked
another erosion mechanism previously unknown: diffused gas eruption.
Therefore, it was concluded that the interaction of the plume with
the granular medium could result in three separate erosion processes:
transport of particles by the shear stress induced by gas flow (vis-
cous erosion), rapid cratering by exceeding the soil’s bearing capacity
(termed bearing capacity failure, previously known as explosive failure
cratering), and soil movement by upwards flow in an annular ring
during firing or a central eruption after engine shut-off (diffused gas
eruption).

In 1969, Mason et al. [36] performed vacuum experiments that
estimated the Lunar Lander’s crater depth and diameter, as well as
establishing that the eroded volume was proportional to thrust and
inversely proportional to the square root of the impingement height.
Data from an in-situ experiment by Surveyor 5 [37] was also used to
estimate erosion effects of the Lunar Module descent engine. However,
a few years later, Scott [38] predicted a much higher erosion volume,
based on the estimated number of particles required to cause the sand-
blasting observed in Surveyor 3. In a similar manner, an inconsistency
was identified by noting that the Apollo videos showed dust streak
angle variations with time as the lander approached the surface [39],
while the ejection angle was first assumed by Roberts to be independent
of thrust level. It was evident, therefore, that neither erosion or ejecta
896 
Fig. 7. Full-scale 18 nozzle configuration by Romine et al. in 1973 [41].

mechanisms had been properly understood prior to the landing of
Apollo 11.

In preparation for the Viking missions, contemporary experiments
focused on PSI arising in Martian landings. The effect of canting the
three retro-propulsive rockets of the Viking lander was investigated by
Clark et al. in 1970 [40], which concluded that this adjustment could
achieve a reduction in ground erosion. Romine et al. [41] carried out an
experimental and analytical investigation of rocket impingement in two
phases: plume impingement pressure tests (Phase IA) and site alteration
tests (Phase II). Their report suggested that the main bell nozzle of the
lander be replaced by 18 small nozzles (shown in Fig. 7), such that
the disturbance on the landing site was reduced to an acceptable risk
level. Visual data taken during Viking landings confirmed the presence
of erosion, both due to the obscuration of cameras attributed to dust
cloud formation, as well as visible craters present after touchdown.
Four Martian surface materials were observed: drift, blocky, crusty to
cloddy, and rocks, and their respective predominant erosion processes
were suggested [42,43].

3.2. Recent efforts

After the successful landings of the Apollo 17 and the Viking 1
& 2 missions in 1976, the programmes stopped as the focus shifted
to Low-Earth Orbit missions, such as the International Space Station,
commissioned in 1984. As a result, there is a gap in literature from the
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Fig. 8. Early PSI bisected experiments by Donahue et al. in 2005 [48] showing
cratering development upon jet impingement.

1980s to the early 2000s, when PSI studies re-started in preparation for
NASA’s future missions to the Moon and Mars. In 2004, Philip Metzger
emphasised the importance of studying gas-regolith interactions, draw-
ing attention to landing consequences which were presented in studies
dating from 1972 [44,45], such as the burial of the Viking footpad in
Martian soil. He expressed the need to understand the physics involved
in this complex phenomena, as cratering considerations would become
drivers in spacecraft design and mission architecture [46].

This marked the beginning of a new era of erosion and cratering
studies. Haehnel et al. [47] and Donahue et al. [48] carried out bisected
jet half-plane cratering experiments (shown in Fig. 8) to develop growth
rate scaling laws. It was found that although crater formation processes
varied with thrust intensity, crater depth always increased logarithmi-
cally with time. A scaling law was defined to include physical constants,
extending the equation which was first defined by Rajarantnam in
1982 [49]. Haehnel et al. [50] also extended Rajarantnam’s equations
to account for soil permeability and observed the dependence of crater
shape on particle size.

Metzger continued the research and was the principal investiga-
tor during the following decade. From 2008 to 2010, small scale
jet-induced erosion experiments were performed under atmospheric
conditions using a range of gases, particle sizes, impingement heights,
and exit velocities. In these experiments, behaviours were observed
which contradicted Alexander’s predictions [34], as a cutaway view of
sand layers revealed upwards-pulled sand at the crater axis, as opposed
to the expected downwards-bent layers [3]. To explain this, tests were
repeated in a bisected manner for two speed regimes: the low velocity
regime used high resolution videography and an automatic algorithm
to extract crater shape and volume, whilst the high speed regime
used high speed videography to qualitatively analyse particle move-
ment [51]. It was observed that material was neither pushed down nor
removed upwards as it was first thought, but instead, particles moved
tangentially around the cavity, causing the coloured layers to deform
upwardly. Hence, a new erosion mechanism was identified: diffusion-
driven flow. It was also concluded that the rate of crater formation
depended not only on soil ejection, but also on soil recirculation,
which could be categorised into aerial, rolling, or deposit circulation.
Next, tests with sieved quartz sand particles, and experiments in flying
parabolic trajectories were carried out to adjust crater depth scaling
laws in terms of particle size and reduced gravity, respectively [52].
Lastly, a material damage model was developed to predict the divots
which could appear in the surfaces of hardware due to impacting
particles, and an estimate for hardware damage as a function of landing
site proximity was developed [53]. A summary of the aforementioned
studies and their main findings has been compiled in [54].

Immer and Metzger [55] also performed three additional small
experiments: the Handheld Observation of Scour Holes (HOOSH) and
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Handheld Angle of Repose Measurements of Lunar Simulants (HARM-
LuS), to investigate the effect of reduced gravity on crater formation
and on the angle of failure of materials, respectively, and the Mars Ar-
chitecture Team study (MATS), to explore the effects of compaction on
the granular mechanics of crater development. HOOSH used a bisected
setup and the post-processing of recorded videos to estimate crater
depth, width and volume as a function of time. In a similar manner,
HARMLuS used videography to record the angle of failure of different
materials upon the rotation of cells containing previously levelled
materials. MATS used high-speed videography to monitor craters upon
supersonic rocket plume impingement on compacted and uncompacted
JSC Mars-1A soil. A range of phenomena were observed in these
studies, such as the increase in angle of failure with compaction and
with decreasing gravitational acceleration. It was also concluded that
the asymptotic crater depth was mainly dependent on firing duration,
and on compaction to a lesser extent.

During the early 2000s, researchers of different fields contributed
to the Human Exploration of Mars Design Reference Architecture docu-
ment [56], a NASA report aimed at providing a vision and a common
framework for future Mars exploration. This compendium included
a chapter on landing plume effects, presenting experimental findings
such as crater formation stages (deep cratering, broadening and col-
lapse), and the risks associated with these, such as the tilting of space-
craft upon landing. Plume simulations were used to obtain blast zone
predictions including impact velocity, momentum and energy as a
function of particle size and distance. Lastly, a discussion on mitigation
techniques such as shielding of landers and preparation of landing site
were presented.

In 2014, Clark et al. [22] also studied sub-surface crater formation
through a quasi-two-dimensional setup, which varied slightly from the
three-dimensional half-space setup by Metzger, as the plumes in their
experiments were not bisected. Lunar and Martian regolith simulants
were used, and it was observed that horizontal symmetry breaking in-
stabilities occurred in the Martian simulant test cases. It was suggested
that in narrower craters (those occurring in highly frictional particle
beds), debris exiting one side of the crater could be deposited in the
opposite side, leading to uneven erosion. Then, a pitchfork bifurcation
would occur, causing spontaneous breaks in the logarithmic crater
growth with time. It was concluded that these instabilities would be
of particular concern during spacecraft landings, as they could lead
to a catastrophic loss of lander stability. In later work by Vessaire
et al. [57], instabilities in crater formation were also attributed to
oscillations in the plumes. Although their experiments used water jets,
it was predicted that the coupling observed between the fluid and
the surface particles would be present in many applications, including
retro-rocket impingement.

In 2015, LaMarche et al. [58] investigated the effect of particle
shape on crater formation in half-plane bevelled PSI experiments. It
was found that non-spherical particles reduced crater width and volume
but increased crater depth. Moreover, particle shape was observed to
have a much more significant effect during the formation of the outer
crater than during the initial inner crater formation. Their work also
extended the asymptotic crater scaling relationship originally defined
by Rajaratnam and Beltaos [59] to incorporate a shape factor.

In addition to these experiments, footage from the Apollo landings
was studied to estimate mass erosion parameters. In 2008, Immer
et al. [39] used photogrammetry to calculate dust ejection angle and
lofted particle density from Lunar landing videos. Metzger et al. [54]
calculated the optical density of the dust sheet and described in detail
the phenomena observed during the landings, comparing these to field
tests performed in the tephra of Mauna Kea [60]. The similarities found
between the volcanic erosion tests and lunar landing videos allowed
the available lunar data to be further interpreted. It was observed that
only the finest dust particles (<10 μm) reflected light with enough
brightness to be recorded, and considering the particle size distribution
of lunar soil, this meant that about 90% of the mass of the soil was not
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Fig. 9. Sub-scale Phoenix rocket motor setup at NASA Ames Research Centre’s
Planetary Aerolian Laboratory by Mehta et al. in 2011 [67].

visible in the recorded videos, even though the soil had been blowing
in line-of-sight of the camera. Lastly, in 2015, Lane and Metzger [61]
applied optical extinction measurements to estimate Apollo Lunar dust
transport, following a methodology for rainfall intensity measurements
used by the US Weather Service. An erosion rate scaling was defined
to be proportional to the average shear stress to the power of 2.52,
but this was later deemed incorrect due to the averaging methods used
(personal communication by Metzger to the authors of this review).
The relationship contradicted later results, and a new hypothesis was
presented in more recent work [62,63].

As in the 1970s, PSI were also studied for Martian environmental
conditions, a research effort lead by Manish Mehta during the early
2000s. In 2007, the first experiment focusing on supersonic pulsed
rocket plume impingement took place [64], in which a half-scale model
of the Phoenix thruster was fired into a plate with pressure sensors and
into a soil bed (shown in Fig. 9). In their scaled model, the expansion
ratio and the hypersonic similarity parameter were matched through
a combination of thruster chamber pressure, pulse width, thrust, and
motor frequency. Shadowgraph imaging was used for flow visualisation
and, in combination with CFD simulations, flow structures were anal-
ysed. This resulted in the discovery of plate shock phenomenon, which
would be further investigated during the following years (see [65]
or the second chapter of Mehta’s thesis, published in 2013 [17]).
During his doctorate, he also discovered a fifth erosion mechanism:
diffusive gas explosive erosion, arising from the use of pulsating jets
and the induced shock waves. Lastly, he carried out experimental and
numerical analyses that allowed the risks of the Phoenix and Mars
Science Laboratory missions’ landings to be assessed (presented in the
third chapter of his thesis, [10,66,67]).

An insight into PSI in Martian landings was also achieved through
the study of the Mars Science Laboratory descent footage by Vizcaino
and Mehta in 2015 [68]. Through stereoscopic depth mapping, surface
topography and features of the landing site were recreated. The four
scour marks left on the surface by the lander’s plumes were charac-
terised in terms of crater geometry, eroded volume, and erosion rates,
which were found to be in agreement with Mehta’s prior ground tests.

In 2016, Metzger re-visited his work on atmospheric erosion scaling
laws and performed experiments under Lunar environmental condi-
tions [69]. In an attempt to incorporate the effect of rarefaction on
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Fig. 10. Crater shape 𝑝(𝑟) as a function of radial distance measured by Badr et al. [70].

Fig. 11. Top-down view of a 50 ms pulse steel bead experiment in microgravity by
Chambers et al. in 2020 [26].

Fig. 12. Side view of a 100 ms pulse steel bead experiment in microgravity by
Chambers et al. in 2020 [26].

erosion, bisected tests at a range of Knudsen numbers were performed,
from which it was concluded that the previously found scaling laws
for continuum flow could not be used for rarefied flow and hence
further tests were required to establish complete scaling relationships
for Knudsen number variations. That same year, Badr et al. [70] studied
the erosion resulting from a turbulent jet in atmospheric conditions as
a function of Froude number. Using a profilometer, the crater shapes
were measured and classified into two categories: parabolic (type I),
and inner parabolic and outer conical (type II), shown in Fig. 10.

From 2016 to 2020, Chambers [26] investigated plume-surface
interactions under vacuum microgravity, both computationally and
experimentally. Firstly, gas diffusion in a regolith medium was mod-
elled according to Darcy’s Law in order to explore its role on regolith
instability (see [71] or the second chapter in [26]). Secondly, a Gas
Regolith Interaction Testbed (GRIT) was designed, consisting of a small
vacuum chamber, a source of pressurised air, and a camera pair. The
apparatus was released from a drop tower, allowing microgravity to
be achieved and hence unmasking phenomena not present under 1𝑔.
Four different materials were tested (steel, glass, sand and CI Orgueil
simulant), which proved that grain size, and hence permeability, had a
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major effect on the predominant erosion process: larger grain sizes re-
sulted in primarily diffusion-driven flow, whilst smaller grains induced
mainly viscous shear erosion. Rough estimations of crater dimension
and eroded mass were calculated using the camera’s side and top-
down views (shown in Figs. 11 and 12), and ejecta velocities were
estimated using automated and manual particle tracking (see chapters 3
and 4 in [26]). His doctoral work concluded that increasing jetting time
increased ejecta volume and reducing impingement height increased
ejecta angle and eroded mass. Lastly, two new insights into erosion
processes were uncovered: off-centre lofting and on-centre re-eruption,
the latter being considered a single pulse case of diffusive gas explosive
eruption.

Guleria et al. [72] performed half-plane subsonic atmospheric ex-
periments with mono and poly-disperse glass beads to evaluate their
impact on crater formation. They extended the classification first de-
fined by Badr et al. into five crater shapes: saucer, parabolic, U-shape,
parabolic with an intermediate region, and conical slants with a curved
bottom. Each of these categories were observed in the experiments
involving a mono-disperse particle bed, whilst for poly-disperse par-
ticles, only the first three shapes were present. They also observed
a dependency between crater size and mass flow rate, and a linear
increase of steady-state crater depth with mass flow rate.

In 2021, Masten Space Systems and the University of Central Florida
investigated plume cratering effects through microgravity experiments,
as first developed by Chambers, and ground tests [73]. Firing of hot
plumes in terrestrial conditions allowed crater depth and diameter
equations to be empirically defined, which were dependent on mass
flow, impingement height and chamber pressure. Processes such as
impact splash, slumping, or upward wave flow were also qualita-
tively discussed. Moreover, during the flight tests of Astrobotic’s Xodiac
rocket, the size and speeds of ejected particles were measured using
the Ejecta Sheet Tracking, Opacity, and Regolith Maturity (STORM)
instrument. Its configuration consisted of lasers and cameras which ex-
tracted cratering information from the transmitted and back-scattered
light from the ejecta [74]. The same year, Metzger and Mantovani [75]
estimated the damage that a spacecraft in the Lunar Orbital Gateway
and Low Lunar Orbit would experience if impacted by regolith particles
lofted by a lunar lander. In their damage model, they used erosion rate
data from Rajaratnam and Mazurek [76] and work by the previous
authors on erosion models and ejecta trajectories estimation [52,61].
It was concluded that further work was required to accurately predict
damage potential, due to the gaps in knowledge in the predominant
erosion physics.

Microgravity experiments were also performed by Baba et al. [77] at
JAXA. A small scale-vacuum chamber was released from a drop tower,
and the scattered sand grains upon the impingement of compressed air
were visually studied. Although quantitative measurements were not
recorded, the sand visualisation was used to validate simulation work.

NASA’s most recent work, the Physics Focused Ground Test (PFGT)
campaign, has been carried out under the PSI Project of the Game
Changing Development Programme. Consisting of subscale, inert gas,
bisected experiments, the campaign aims to study cratering and ejecta
physics under Lunar and Martian conditions (Test 1), and impingement
pressures and flow visualisation under Lunar conditions (Test 2) [78].
Qualitative results on crater profile growth were published in 2022 [79,
80], where a discussion on the effect of ambient pressure, mass flow
rate and soil internal friction on crater shape was presented. Shown in
Fig. 13, the observation of crater evolution with varying parameters
allowed conclusions to be drawn, such as that higher mass flow rate
resulted in craters with larger angles of repose. It was also observed
that at low pressures, craters were wider and shallower, as opposed to
the deep craters arising from the collimation of jets in higher ambient
pressures. Later work by Gorman et al. [81] included quantitative
analyses on erosion rates and scaling laws. A power-balance framework
was used to quantify the time evolution of plume-induced cratering,

and to define early-stage and late-stage erosion scaling laws.
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Also within NASA’s PSI project, Rodrigues et al. [82–84] investi-
gated the flow structures of under-expanded and over-expanded super-
sonic jets in vacuum using planar laser-induced fluorescence (PLIF),
while monitoring surface pressures. Significant differences in shock
structures were observed in test cases of varying impingement altitudes,
resulting in unexpected pressure distribution behaviours.

Thus far, most of the experimental work on PSI has focused on
understanding and quantifying crater growth, and, in order to do so,
bisected studies have been carried out, in which an external non-
physical boundary has been introduced. To the best of the authors’
knowledge, there are currently three research institutes developing
non-intrusive PSI diagnostic techniques: Auburn University and the
University of Illinois in the US, and the University of Glasgow in the
UK.

At Auburn University, Stubbs et al. [85] developed a stereo pho-
togrammetry system to obtain time-resolved 3D reconstructions of
crater evolution resulting from plume impingement under atmospheric
conditions. Their results showed that crater depth and radius exhib-
ited a logarithmic growth with time, and an increase with reducing
impingement height; both findings were in agreement with previous
experimental work [48]. Their studies also concluded that the angle
of repose, which is the steepest angle that granular materials hold
before slumping, and crater volume both increased with increasing
impingement height [86]. Based on the observed time-evolution of
crater depth and erosion rates, it was suggested that at greater impinge-
ment heights, viscous erosion dominated, whilst at lower impingement
heights, bearing capacity failure could be the main erosion mechanism
present. Experiments were repeated in sub-atmospheric pressure con-
ditions [87], measuring the depth, radius, and volume of the forming
craters, as well as carrying out a qualitative comparison between
atmospheric and sub-atmospheric crater formation. In 2024, Silwal
et al. [88] published the continuation of this work, in which parti-
cle tracking velocimetry was added to their configuration, shown in
Fig. 14. Through the tracking of ejecta, the measured trajectories were
introduced into a ballistic model and used to estimate ejection velocity
and angle through time regression. Moreover, the crater wall angle was
calculated based on the stereo reconstruction performed, and it was
found to vary with ejection angle. It was concluded that greater ejection
velocities and lower ejection angles occurred for sub-atmospheric cases,
compared to the ambient conditions test cases.

Stereo-photogrammetry was also applied by Crane et al. under
reduced gravity drop tower experiments [89]. It was observed that low
impingement pressures which did not result in surface erosion at 1𝑔
were substantial enough to eject particles at 0𝑔. Additionally, it was
found that a reduction in gravity increased crater volume and resulted
in steeper craters.

At the University of Illinois, Rasmont et al. [90] designed and
tested a dust cloud particle concentration system based on millimetre-
wave interferometry. By measuring the phase shift between signals
propagated in a particle-mixture and in a homogeneous medium, the
volume fraction of ejecta was inferred. In their experiments, Lunar
and Martian environmental PSI were tested, and the system was ex-
tended to include up to 7 reflectors (shown in Fig. 15(a)), allowing
for a tomographic reconstruction to be achieved [91,92]. Moreover,
ejecta phenomenology was observed using high-speed imaging, and the
characteristics of the resulting craters were estimated by analysing still
frames taken after the cratering events (shown in Fig. 15(b)).

The University of Glasgow hosts the European Space Agency’s PSI
facility, a dirty vacuum chamber with a 12 m3 volume test section,
where experiments simulating landings in airless bodies and Mars are
carried out. The desired ambient pressures can be maintained for ex-
tended periods, depending on the mass flow rate of the plume, achieved
by using the 60 m3 buffer tank [93]. Current PSI research involves
both the development of diagnostic techniques in atmospheric condi-
tions and testing in sub-atmospheric conditions, with separate research

groups focusing on the Lunar and Martian case. Cuesta et al. [94,95]
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Fig. 13. Crater profiles variation with mass flow rate for mono-disperse glass bleads (MGB), mono-disperse sand (MDS) and tri-disperse particles (TRI) from [80].

Fig. 14. Crater and ejecta tracking techniques developed by Silwal et al. [88] involving stereo-photogrammetry and particle tracking velocimetry.

Fig. 15. Millimetre-wave interferometry setup for dust cloud characterisation by Rasmont et al. [92].
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performed proof-of-concept atmospheric experiments using crushed
walnut shells as Martian regolith simulant [67,96], where edge de-
tection algorithms were tested to delimit the region of influence of
the dust cloud. Moreover, particle image velocimetry (PIV) and laser
Doppler anemometry (LDA) were implemented to characterise plume
and dust cloud velocities. Takahiro et al. [97] carried tests with glass
microspheres and varying nozzle pressure ratios, investigating flow be-
haviour through Schlieren imaging and tracking particle ejecta through
PIV.

In 2024, Metzger [62,63] published a new lunar erosion theory
that contradicted the viscous erosion theory developed by Roberts in
1963 [28]. He stated that soil erosion was not caused by a developing
boundary layer and consequent shear stresses, but instead, by the gas
flow energy diffusing into the soil, overcoming the grains potential
energy, lifting them and accelerating them with the remaining hor-
izontal kinetic energy. This theory was named the laminar sublayer
energy flux theory and was supported by three lines of evidence from
past experimental work, including field tests, crater growth tests and
reduced gravity tests by the author and others. To partially verify
the theory, Metzger revisited the Apollo landing videos and used the
predicted optical density of blowing dust to estimate the erosion rate
and the erosion efficiency, a newly defined parameter describing the
fraction of flow energy converted into the mechanical energy lifting
the grains. Through the integration of the erosion rate, the total eroded
volume during the landing of Apollo 16 was estimated and found to be
significantly greater than prior estimates, proving the significance and
importance of plume-surface interactions in future missions.

3.3. Summary of test campaigns

Having carried out a chronological literature review of past PSI
experimental work, the primary variables of each test campaign are
collated in the following tables. Table 2 contains the experimental
matrices: the gas or gases used in each experiment; exit flow variables
including jet expansion ratio 𝑃𝑒∕𝑃𝑎𝑡𝑚, exit Mach number 𝑀𝑒, and thrust
𝑇 ; impingement height ℎ as a function of nozzle exit diameter 𝑑𝑒; the
lander represented by the scaled model where applicable; whether the
plume was characterised (PC) prior to the introduction of regolith in
the tests; and whether tests were performed in a reduced pressure en-
vironments (RPE). It should be noted that some of the non-dimensional
values of 𝑃𝑒∕𝑃𝑎𝑡𝑚 and ℎ∕ℎ𝑒 in Table 2 have been calculated by the
authors based on information provided in the papers to allow for a con-
sistent comparison between experiments. Moreover, unit conversions
for thrust have also been applied. Table 3 displays the materials used
as regolith simulants, their particle size, and the justification for their
choice. Lastly, Table 4 contains the erosion parameters measured and
the apparatuses used.

4. Fundamental findings

Due to the focus placed by PSI researchers on erosion character-
isation, the main findings of past studies have been related to the
identification and classification of erosion mechanisms. Attempts at
quantifying erosion properties of the different mechanisms have re-
sulted in semi-empirical relationships, mostly applicable to viscous
erosion. In this section, the five identified erosion mechanisms are
described and their scaling relationships presented, as well as general
findings on the effect of plume conditions on erosion.

4.1. Erosion mechanisms

4.1.1. Viscous shear erosion (VE)
Viscous shear erosion occurs when impinging flow is re-directed ra-

dially along the surface and develops a boundary layer, which induces
a movement in the soil particles through viscous shear stress [41].
An analytical hypothetical theory was first developed by Roberts in
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Fig. 16. Inner and outer crater formation arising from viscous erosion, from [58].

1963 [28], in which the mass erosion rate per unit area d𝑚
d𝑡 was assumed

to be proportional to the difference between the gas shear stress 𝜏∗ and
the soil shear strength, 𝜏0:
1
2
𝜃𝑢 d𝑚

d𝑡
=
(

𝜏∗ − 𝜏0
)

= 𝛥𝜏 (1)

where 𝑢 is the gas velocity and the product 𝜃𝑢 is the particle veloc-
ity, calculated using the fraction parameter 𝜃, a function of particle
diameter, gas variables, and thrust intensity, among others. In 2008,
Eq. (1) was modified by Metzger et al. [53] to consider the ejection
angle measured in Lunar landing videos, and to consider the particle
size distribution of Lunar soil, as opposed to a unique particle size.
However, almost two decades later, Metzger [62] declared Robert’s
theory invalid, claiming that lunar soil erosion is an energy flux phe-
nomenon, where diffused gas flow introduces a net force under the
grains and lifts them, exposing them to horizontal kinetic energy that
displaces them. Although this represents a major disagreement with
what was understood as viscous Lunar erosion up until 2024, it does
not negate the scaling relationships that had been defined to date and
are presented below, due to their empirical nature.

Viscous erosion is characterised by the formation of a parabolic
inner crater and a conical outer crater, the latter appearing as a result
of the avalanche of the steep sides of the inner crater and reaching an
asymptotic crater size [51], shown in Fig. 16. The resulting outer crater
has an inclination equal to the angle of repose of the particles.

Scaling with time
Experiments by Haehnel et al. [47] and Donahue et al. [48] revealed

that high thrust levels caused an initial inner crater to form quickly
before an outer crater appeared. On the other hand, low levels of
thrust induced the simultaneous slow growth of both inner an outer
craters. However, in both cases, cratering depth, 𝑑𝑐 was found to vary
logarithmically with time, 𝑡:

𝑑𝑐 = 𝑎 log(𝑏𝑡 + 1), 𝑡 ≥ 0 (2)

where 𝑎 and 𝑏 are depth and time scaling parameters found experi-
mentally. This implied that the excavation process was governed by
the following equation:

d𝑑𝑐∕d𝑡 = 𝑎𝑏𝑒−𝑑∕𝑎 (3)

Parameter 𝑎 was initially assumed to be a constant, but later work [51]
proved that it was dependent on impingement height (𝑎 ∝ ℎ); while 𝑏
was observed to vary with gas density, 𝜌, impinging flow speed, 𝑢, jet
exit plane, 𝐴 and impingement height, ℎ (𝑏 ∝ 𝜌𝑢2𝐴∕ℎ). A relationship
between crater volume, 𝑉 and time was also presented:

𝑉 = 𝛽𝑡𝛼 (4)

where the scaling parameters 𝛽 and 𝛼 were calculated by finding a
power law fit for the specific test case.

Scaling with particle size
Experiments by Metzger et al. [52] extended the dependency of 𝑎

and 𝑏 to include the effect of particle size 𝑑, finding that 𝑎 ∝ 𝑑1∕2 and
𝛽 ∝ 𝑑−2. In 2010 [54], the effect of particle size on 𝑎 was corrected to
be 𝑎 ∝ 𝑑1∕3, such that 𝑎3𝑏 ∝ 1∕𝑑.
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Table 2
Experimental matrices of PSI experiments by various authors.

Experiment Gas 𝑃𝑒∕𝑃𝑎𝑡𝑚 𝑀𝑒 ℎ∕𝑑𝑒 T (N) Scaled lander PC RPE

Land 1965
[30]

Ni 0–30 3.36 0–32 N/A ✔a ✔

Land 1966
[31]

He 2.68 1.05–9.32 8000–90 000 Lunar lander ✔

Alexander
et al. 1966
[34]

Ni 18.7–103 6.82–68.20 2890 Honest John
spin rocket

✔b

Mason 1969
[36]

1–8 5.34–444.82 Two engines ✔

Clark 1970
[32]

Lqd propc 4.53 0.28–3 445 LM of Apollo ✔b ✔

Clark 1970
[40]

He 4.39–10.3 4.21 21.8–528 19.5 Viking ✔

Romine 1973
[41] Phase
IA

Ni 1.42–1.47 10.46–26.4 667 Cold-gas nozzle ✔b ✔

Romine 1973
[41] Phase II

He 9.84–91.86 508.4–743.7 1/3 Viking ✔b ✔

Donahue
2005 [48]

He, Ni, Ar, CO2 8 ‘‘High & low
thrust tests’’

✔d

Haehnel
2008 [50]

Air 0.3

Metzger
2008–2009
[51,52]

He, Ni, Ar, CO2 0.10–0.16e 13.89–27.78

Mehta 2010
[98]

Ni 0.9–4.3 7.32 34.5–50 1/4 Viking ✔b ✔

Mehta 2011,
2013 [10,67]

NH3 3.7 4.8 8–60 160 1/2 Phoenix ✔f ✔

Metzger 2011
[60]

O2, CH4 72

Clark 2014
[22]

Ni 0.92–1.97

LaMarche
2015 [58]

Air 0.03–0.28 6.5

Metzger 2016
[69]

N2, He 0.14–1.46 ✔

Badr 2016
[70]

Ni 0.07 20–120 ✔g

Guleria 2020
[72]

Air 0.09–0.96 0.69–1.43 ✔g

Chambers
2020 [26]
and Kuhns
2021 [73]

Air ✔b ✔

Kuhns 2021
[73]
(Terrestrial
testing)

O2, CH4 6.06 448.8

NASA’s
PFGT1 2022
[79,80,99,
100]

N2 5 3–13 ✔h ✔

Stubbs
2021–2022
[85,86]

Air >1 1 25–70 ✔i

Stubbs 2023
[87]

Air >1 1 4.6–37.1 ✔h ✔

Rasmont
2022–2024
[90–92]

Ni 2.45–338 5 3–15 6.5 ✔j ✔

Gorman 2023
[81]

1 & 5.3 3-21.2 ✔

(continued on next page)
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Table 2 (continued).
Subrama-
nian 2024
[101]

Ni 6.6 4 ✔k ✔

Silwal 2024
[88]

Air 9.3–55.6 ✔l ✔

Crane 2024
[89]

Air 1.34–2.03 ≤1 25–50

a Shadowgraphs for shock standoff distances and surface pressure distribution at 8 ℎ∕𝑑𝑒.
b Surface pressure distribution.
c Hypergolic propellant, nitrogen tetroxide and a mixture of 50% hydrazine and 50% unsymmetrical dimethylhydrazine.
d Controlled mass flow rates.
e High velocities unspecified.
f Impingement pressures of 3–22 kPa calculated based on the nozzle inlet stagnation pressures measured.
g Mass flow rate measured during the experiments.
h Flow variables monitored during experiments using static pressure transducers, thermocouples and vacuum gauges, sampled at 100 sps.
i Schlieren flow visualisation.
j Schlieren and surface pressures calculated in [102] for ℎ∕𝑒 = 4 − 15.
k Growth of the plume expansion visualised using tracer particles.
l Static pressure and mass flow rate monitored during experiments.
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Scaling with gravitational acceleration
Studies of PSI under reduced gravity from 2009 [52] concluded that

𝑎 was only lightly affected by gravitational acceleration, 𝑔: 𝑎 ∝ 𝑔−0.25,
whilst the effect of gravitational acceleration on 𝑏 was inconclusive.

Scaling with densimetric Froude number
In 1977, Rajaratnam and Beltaos [59] defined the erosion parameter

𝐸𝑐 as a function of densimetric Froude number, 𝐹𝑟, exit diameter, 𝑑𝑒
and impingement height, ℎ:

𝐸𝑐 = 𝐹𝑟
𝑑𝑒
ℎ

(5)

𝑟 =
𝑢

√

𝑔( 𝜌𝑝−𝜌𝑓𝜌𝑓
)𝑑

= 𝑢
√

𝑔( 𝛥𝜌𝜌𝑓
)𝑑

(6)

where 𝜌𝑝 is the intrinsic particle density and 𝜌𝑓 is the fluid density.
Eqs. (5) and (6) were used to estimate the asymptotic depth of a crater,
𝐷𝑎𝑠𝑦𝑚:

𝐷𝑎𝑠𝑦𝑚

ℎ
= 𝑚1𝐸𝑐 + 𝑚2 (7)

here 𝑚1 and 𝑚2 are the slope and intercept parameters of the experi-
ental linear fit, respectively. In 2015, LaMarche et al. [58] modified

he Froude number to incorporate a function of particle shape, 𝜙:

𝑟𝜙 = 𝑢
√

𝑔( 𝛥𝜌𝜌𝑓
)𝜙𝑑

(8)

In 2010, Metzger et al. [54] established that in the continuum
regime, the volumetric erosion growth rate, 𝑉̇ was a function of the
square of the densimetric Froude number, 𝐹𝑟 =

𝑢
√

𝑔𝑑
:

𝑉̇ ∝ 𝑎3𝑏 ∝
𝜌𝑓 𝑢2𝐷2

𝜌𝑝𝑔𝑑
∝ 𝐹 2

𝑟 (9)

his equation was re-written in 2016 [69] as:

̇ = 𝐵𝐴
𝜌𝑢2

𝜌𝑚𝑔𝑑
= 𝐵𝐴𝐹 2

𝑟 (10)

where 𝐵 is a constant with units of velocity, not yet fully characterised,
𝐴 is the jet exit area, and 𝑑 is the mean sand grain diameter.

In 2024, a volumetric growth was defined by the same author [62]
o consider the angle of repose of the grains 𝜙:

𝑉̇ = 𝜋 𝑐𝑜𝑡2𝜙
d𝑑3𝑐 (11)
3 d𝑡 b
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Moreover, a new mass erosion rate 𝑚̇ equation was also defined
following the newly hypothesised laminar sublayer energy flux theory
for soil erosion:

̇ = 𝜌𝑏
𝜀(𝐸 − 𝐸𝑡ℎ)
𝜌𝑏𝑔⟨𝐷⟩ + 𝛼

(12)

here 𝜌𝑏 is the bulk density of the soil, 𝜀 is a proportionality constant
ndicating the fraction of influx energy converted to mechanical energy
overcoming the grains potential energy), 𝑔 is the gravitational accel-
ration, ⟨𝐷⟩ is the mean particle diameter of grains and 𝛼 is a gravity
caling constant. 𝐸 is the downward energy flux from the gas, defined
s:
1
12

𝜌𝑜𝑣
2
𝑜𝑣𝑇 (13)

where 𝜌𝑜, 𝑣𝑜 are the local gas density and velocity of the flow and 𝑣𝑡
s the mean thermal velocity of gas molecules. If 𝐸 > 𝐸𝑡ℎ erosion will

occur, defining 𝐸𝑡ℎ as the thresholding value to initialise erosion.

Scaling with Knudsen number
In low-pressure experiments, Metzger et al. [69] attempted to incor-

porate a Knudsen number function, 𝑓 (𝐾𝑛) into Eq. (10):

𝐾𝑛 = 𝜆
𝑟

where 𝜆 =
𝑘𝐵𝑇

√

2𝜋𝜎2𝑃𝑜

(14)

here 𝑟 is the radius of sand grains, 𝜆 is the mean free path length
f the jet gas molecules, 𝑘𝐵 is the Boltzmann’s constant, 𝑇 is the jet
emperature, 𝜎 is the collision diameter, and 𝑃𝑜 is the jet static pressure.
he experimental results did not allow for a single scaling factor to
e defined, and it was concluded that scaling could be a function
f multiple Knudsen numbers, with exit diameter or boundary layer
hickness as the representative length scales.

The empirical relationships presented in Eqs. (1) to (14) have been
efined by individual researchers, where the values for the required
onstants have been estimated for the specific test cases. However, a
ystematic corroboration of these relationships has not yet been carried
ut, or confirmed through real-world data. Only certain tendencies
ave been confirmed by independent researchers, just as the logarith-
ic crater growth with time, first described in 2005 [48] and recently

bserved in 2021 [85].

.1.2. Explosive failure cratering/bearing capacity failure (BCF)
First identified by Alexander et al. in 1966 [34], explosive failure

ratering or bearing capacity failure (BCF) is an erosion mechanism
haracterised by a sudden and rapidly-progressing through-depth ero-
ion process, arising from an applied normal pressure that exceeds the
earing capacity of the soil. The model developed for this mechanism
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Table 3
Regolith simulants used in various PSI experiments.

Experiment Materials tested (diameter) Justification

Land et al. 1965 [30] Aluminium oxide, pumice and sand (1–550 μm). Aluminium oxide is an abrasive material, relatively inert and
available in closely graded sizes. Pumice is a porous volcanic
glass with a fibrous structure with needle-like shapes.

Land et al. 1966 [31] Gravel and glass beads (70–1300 μm). Glass beads are spherical and amenable to theoretical
treatment. No justification provided for the use of gravel.

Alexander et al. 1966
[34]

Sand, escalped earth (clay and silt) and sod soils
(0.001–1.1 mm).

Mason et al. 1969
[36]

Particulate material: 25% screened cinder, 50% sand, 25%
pumice (0.03–2 mm).

Values for cohesion and angle of internal friction within
range of lunar soil. Priority given to large-particle size range
over duplicating the lunar particle size.

Clark et al. 1970 [32] Particulate material: 25% lava cinders, 50% crushed
sandstone and 25% pumice (0.03-5 mm).

Lunar soil simulant (non-cohesive).

Clark et al. 1970 [40] Solid glass beads (0.15 mm).

Romine et al. 1973
[41]

Lunar nominal soil (50 μm) and volcanic sand (580 μm). Volcanic sand has a particle size distribution from < μm size
particles to a very coarse fraction.

Donahue et al. 2005
[48]

Quartz sand with a small fraction of muscovite (180–200 μm).

Metzger et al.
2008–2009 [51,52]

Sieved quartz construction sand and JSC-Mars 1A
(200–600 μm).

Sand is dry and cohesionless and JSC-Mars 1A is a Martian
regolith simulant.

Haehnel 2008 [50] Glass beads (134 μm), Ottawa sand (560 μm) and
polypropylene (6000 μm).

Wide range of particles sizes selected to investigate the effect
of permeability.

Mehta et al. 2010
[98]

Ground walnut shells (100 and 1000 μm). Contains 1/3 the density of Mars silica to match the 1/3
gravity Mars ballistic coefficient and particle trajectories.

Mehta et al. 2011,
2013 [10,67]

Ground walnut shells (poorly sorted fine dust 160 μm, fine
silt < 15 μm, and large coarse sand 850–2500 μm).

Sieved to resemble the size distributions of Martian basaltic
sand.

Metzger et al. 2011
[60]

Fine-grained volcanic tephra. Present at experimental site and dust fraction within range
of lunar soil.

Clark 2014 [22] Earth-source red sand (1 mm), JSC-1 lunar simulant
(0.01–2 mm) and JSC Mars-1 (0.02–1 mm)

LaMarche 2015 [58] Plastic, glass and steel spheres, crushed glass, aluminium
oxide and olivine (0.25–2.3 mm).

Smooth and angular particles selected to investigate the
effect of shape on crater formation.

Metzger 2016 [69] ‘‘Play sand’’ (353.3 μm), glass beads (214.8 μm), plastic beads
(798.2 μm), walnut shells (741.9 μm), corn cob 1027 μm),
aluminium oxide (182.4 μm), quartz sand (151.5–473.1 μm)
and JSC-1 Lunar simulant (87.8 μm).

Wide range of particle sizes selected to investigate the effect
of Knudsen number.

Badr 2016 [70] Glass beads (200–300 μm).

Guleria 2020 [72] Mono and poly-dispersed glass beads (1-5 mm). Range of sizes selected to investigate their effect on crater
shape.

Chambers 2020 [26]
and Kuhns 2021 [73]

Steel beads (2 mm), glass beads (650–800 μm) , CI simulant
and sand (150–250 μm).

Wide range of particle densities to investigate the effect of
gravity. CI Orgueil is asteroid regolith simulant of the CI1
chondritic meteorite.

Kuhns 2021 [73]
(Terrestrial testing)

Volcanic red scoria fines (1–425 μm). Found at a quarry in Arizona.

NASA’s PFGT1 2022
[79,80,99,100]

Mono-disperse (125–177 μm) and bi-disperse sand (45–53 μm
and 125–177 μm), tri-disperse mix (45–53 μm, 125–177 μm
and 250–350 μm), full range lunar (36–594 μm), irregular
mixture (212–350 μm) and mono-disperse glass beads
(125–177 μm).

Mono-disperse silica sand is most similar to Martian regolith,
and the BP-1 is most similar to Lunar regolith. Increasingly
complex simulants used for model validation and analysis of
PSI quantities of interest.

Stubbs 2021–2023
[85–87], Silwal 2024
[88] & Crane 2024
[89]

Nearly pure quartz sand particles (600–850 μm). Material selected as lunar simulant for its availability, cost
and having been used in previous experiments. Particle size
selected to limit the impediment of optical access.

Rasmont 2022–2024
[90–92]

Ballotini glass microspheres (105 μm). Particles with a relatively narrow size distribution selected to
simplify the PSI physics in the experiment and the
calibration.

Gorman 2023 [81] Mono-dispersed sand and glass beads, bi-dispersed sand, and
tri-dispersed sand (dimensions as specified above for [99]).

As in NASA’s PFGT1 [99] shown above.

Subramanian 2024
[101]

Glass microspheres: 3 M K46 (40 μm) and 3 M K1 (65 μm). Although not representative of lunar regolith shape, glass
microspheres selected for their low density, varying
cohesion, and are heat resistant.
assumed a quasi-static phenomena where the surface load instanta-
neously matched the soil’s internal stresses. The soil’s shearing and
inertial resistances were considered in combination with Coulomb,
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Poiseuille, Laplace and Bossinesq’s equations to model penetration
depth and cratering radius. Formulae for maximum crater depth 𝑑𝑚𝑎𝑥
and maximum radius of the surface 𝑟 were defined as follows:
𝑚𝑎𝑥
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Table 4
Erosion parameters measured and apparatuses used in various PSI experiments.

Experiment Crater depth
or radius

Crater
profile

Erosion rate Erosion
volume

Apparatuses

Land 1965 [30] ✔ ✔ ✔ X-ray, high-speed camera and sequence camera.
Land 1966 [31] ✔ ✔ ✔ X- ray.
Alexander 1966 [34] ✔ High-speed camera (1000 fs).
Mason 1965 [36] ✔ ✔ Not specified, external experiments.

Clark 1970 [40] ✔ ✔ High-speed camera (400 fps), erosion computed by approximating
spherical segments.

Romine 1973 [41] ✔ ✔ Flat pressure plate, colour-coded striped stake network and coloured
layers, high-speed photography and stereo-photography.

Donahue 2005 [48] ✔ ✔ ✔ High-speed camera and machine vision software algorithms (100 fs).

Haehnel 2008 [50] ✔ ✔ Bevelled edge, digital camera and MATLAB’s Image Processing
Toolbox.

Metzger 2009 [52,103] ✔ ✔ ✔ Coloured sand layers and bisected experiments with high-speed
videography and high-resolution videography.

Metzger 2010 [54] ✔ ✔ ✔ Bisected experiments, high-speed videography.
Mehta 2011 [67] ✔ ✔ Bisected experiments, high-speed videography, particle tracking.
Clark 2014 [22] ✔ ✔ Quasi-two-dimensional setup, high-speed videography.
LaMarche 2015 [58] ✔ ✔ High dynamic range camera (48 fps).
Metzger 2016 [69] ✔ ✔ ✔ Videography.
Badr 2016 [70] ✔ ✔ Profilometer.
Guleria 2020 [72] ✔ ✔ High-speed camera and a monochrome sensor.

Chambers 2020 [26] and
Kuhns 2021 [73]

✔ ✔ ✔ Two cameras in stereo mode, GoPro and EKEN (240 fps).

Kuhns 2021 [73]
(Terrestrial testing)

✔ ✔ Still and high-speed cameras (1000 fs), thermocouples and pressure
transducers buried in simulant.

NASA’s PFGT1 2022
[79,80,99,100]

✔ ✔ High-speed cameras (0.1–775 kHz frame rate).

Stubbs 2021–2023
[85–87]

✔ ✔ ✔ ✔ Two high-speed stereo cameras (1000 fs).

Rasmont 2022–2024
[90–92]

✔ ✔ ✔ ✔ Millimetre wave interferometry used to estimate dust cloud particle
concentration & Azure Kinect 3D scanner and RecFusion software to
estimate crater variables.

Gorman 2023 [81] ✔ ✔ ✔ Three high-speed cameras.

Subramanian 2024 [101] Particle image velocimetry used to calculate ejecta speeds
(double-pulsed laser and high-speed videography).

Silwal 2024 [88] Two high-speed stereo cameras (1000 fps), and a laser sheet and
high-speed camera (2000–4000 fps) for ejecta tracking.
𝑑𝑚𝑎𝑥 = 0.475
√

𝑞𝑢𝑙𝑡
𝑐

(15)

𝑚𝑎𝑥 = 0.62
√

𝑞𝑢𝑙𝑡
√

2𝜋𝑐
(16)

where 𝑞𝑢𝑙𝑡 is the bearing capacity of the soil and 𝑐 is the cohesive
strength of the soil. It should be noted that bearing capacity failure was
initially considered to be an unlikely erosion process during a Lunar
landing, due to the high relative density and shear strength of Lunar
soil [51]. However, the thrusters of future landers will induce forces on
the soil much greater than ever experienced, removing bulk quantities
of soil which could potentially change its properties or expose deeper
areas where discrete varying densities might be present. This terrain
modification stage was discussed by Metzger et al. [60] in 2011, and
could lead to the presence of explosive cratering, even on the Moon.

4.1.3. Diffused gas eruption (DGE)
Diffused gas eruption is characterised by a single eruption event

after engine shut-down or by an annular ring during firing. In Scott
and Ko’s experiments of 1969 [35], it was identified that impinging
flow was not only re-directed by the surface, but could also diffuse into
the surface and exit normal to the surface at a radial offset location.
Hence, assuming that the surface is a porous medium, the through-
depth trajectory of the flow was modelled via Darcy’s Law [104]:

∇2𝑝2 = (2𝑛𝜇∕𝑘)(𝜕𝑝∕𝜕𝑡) (17)
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where 𝑝 is the impinging pressure, 𝑛 is the porosity of the medium, 𝜇
is the viscosity of the gas, and 𝑘 is the permeability of the medium to
gas flow. Through mathematical manipulations of Eq. (17) (see [35]),
a set of curves were computed, relating the pressures at a given depth
and radial positions with time. These allow the direction of flow to
be inferred by observing the pressure gradients, as well as the body
forces on the soil. It was concluded that when the vertical force exceeds
the weight of the soil, an instability may occur and soil can be lifted
upwards, depending on its cohesion. Gas diffusion and soil instabilities
were modelled by Chambers et al. [71] following Darcy’s Law, with
the objective of quantifying the risk of NASA’s Asteroid Redirection
Mission.

4.1.4. Diffusion-driven flow (DDF)
As with diffused gas eruption, diffusion-driven flow is an erosion

mechanism that requires the soil to be permeable. However, diffusion-
driven flow occurs deep beneath the surface, where shearing forces
tangential to the forming cavity displace the soil, allowing the crater
to grow. This mechanism was observed in bisected experiments in
2008 [51], where coloured layers allowed the tangential movement
of sand particles to be identified, shown in Fig. 17. To the best of
the author’s knowledge, no analytical theories have been developed to
explain this behaviour.

4.1.5. Diffusive gas explosive erosion (DGEE)
Discovered by Mehta [17], diffusive gas explosive erosion is the

dominating process when supersonic pulsed jets impinge on porous soil.
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Fig. 17. Recorded crater development by Meztger et al. in 2008 [51].
The characteristic cyclic loading, and hence the pressure variations,
cause the gases to penetrate into and diffuse outwards from the soil,
causing fluidisation of the surface. This induces variations in soil poros-
ity and, as a result, variations in the granular speed of sound. Hence, the
large pressure gradients from the pulsation of jets cause shock waves
to appear and propagate in regions of reduced acoustic velocity. These
processes are termed cyclic granular shock waves and have the ability
to remove substantial quantities of soil in a short period of time. It was
found experimentally that the crater growth rate found in pulsed jets
(and hence caused by DGEE) was five times greater than that found in
steady jets (caused by BCF or DDF). In 2020, Chambers [26] observed
on-centre re-eruption, which was attributed to be a single pulse case of
diffusive gas explosive eruption.

4.2. General relationships

Although viscous erosion is the mechanism that has been more
extensively quantified, general relationships between impinging con-
ditions and the resulting erosion have been established through ex-
perimental observation, independent of the predominant mechanism
present. Erosion volume increases with jetting time [26] and decreases
with increasing descent speed [36], and has been found to be propor-
tional to thrust intensity and inversely proportional to the square root
of impingement height [36]. Moreover, reducing impingement height
increases normal impingement pressure and surface heating [32], lead-
ing to an increase in ejecta mass and angle [26]. Ejection angle has
also been found to vary with thrust, as observed in the dust ejection
angle variations between sequential frames of the Apollo 12 landing
videos [39]. Erosion characteristics were also found to be a function of
the surface materials, with increased cohesion decreasing erosion [31]
and ejecta volume [26]. Moreover, increasing the particle size of the
soil also results in an increased erosion [17,31]. In terms of the asymp-
totic erosion state, craters forming in a surface with larger particles
have been found to reach an asymptotic size faster than in a surface
with smaller particles [58].

5. Challenges of experimental PSI

The challenges associated with the design and performance of PSI
experiments are presented below, divided into representative environ-
ments, regolith simulants, diagnostic techniques, current procedures
and experimental consistency, and lack of mission data.

5.1. Representative environments

Extra-terrestrial environments are often termed extreme environ-
ments due to the presence of life-threatening conditions such as radia-
tion, plasma, vacuum, high variations in temperature, or microgravity.
In order for terrestrial experiments to be representative of these envi-
ronments, it is imperative that some of the conditions are recreated;
mainly, the reduced pressure and microgravity for PSI experiments.
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To achieve the first, vacuum chambers are used, where the ambient
pressure is decreased to sub-atmospheric levels. These facilities require
a significant amount of time to pump down (of the order of 4 h for a 12
m3 test section to reach Martian pressure), which limits the number of
tests which can be performed in a day. Moreover, during pump down,
outgassing occurs where air molecules trapped in the simulant are re-
leased. This disturbs the surface, which can affect the soil’s compaction
and surface homogeneity. Lastly, maintaining a constant background
pressure in the test section is difficult due to the added mass flow
by the firing jets. To overcome this, ballast chambers and control
valves are used, which increase the total volume of vacuum available
and allow the background pressure to be maintained. However, the
performance of valves, pumps and seals can be affected by the presence
of abrasive regolith simulants, decreasing the ability to maintain a
constant vacuum level.

With regards to microgravity, it can be simulated via two ap-
proaches: performing experiments in drop towers or parabolic flights,
or selecting regolith simulants with densities to match the gravita-
tional force in reduced gravity environments [98]. Lastly, the generated
plumes must also be representative of the retro-propulsion rockets used
in landers, in terms of thrust intensity or non-dimensional parameters
such as Mach number, Froude number or Reynolds number [17].

5.2. Regolith simulants

The surface particles found on the Moon, Mars, or on asteroids,
can vary greatly in chemical, mechanical and aerodynamic properties,
and are substantially different to particles present on Earth. Lunar
dust, for example, has never been exposed to hydrological and aeolian
erosion, causing it to have very sharp edges, a hardness 50% higher
than steel alloys, and to be electrostatically loaded [8]. It is evident
that the choice of regolith simulants in PSI experiments will be depen-
dent on the environment to be represented, and also on the regolith
properties with most impact on the problem examined. If a given test
is intended to study the contamination of the plumes on the surface,
the chemical properties of regolith will be matched (for example, by
selecting the JSC-1/1A simulant in a Lunar experiment). Conversely,
if erosion mechanisms or ejecta speeds are to be analysed, properties
that affect particle trajectories such as cohesion or microgravity will
be prioritised (for example, by using crushed walnut shells in Martian
experiments [93]). It should be noted, however, that a consistent
scaling of granular material is very difficult, as particle size has an
effect on cohesion, drag force, mass and permeability.

As shown in Table 3, in PSI experimental work, a wide range of
simulants have been used in studies recreating the same environments,
which hinders a like-for-like comparison of the results. The choice of
simulant is not only dependent on the regolith properties that are to
be prioritised, but also on availability and cost. Institutions such as
the Lunar Surface Innovation Consortium (LSIC) perform geotechnical
assessments of regolith simulants [105], in order to compare and
evaluate the available options and provide guidance on their use in
experimental work.
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Fig. 18. Half-plane cratering apparatus by Metzger et al. in 2008 [51].

Although there are many simulants with quantified properties, the
effect of the choice of simulant on a PSI experiment is still unknown.
By prioritising certain properties, part of the physics involved might be
neglected, which could have an impact on the validity of conclusions
drawn, emphasising once again the challenges of this field of research.

5.3. Diagnostic techniques

The characterisation of plume-surface interactions can be divided
into two parts: the analysis of the plume, and the quantification of
the resulting crater development, ejection of particles, and formation
of the dust cloud. In low-pressure environments, the analysis of plume
structures and conditions is particularly challenging, as traditional flow
visualisation techniques such as Schlieren or Shadowgraph photogra-
phy are not effective, given that density variations in a near-vacuum are
not substantial enough to be captured. Background-oriented Schlieren
(BOS), which uses a dotted pattern background and correlation tech-
niques [106], was developed to mitigate this, but its capability is still
limited. Other alternatives for low-pressure environment flow visuali-
sation include planar laser-induced fluorescence (PLIF), which uses the
fluorescence resulting from electronic excitation of nitric oxide to high-
light flow structures such as shocks or shear layers [83]. To date, nozzle
flows in PSI experiments have been mainly characterised in terms
of their exit conditions and impingement pressures, through pressure
transducer plates, pressure sensitive paints (PSP), or buried pressure
transducers for sub-surface pressure measurements [73]. Surface shear
stresses have also been estimated, mostly by the measurement of ve-
locities using pitot tubes [76] and hot-film anemometers [107]. With
regards to the quantification of erosion, a number of techniques have
been explored, presented in the following section, along with their main
advantages and limitations.

5.3.1. Bisected configurations
Using a splitter plane and a transparent viewing pane, half-plane

two-dimensional experiments can be carried out (shown in Fig. 18),
in which sub-surface particle movement can be observed. Using high-
speed videography, both ejecta particles and crater development can be
recorded, including the sub-surface behaviour which would otherwise
be hidden. The main limitation of this approach, however, is the
introduction of an intrusive artificial boundary on the regolith bed, as
well as the modification of the plume, caused by deviating nozzle exit
flow away from the test section using the splitter (as shown in Fig. 19).

5.3.2. Stereo-photogrammetry
Stereo-photogrammetry consists of the combination of images taken

at different perspectives to obtain a three-dimensional reconstruction
of an object. In PSI experiments, this principle can be used to measure
the dynamic crater formation process in a non-intrusive manner [87].
This requires optical access to the crater, which can become chal-
lenging if a dense cloud of particles forms ahead of the cameras. As

seen in the footage of landing spacecraft, the obstruction of cameras
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Fig. 19. Splitter plate leading edge used in NASA’s PFGT campaign in 2022 [78].

is highly probable, which will inevitably limit the use of onboard
stereo-photogrammetry. Figs. 20(a) and 20(b) show a stereo-camera PSI
facility developed by Stubbs et al. [87], and the crater reconstruction
achieved.

5.3.3. Particle image velocimetry
Particle image velocimetry (PIV) is a technique that allows the

velocity field of a region to be measured instantaneously. A pulsating
laser is used to illuminate the region of interest while a synchronised
camera captures image pairs. Tracking particles are introduced into the
test section, a process known as seeding, and through the correlation
of image pairs, the local velocities of the flow are estimated. In PSI
experiments, PIV has recently been applied to measure the speeds of
ejected particles. In this approach, no external seeding is introduced in
the tests, and instead, the regolith particles act as tracers themselves, as
the variable of interest is ejecta speeds rather than flow speed. The main
challenge of PIV in gas-granular experiments is over-saturation: when
the plume first impinges on the surface, a great quantity of particles
are lofted, which can cause too much light to be reflected and saturate
the image, impeding the visualisation of individual in the image pairs.
Although non-intrusive, this technique requires a laser to illuminate
a plane, which introduces a spatial filter and results in the velocity
field measured to be two-dimensional. Moreover, there is a risk of miss-
correlation of suspended particles occurring between recorded frames,
which would still provide a velocity field, although incorrect.

5.3.4. Radar tomographic interferometry
Radar interferometry is based on the principle that the presence

of particles in a medium will modify its dielectric properties, and,
in turn, the propagation speed of a signal. Through the use of a
radar and a reflector (shown in Fig. 21), the time-of-flight of a signal
can be measured, and through the phase shift comparison between
a signal propagating in a particle-mixture and a signal propagating
in a homogeneous medium, the volume fraction of particles can be
estimated [90]. Moreover, if signal reflectors are placed around a
region of interest, a tomographic reconstruction can be achieved, in
which the local particle concentrations are derived from a sparse set
of path-integrated measurements [92], as shown in Fig. 22. Applied
to PSI experiments, radar tomographic interferometry can be used to
estimate the particle concentrations of the dust cloud that results from
plume impingement. However, this requires the dielectric properties
of the regolith particles to be known, or a calibration process to be
performed in order for the interferometric variables of the dust cloud
to be estimated. This becomes particularly challenging if particles of
different sizes are present, which is indeed the case for extra-terrestrial
plume-surface interactions.

5.4. Profilometry

Profilometry is a technique that measures the local topography
of a region, establishing its variation in surfaces along one or more
directions. Profilometers can be of two types: a stylus, which physically

moves to probe the surface, or an optical profilometer, which uses
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Fig. 20. Stereo-photogrammetry setup and post-processing by Stubbs et al. in 2023 [87].
Fig. 21. Diagram of radar interferometry setup by Rasmont et al. in 2023 [91].

Fig. 22. Concentration of ejection as a function of radial location measured using
interferometry by Rasmont et al. in 2024 [92].

the direction and detection of light to infer the surface roughness.
In experiments carried out by Badr et al. [70], a laser profilometer
was used to measure the shape of the crater resulting from plume
impingement. This technique, although non-intrusive, can only be used
to measure the crater shape after the cratering event has finished, as
throughout its development, ejecta particles would interfere with the
laser path.

5.5. Current procedures and experimental consistency

Since the 1960s, PSI experiments have followed a similar proce-
dure: preparation of regolith beds, pump down of vacuum chambers
where applicable, firing of nozzles, and recording of erosion and ejecta
through high-speed videography and/or other diagnostic techniques.
However, even though procedures have not varied significantly, Ta-
bles 2 to 4 show the lack of consistency between experiments, in terms
of regolith simulants used, the properties of the plumes, impingement
heights tested and erosion parameters measured. Moreover, there is
very limited information on the repeatability of these experiments, such
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as the number of tests performed per campaign and their statistical
reliability, the procedures followed for regolith re-setting to ensure
homogeneity and avoid compaction, or the measures taken to account
for changes in ambient temperature or moisture during a campaign
and their effect on regolith behaviour. The only published guidance
on PSI experiments is NASA’s 1008 Technical Standard: Classification
and requirements for testing systems and hardware to be exposed to dust in
planetary environments [108]. Although the document mainly focuses
on Lunar dust guidelines such as sourcing of simulants or impact
assessment processes, it also contains a brief section on PSI testing.
In this section, best practices are stated, including that the regolith
bed depth should exceed the plumes’ penetration distance, or that the
test area should be greater than the area of PSI effect. It also contains
factors to consider in the design of experiments, such as pressure or
microgravity, as discussed in the previous sections.

5.6. Mission data

The field of PSI was first established when the Apollo landing
videos showed the surface disturbance and dust ejection caused by the
impingement of retro-propulsive rocket plumes. The footage was later
used to estimate ejection angles [39] and Lunar dust transport [61],
and remains to date one the few mission data sets available on which
quantitative conclusions can be drawn. In recent missions, the impact
of PSI has been observed, such as the obstruction of onboard cameras
of the Chang’e 4 (as shown in Fig. 23) and the visual recorded data has
been used to infer quantitative information [109].

To increase the availability of real-scenario PSI data, and hence
verify numerical models or terrestrial experiments, future missions will
be equipped with systems able to record surface development during
landings. In February of 2024, Intuitive Machine’s Nova-C lander was
equipped with an EagleCam and four Stereo Cameras for Lunar Plume-
Surface Studies (SCALPSS). The EagleCam, a cubesat camera system
developed by Embry-Riddle University, was designed to capture the
first third-person views of a Lunar lander [110]. However, after an un-
expected landing resulting in a tilting of the spacecraft, the camera was
ejected but no data was received by the lander. The SCALPSS cameras,
planned to provide a coverage and a three-dimensional reconstruction
of 84% of the surface below the lander [111–113], experienced power-
on and triggering issues due to the faster-than-expected descent, but
successfully recorded thumbnail images. SCALPSS is planned to be on
board Firefly Aerospace’s Blue Ghost Lander and Blue Origin’s MK1
cargo lander [114].

In addition to videographic instruments, other optical systems in-
clude the EJECTA storm instrument, which uses lasers and the measure-
ment of transmitted and back-scattered light to estimate the particle
size distribution of travelling dust clouds [74]; the GrainCams, two
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Fig. 23. Onboard camera footage of Chang’e 4 landing. Credits: China National Space Administration (CNSA)
optical rover-mounted instruments (SurfCam and LevCam) designed to
observe lunar soil and levitating particles on the lunar surface [115];
and the work by Peale et al. [116,117] on a laser propagation decay
system to calculate particle size distributions in ejecta plumes during
the final stages of landing.

Radar-based techniques are also being developed to capture real-
time PSI, such as the Dust Ejecta Radar Technology (DERT) [118,119],
which uses a millimetre wave doppler radar and the recorded shifted
frequency of ejected particles to estimate their velocity. Lastly, with
regards to ejecta energy measurements and damage predictions, the
particle impact event (PIE) sensor is being designed to measure the
kinetic energy and flux of ejecta during landing [120].

6. Conclusions from experimental work and recommendations

As we plan our imminent returns to the Moon and target to send
crewed missions to Mars by the 2030s [121], it is essential that the
safe return of astronauts is ensured. To achieve this, an understanding
of the physics involved in one of the most important and crucial
phases during landing must be achieved, namely, of those present
in the plume-surface interactions (PSI) occurring in the last metres
of powered descent. These phenomena can have severe detrimental
effects on spacecraft, such as damage of hardware and loss of stability.
Moreover, these effects are expected to scale with spacecraft mass [6]
and considering that planned missions will be significantly heavier than
those of the Apollo era, it is imperative that PSI are accounted for in
mission design and planning.

In the last sixty years, a wide range of experimental work has
been carried out in the field of PSI, both under ambient conditions
and in reduced pressure environments. Through the observation of
crater development, five erosion mechanisms have been identified:
viscous erosion (VE), bearing capacity failure (BCF), diffusion-driven
flow (DDF), diffused gas eruption (DGE), and diffusive gas explosive
eruption (DGGE). Scaling relationships have been developed for VE;
estimates for maximum crater dimensions have been formulated for
BCF, and governing equations have been suggested for DGE. However,
a complete understanding of all erosion mechanisms has not been
achieved, and neither the boundaries or potential interactions between
them. Hence, further work is required in the analysis of erosion result-
ing from plume impingement, in order to better predict particle ejection
and estimate their damaging capability.

Due to the lack of real-world data sets, many findings from experi-
mental work have not been confirmed, and numerical models have not
been validated. Experimental work has lacked a true representation of
the environmental conditions encountered during Lunar and Martian
landings. For that reason, all future missions should be equipped with
systems able to record relevant PSI data, especially considering the
growing interest of sustained presence on the Moon. Determining safe
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distances between Lunar habitats and landing sites of spacecraft will
be achieved through a combination of experimental and numerical
work and learnt lessons from successful landings. Plume and surface
monitoring payloads are therefore essential.

While mission data is not yet available, Computational Fluid Dy-
namic (CFD) solvers can be partially validated by experimental work.
If experiments fully characterise the plumes tested, not just in terms
of their nozzle exit properties, but in terms of the properties at the
surface, the flow modelled in solvers could be verified before inter-
acting with the particles. Moreover, it would allow the relationship
between flow structure and erosion to be further explored. Although
numerical models are invaluable for informing mission and spacecraft
design for PSI resilience, these remain in their infancy and rely heavily
on (often classical) experimental data and validation. Numerical work
is beyond the scope of this review and has not been discussed further,
as a thorough review of numerical simulation methodologies will be
presented in a separate paper.

PSI is a highly complex problem involving the simultaneous pres-
ence of continuum and rarefied flow, and gas-granular interactions
with particles of a range of sizes and properties. As discussed in
Section 5, carrying out PSI experiments is extremely challenging due
to the different conditions that must be recreated. Considering the
huge parameter space involved in PSI, it is of the authors’ opinion
that upcoming experimental campaigns should be carried in a very
controlled manner, in which tests begin in their simplest form and
progressively increase their parameter space, in order to be able to
assess the impact of different variables on erosion and ejecta, such as
erosion rate and volume, and ejection angle and speeds.

To achieve this, campaigns need to fully characterise the plume
conditions prior to the introduction of particles, in order to under-
stand the forces and momentum induced by the jet and be able to
relate them to the erosion processes occurring as a result. Stagnation
pressure, exit pressure, exit velocity distribution, impingement pressure
and impingement velocities should be measured, initially in cold flow
experiments before expanding the experimental matrices to heated
tests. With regards to the regolith simulants, their particle size and
distributions must be quantified, and regolith handling and resetting
procedures should be established to achieve consistent initial boundary
conditions. This includes regolith bed compaction, surface roughness,
homogeneity and distance from the jet exit. Moreover, environmental
fluctuations between tests should be monitored, such as humidity, as
the moisture in the regolith could have a significant effect on the initial
bed conditions due to outgassing. A range of simulants should be used,
to relate predominant particle variables with measured erosion.

It is also strongly recommended that recorded variables are veri-
fied by the use of redundant measurement techniques, and that are
validated by collaborating research groups replicating test conditions,
such that like-for-like results can be compared, which is one of the



C.J. Cuesta et al.

&
A

Acta Astronautica 226 (2025) 892–912 
fundamental gaps in past experimental work. In a similar manner, re-
cently developed diagnostic techniques require benchmarking, essential
to allow conclusions to be drawn from measured variables.

Mission environmental variables should be recreated in tests, such
as reduced pressure by testing in dirty vacuum chambers or in drop
towers for reduced gravity. However, the authors believe that atmo-
spheric tests should still be carried out, as they provide a reduction
in uncertainty that can allow for simpler cases to be benchmarked and
diagnostic techniques to be matured prior to the study of more complex
scenarios.

To conclude, although the fundamental physics of plume-surface
interactions are still to be characterised, this field has recently drawn
significant attention as indicated by the recent number of papers and
research groups looking into PSI. Given the renewed interest in Lunar
and Martian activities, a better understanding of PSI will not only
support new missions, but be essential in their success.
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