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ABSTRACT

We present the Flagship galaxy mock, a simulated catalogue of billions of galaxies designed to support the scientific exploitation of
the Euclid mission. Euclid is a medium-class mission of the European Space Agency optimised to determine the properties of dark
matter and dark energy on the largest scales of the Universe. It probes structure formation over more than 10 billion years primarily
from the combination of weak gravitational lensing and galaxy clustering data. The breadth of Euclid’s data will also foster a wide
variety of scientific analyses. The Flagship simulation was developed to provide a realistic approximation to the galaxies that will
be observed by Euclid and used in its scientific exploitation. We ran a state-of-the-art N-body simulation with four trillion particles,
producing a lightcone on the fly. From the dark matter particles, we produced a catalogue of 16 billion haloes in one octant of the
sky in the lightcone up to redshift z = 3. We then populated these haloes with mock galaxies using a halo occupation distribution
and abundance-matching approach, calibrating the free parameters of the galaxy mock against observed correlations and other basic
galaxy properties. Modelled galaxy properties include luminosity and flux in several bands, redshifts, positions and velocities, spectral
energy distributions, shapes and sizes, stellar masses, star formation rates, metallicities, emission line fluxes, and lensing properties.
We selected a final sample of 3.4 billion galaxies with a magnitude cut of Hx < 26, where we are complete. We have performed a
comprehensive set of validation tests to check the similarity to observational data and theoretical models. In particular, our catalogue
is able to closely reproduce the main characteristics of the weak lensing and galaxy clustering samples to be used in the mission
main cosmological analysis. Moreover, given its depth and completeness, this new galaxy mock also provides the community with a

, G. Verza!81: 1300, P. Vielzeuf3*®, J. R. Weaver!8?®, L. Zalesky'**®, P. Dimauro’>!83®, P.-A. Duc'¥®,

powerful tool for developing a wide range of scientific analyses beyond the Euclid mission.

Key words. gravitational lensing: weak — catalogs — galaxies: evolution — cosmology: observations —

large-scale structure of Universe

1. Introduction

The discovery of the accelerated expansion of the Universe has
driven a large observational effort to study its cause and nature
(Albrecht et al. 2006; Amendola et al. 2018). This phenomenon,
usually referred to as dark energy, can be the result of a hypoth-
esised fluid with negative pressure or the inadequacy of our
current understanding of gravitation. Large observational sur-
veys are needed to sample enough volume and a high number
density of sources to properly characterize the Universe’s evolu-
tion from its expansion rate and the growth rate of its structures.
Current large surveys such as the Dark Energy Survey (DES;
Abbott et al. 2023), the Hyper Suprime Cam Subaru Strate-
gic Program (HSC-SSP; Aihara et al. 2018), the Kilo-Degree
Survey (KiDS; Heymans et al. 2021), and the Dark Energy
Spectroscopic Instrument (DESI; Dey et al. 2019) are provid-
ing data that in combination with cosmic microwave background
(CMB) data place strong constraints on cosmological parameters
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(e.g., Planck Collaboration VI 2020). Forthcoming surveys from
the ground, such as the Vera C. Rubin Observatory (LSST; Ivezic¢
et al. 2019), or from space, such as Euclid (Laureijs et al. 2011;
Euclid Collaboration: Mellier et al. 2025) and the Nancy Grace
Roman Space Telescope (Akeson et al. 2019), will collect more
and higher-quality data that will allow us to determine the cos-
mological parameters, and in particular the equation of state
parameter of dark energy, to unprecedented precision. With the
gain in statistical precision in the measurements from these sur-
veys, the control of systematic errors from the combination of
different cosmological probes has become key to achieving the
expected accuracy.

Within this framework, the European Space Agency
approved the Euclid mission to carry out a comprehensive survey
of most of the extragalactic sky from space. The Euclid mission
is thoroughly described in Euclid Collaboration: Mellier et al.
(2025). Euclid uses gravitational lensing and galaxy clustering
as the main probes to study cosmology. It is carrying out a wide
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and a deep survey of approximately 14 000 and 50 deg?, respec-
tively. The wide survey (EWS) will reach a magnitude limit of
I; ~ 24.5, and the deep survey (EDS) will push approximately
two magnitudes fainter (Euclid Collaboration: Scaramella et al.
2022). In its wide survey, Euclid is taking images of billions
of galaxies to determine their shapes and is also obtaining
slitless spectra of tens of millions of galaxies to determine
their redshifts, using its two main science instruments: the
visible imaging instrument (VIS, Euclid Collaboration: Cropper
et al. 2025) and the Near Infrared Spectrometer and Pho-
tometer (NISP, Euclid Collaboration: Jahnke et al. 2025). The
combination of weak gravitational lensing and galaxy clus-
tering will provide stringent cosmological constraints (Euclid
Collaboration: Blanchard et al. 2020).

Current and future cosmological surveys need simulations.
In their definition stages, simulations are needed to define the
survey requirements, to optimize their design and to plan the sur-
veys. Once a survey is running, simulations are needed to analyse
the data and interpret the results. In the case of Euclid, there is a
strong simulation effort to prepare the science exploitation of the
data. From a programmatic point of view, the effort has focused
on the simulations needed to support the mission reviews and
explore the optimisation of the mission scientific reach. For that
purpose, Euclid has undertaken science performance verification
exercises in which comprehensive analyses of the mission are
performed to check the compliance with the scientific require-
ments. With the Euclid launch on 1 July 2023, the simulation
focus has now turned to enabling the science exploitation of the
first data releases.

The optimal science exploitation of the new generation of
galaxy surveys, such as Euclid, demands the development of
large-volume and high-mass resolution numerical simulations
that reproduce the large-scale galaxy distribution that these
new surveys will observe with high fidelity. Not only do these
help to assess the performance with a realism that cannot be
achieved otherwise, but such simulations are also an essential
tool for the development of the data processing and science
analysis pipelines. Given the computational cost, so far, most
synthetic galaxy catalogues have been developed out of N-body
simulations where only gravity is used to follow the evolution
of structure (e.g., Bertschinger & Gelb 1991; Couchman et al.
1995; Stadel 2001; Harnois-Déraps et al. 2013; Menon et al.
2015; Habib et al. 2016; Potter et al. 2017; Ishiyama et al. 2021;
Garrison et al. 2021; Springel et al. 2021). For a recent review on
cosmological N-body simulations, see Angulo & Hahn (2022).
Galaxies are introduced in these simulations populating the dark
matter haloes using different methods including semi-analytical
models (SAM; e.g., White & Rees 1978; White & Frenk 1991;
Kauffmann et al. 1993, 1999; Somerville & Primack 1999;
Benson et al. 2000; Cole et al. 2000; Hatton et al. 2003; Springel
2005; Hirschmann et al. 2016; Lagos et al. 2018; De Lucia et al.
2024), other empirical and phenomenological models such as
halo occupation distribution models (HOD; e.g., Cooray &
Sheth 2002; Jing et al. 1998; Benson et al. 2000; Seljak 2000;
Peacock & Smith 2000; Scoccimarro et al. 2001; Berlind &
Weinberg 2002; Bullock et al. 2002), abundance matching (AM;
e.g., Klypin et al. 1999; Kravtsov et al. 2004; Tasitsiomi et al.
2004), and sub-halo abundance matching (SHAM; e.g., Gu et al.
2024). With the improvement of computing capabilities, hydro-
dynamical simulations (for a recent review, see Vogelsberger
et al. 2020) are now starting to be feasible for simulating
cosmologically relevant volumes (Dolag et al. 2016; Pillepich
et al. 2018; Schaye et al. 2023; see also the CAMELS project,
the largest compilation of hydrodynamic simulations to date:

Villaescusa-Navarro et al. 2023), and are sometimes used to
train and inform phenomenological methods to populate N-body
simulations.

The production of simulated galaxy catalogues is a prolific
line of development. Several cosmological surveys have pro-
duced simulations tailored to their observed samples but there
are also more general-purpose simulated mocks. These galaxy
catalogues include those based on the Uchuu simulation (e.g.,
Ereza et al. 2024; Dong-Paez et al. 2024) used for the SDSS data
analysis, catalogues produced for the DESI survey (e.g., Smith
et al. 2022; Balaguera-Antolinez et al. 2023; Smith et al. 2024),
catalogues developed within the Rubin-LSST DESC collabo-
ration (e.g., LSST Dark Energy Science Collaboration (LSST
DESC) 2021; Kovacs et al. 2022), catalogues produced for the
Chinese Space-station Survey Telescope (CSST, Gu et al. 2024),
and general purpose galaxy catalogues (e.g., Moster et al. 2018;
Behroozi et al. 2019; To et al. 2024).

Within Euclid, we have developed the Flagship simulation,
a comprehensive simulation, in terms of including a vast num-
ber of consistent galaxy properties, to help optimise the mission
and prepare its scientific analysis and exploitation. The scien-
tific goals of the mission from the main cosmological probes,
weak gravitational lensing and galaxy clustering, set the require-
ments of the simulation in term of mass resolution, volume, and
redshift coverage. Euclid aims to achieve a Figure of Merit of
the equation of state parameter of dark energy (Albrecht et al.
2006) of FoM > 400. This top level requirement flows down to
the sample definition for the cosmological probes in the Euclid
Wide Survey. The weak lensing probe uses a sample where
the shapes and sizes of the galaxies can be reliably measured,
which approximately corresponds to an I; <24.5 magnitude-
limited sample. The galaxy clustering probe uses a sample where
the galaxy redshifts can be determined with the Ha emission
line, which approximately corresponds to a flux limit of fi, <
2x 107" erg s~ cm~2. Most of these emission-line galaxies have
a magnitude H; < 24 (for details see Euclid Collaboration:
Mellier et al. 2025). If we want to understand the sample selec-
tion with the effects of background and noise fluctuations in our
measurements, we need to push the magnitude limits down to
an approximate AB magnitude of 26. As an example, a galaxy
with a magnitude I, ~ 26 at z ~ 0.3 is at a luminosity dis-
tance of d ~ 1h~'Gpc and has an absolute magnitude of
M;, — 5logioh ~ =14, which at this redshift corresponds to a
halo mass M ~ 2 x 10'° h~! M. A meaningful simulation for
Euclid needs to encompass a volume of tens of cubic comov-
ing Gigaparsecs at this mass resolution. Since full hydrodynamic
simulations covering this dynamical range are very challenging
at the moment!, the approach we followed to create mock surveys
was to develop a state-of-the-art N-body simulation and populate
the gravitationally bound dark matter structures (haloes) with
galaxies in a way that best matches observational data, placing
special care into simulating consistently the weak lensing and
clustering properties to enable combined probes analyses.

The first production was the Euclid Flagship 1 simula-
tion (FS1 hereafter, Potter et al. 2017). The N-body simulation
was run on the Piz Daint supercomputer at the Swiss National
Supercomputing Centre in 2016. A lightcone of dark matter

I The largest hydrodynamic simulation covering a cosmological rele-
vant volume is the FLAMINGO simulation (Schaye et al. 2023). Their
largest run covers 1.9 (h~! Gpc)® with 2 x 5040° + 28003 particles, a vol-
ume ~6.75 smaller than that of FS2 with approximately 15 times fewer
particles. Fig. 2 of Schaye et al. (2023) presents a comparison of current
large volume hydrodynamic simulations.
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(DM) particles was generated on the fly, replicating the simu-
lated box (with periodic boundary conditions) as a way to fill the
full lightcone volume of the Euclid survey. In this scheme, we
place the observer in one corner of the central box within the
lightcone volume. The ROCKSTAR halo finder (Behroozi et al.
2013) was run on the DM particle distribution to generate a halo
catalogue, which is now publicly available at the CosmoHub data
distribution platform2 (Carretero et al. 2017; Tallada et al. 2020).
From the halo catalogue, we produced a galaxy catalogue that
was used by the Euclid Collaboration to perform some early sci-
ence analyses and performance assessments of the mission as a
whole. To improve the scope of the Flagship simulation, a second
version, called Flagship 2 (Flagship or abbreviated as FS2 here-
after) was run in 2020. There were several improvements with
respect to the first version. The mass resolution and the maxi-
mum redshift covered by the lightcone output were increased in
order to improve the completeness of the resulting catalogue to
encompass all the galaxies expected to be detected by Euclid. In
particular, the mass resolution increased by a factor of 2 in FS2,
to reach a particle mass m, = 10° 4! M, which in turn allows
for modelling galaxies about one magnitude fainter than with
FS1 at all redshifts (see Sect. 5), and the lightcone was extended
from z = 2.3 in FS1 to z = 3 in FS2. We also changed the
way in which the spectral energy distributions were assigned in
FS2 to make the resulting photometric properties closer to those
observed. Similarly to the first version, a lightcone was produced
on the fly (i.e., as the simulation run) and a halo catalogue was
generated in post-processing with ROCKSTAR. Using HOD and
AM techniques combined with relations between observational
properties, we generated a galaxy catalogue containing around
five billion objects covering one octant of the sky (see Sect. 5 for
further details). Positions, velocities, physical properties, lens-
ing quantities, and photometry in multiple bands were computed
for all galaxies, totalling 399 parameters per galaxy generating a
catalogue of 5.9 terabytes that can be accessed through the Cos-
moHub platform?, which is hosted by the Euclid mission Spanish
Science Data Center. This catalogue has been the baseline input
simulation for the Euclid mission pipelines and a key ingredient
for its scientific preparation before the satellite launch. In this
regard, additional galaxy mocks, which are not discussed in this
paper, have been constructed within the Euclid Consortium, to
address more probe-specific scientific questions and account for
the variance due to modelling uncertainties.

This paper describes in detail the production of the second
version of the Euclid Flagship galaxy catalogue (FS2). Upon
publication of this paper, we expect to make a public release of
the latest version of the catalogue (version 2.1.10), which will be
available at the CosmoHub web portal. This publication serves
as a reference for its usage. Although designed for the Euclid
mission, the catalogue can be very useful for many other studies
and future galaxy surveys given its breadth in terms of number
of galaxies simulated (e.g., 3.4 billion galaxies for a magnitude
limited sample with H; < 26), volume covered (one octant of
the sky up to z = 3), and the wide range of galaxy properties
computed that, in particular, allow us to model the galaxy cluster-
ing of both photometric and spectroscopic galaxy samples along
with their weak lensing observables consistently down to sub-
arcminute scales. The paper is structured as follows. In Sect. 2,
we describe the production and main characteristics of the N-
body FS2 dark matter simulation. In Sect. 3, we present the
computation of the lensing properties. In Sect. 4, we explain

2 https://cosmohub.pic.es/catalogs/157
3 https://cosmohub.pic.es
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the production of the halo catalogue. In Sect. 5, we describe in
detail the computation of the galaxy properties. The validation of
the properties of the galaxy catalogue against observational con-
straints and theoretical models is presented in Sect. 6. Finally, we
summarise our findings and present our conclusions in Sect. 7.
Unless otherwise stated, all magnitudes reported in this paper are
in the AB system.

2. Dark matter simulation
2.1. The Flagship run

The Euclid Flagship N-body dark matter simulation features a
simulation box of 3600 4~' Mpc on a side with 16 000 parti-
cles, leading to a particle mass of m, = 10° h~! M. This four
trillion particle simulation is the largest N-body simulation per-
formed to date and matches the basic science requirements of the
mission as it allows us to accurately resolve 10''4~! M haloes
which host the faintest galaxies Euclid observes (i.e., model a
complete sample down to the Euclid flux limit) and samples a
cosmological volume comparable to the one that the satellite
will survey. The simulation was performed using the PKDGRAV3
code (Potter & Stadel 2016) on the Piz Daint supercomputer at
the Swiss National Supercomputing Centre (CSCS). The sim-
ulation was run with a softening length of 4.5 h~!kpc. It uses
the Euclid reference cosmology, with the following values for
the matter density Q;, = 0.319, baryon density O, = 0.049, dark
energy density (in the form of a cosmological constant) Q, =
0.681 - Q; — Q,, with a radiation density Q; = 0.00005509, and a
contribution from massive neutrinos Q, = 0.00140343 which is
derived from the minimum neutrino mass possible (0.0587 eV)
given the measured mixing angles and assuming a normal hier-
archy (de Salas et al. 2018). Besides, the values of the other
cosmological parameters are: the equation of state parameter of
dark energy wg. = —1.0, the reduced Hubble parameter at red-
shift z = O (i.e., Hubble constant), 4 = 0.67, the scalar spectral
index of the initial fluctuations ny = 0.96, and the primordial
power spectrum amplitude Ag = 2.1 x 107 (i.e., og ~ 0.813
derived) at kpivor = 0.05Mpc™'.

Using the Euclid reference cosmology allows comparison
to many other smaller simulations from N-body codes as well
from approximate techniques that also use these reference values
within the collaboration. The initial conditions were realised at
z = 99 with first-order Lagrangian perturbation theory (1LPT)
displacements from a uniform particle grid. The transfer func-
tions for the density field and the velocity field were gener-
ated at this initial redshift by CLASS (Lesgourgues 2011) and
CONCEPT (Dakin et al. 2022). As back-scaling was not used,
all linear contributions from radiation, massive neutrinos, and
metric perturbations (in the N-body gauge) were included via
a lookup table and applied as a small corrective particle-mesh
(PM) force at each time step (Fidler et al. 2019). This ensures
a match to the linear evolution of the matter density field at
all redshifts when including these additional linear terms (see
Fig. 1).

The main N-body data product was produced on-the-fly
during the simulation and is a continuous full-sky particle light-
cone (to z = 3), where each particle was output exactly when
the shrinking light surface sweeps by it. The full-sky coverage
was achieved by replicating the simulation box. The resulting
catalogue contains 31 trillion particle positions and peculiar
velocities (700 TB of data), and it was used to compute the
roughly 125 billion ROCKSTAR main haloes and full-sky lens-
ing maps with a HEALPix tessellation resolution Ngge = 8192
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Fig. 1. Nonlinear power spectrum at various redshifts compared to
linear theory from CLASS (Lesgourgues 2011). The use of the forward-
scaling method in the N-body gauge (Fidler et al. 2019) allows the
N-body simulation to agree with linear theory at all redshifts includ-
ing the effects from weak field general relativity, radiation, and massive
neutrinos. The narrow +5% band is plotted using a linear scale, making
those fluctuations more visible and allowing also for negative values.
Fluctuations at low k are statistical and reflect the sample variance of
the particular realisation. At high k the enhanced power is due to nonlin-
ear growth of structure not captured by the linear theory. This nonlinear
contribution also includes the slight —2% dip at k ~ 10! A Mpc™!, cor-
responding precisely to the first BAO peak in the power spectrum. The
forward-scaling method used for the Flagship simulation guarantees a
match to the linear theory of CLASS at all redshifts, which was not
possible to achieve with the traditional back-scaling technique (which
only guarantees this at z = 0 in the presence of massive neutrinos and
radiation). The bottom panel compares the power spectra to the Euclid
Emulator nonlinear power spectrum (Euclid Collaboration: Knabenhans
et al. 2021).

(Gérski et al. 2005), corresponding to 0’43 per pixel. We note
that the mock galaxy catalogue described below was computed
only in one octant of the sky. The chosen mock area was pri-
marily based on computational efficiency, and it was deemed
adequate to model the FS2 WIDE survey footprint for the first
year data release (DR1), that will cover about 2500 deg?, for
which the mock was mainly designed.

2.2. PKDGRAV3 power spectrum validation

Prior to performing the Flagship simulation, the PKDGRAV3
N-body code was validated against the well-established
GADGET3 (Springel et al. 2008), GADGET4 (Springel et al. 2021),
ABACUS (Garrison et al. 2021), and RAMSES (Teyssier 2002)
codes, which each use very different methods to solve the
Poisson equation as well as different methods to integrate the
equations of motion. The results of these comparisons are given
in Schneider et al. (2016) and more recently in Springel et al.

(2021, Fig. 50) and Garrison et al. (2019, Fig. 5). All codes
agree at the 1% level up to k = 10 hMpc~'. Convergence of
the power spectrum as a function of the particle mass and sim-
ulation box size was also investigated. Conservatively, a particle
mass of m, = 10°h~' My, is required to ensure 1% convergence
of the power spectrum up to k = 10 - Mpc~'. Simulation boxes
larger than 1 A~! Gpc are sufficient to ensure convergence in
the power spectrum (e.g., Klypin & Prada 2018). However, the
requirements of a light cone to z = 3, with as little replication of
the volume as possible, lead to a box of 3600 4~'Mpc on a side.
This simulated box contained 4 trillion dark-matter particles,
which yields the mass resolution desired and also corresponds
to the limiting number allowed by the Piz Daint supercom-
puter given PKDGRAV3’s memory requirements (which are about
64 bytes/particle, including the tree structure and all buffers for
analysis and management of the Input/Output).

In Fig. 1, we compare the power spectrum measured from
the Euclid Flagship N-body dark matter simulation to linear the-
ory computed by CLASS (Lesgourgues 2011) and to the Euclid
Emulator nonlinear power spectrum (Euclid Collaboration:
Knabenhans et al. 2021). Comparison to the BACCO emulator
(Angulo et al. 2021) shows a very similar level of agreement.
The ‘spikes’ at lower k are due to the cosmic variance present in
the realisation of the Euclid Flagship N-body simulation. When
comparing to other models of the nonlinear power spectrum,
such as Halofit (Takahashi et al. 2012) and HMCode2020
(Mead et al. 2021), the comparison is not quite as good,
with deviations over redshift at k > 0.1 AMpc™' extending
to +5%, and notably, these models do not accurately capture
the nonlinear form of the baryonic wiggles at k approximately
0.1-0.4 hMpc'.

2.3. Dark matter clustering

Galaxy clustering is one of the main probes of the Euclid mis-
sion. In order to validate this probe in the galaxy mock, we first
study whether the clustering of the dark matter distribution in the
lightcone behaves according to theoretical expectations. Figure 2
shows the angular power spectrum of dark matter in thin redshift
shells (in the HEALPix tessellation, see Sect. 3 for details), across
the full depth of the Flagship N-body lightcone, i.e., 0.5 < z < 3.
Measurements in the simulation make use of the PolSpice code
(see Szapudi et al. 2001; Chon et al. 2004; Fosalba & Szapudi
2004)* which corrects for the effect of angular masks in our
finite-sky analysis.

Results show that measurements in the simulation agree
with linear theory expectations on large scales (low multi-
poles) and nonlinear theory (Takahashi et al. 2012) down to
very small scales (high multipoles, £ ~ 10%), within sam-
ple variance errors (see dotted envelopes in lower panels for
each redshift bin). We note that particle shot-noise is negligi-
ble (<1% for all multipoles) given the high particle density,
around 90 particles/(h~! Mpc)?, in the lightcone. The agree-
ment between Flagship measurements and the Euclid Emulator2
(EE2) predictions is expected to be at a very similar level of
agreement, as discussed in Euclid Collaboration: Knabenhans
et al. (2021, see in particular their Figure 13) where they show
that the EE2 and halofit agree within 3% up to very small
(nonlinear) scales, k < 4 hMpcil, for z < 2.

3. HEALPix lensing mass maps

Following the approach presented in Fosalba et al. (2008)
and Fosalba et al. (2015), we construct a lightcone simulation

4 https://www2.iap.fr/users/hivon/software/PolSpice
AS, page 5 of 47
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Fig. 2. Angular power spectrum of the dark matter field in the lightcone across different redshifts. Plots show the clustering in the following z-bins:
0.49 < z < 0.51 (top left), 0.99 < z < 1.00 (top right), 2.02 < z < 2.08 (bottom left) and 2.94 < z < 3.06 (bottom right). The clustering in the
simulation (symbols) is compared against linear (dashed) and nonlinear (solid) theoretical predictions (Takahashi et al. 2012). Particle shot-noise is
also shown for reference (dot-dashed line). Residuals with respect to nonlinear theory are displayed in the lower panels, along with sample variance

error envelopes (dotted).

by replicating the simulation box (and translating it) around the
observer. Given the large box-size used for the Flagship sim-
ulation, Ly,x = 3600 h~' Mpc, this approach allows us to build
all-sky lensing outputs without repetition up to z ~ 2.0 and with
one replication up to our maximum redshift, zn.x = 3. Then, we
decompose the dark matter lightcone into a set of all-sky con-
centric spherical shells of given width, A,, around the observer,
what we call the ‘onion universe’. Each dark matter ‘onion shell’
is then projected onto a 2D pixelised map using the HEALPix tes-
sellation (Gorski et al. 2005). For the lensing maps presented in
this paper we have chosen a shell width of A, ~ 95.22 megayears
in lookback time, up to z = 10 (and finer at higher redshifts), and
an angular resolution of Ag ~ V3/73600/Ngg. ~ 0.43, for the
HEALPix map resolution Ngjq. = 8192 that we use.

By combining the dark matter ‘onion shells’ that make up the
lightcone, we can easily derive lensing observables, as explained
in Fosalba et al. (2008). This approach, based on approximat-
ing the observables by a discrete sum of 2D dark-matter density
maps multiplied by the appropriate lensing weights, agrees with
the much more complex and CPU time consuming ray-tracing
technique in the Born approximation limit, i.e., in the limit where
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lensing deflections are calculated using unperturbed light paths
(see e.g, Hilbert et al. 2020).

Following this technique we are able to produce all-sky maps
of the convergence field (which is simply related to the lensing
potential in harmonic space), as well as maps for other lensing
fields obtained from covariant derivatives of the lensing poten-
tial, such as the deflection angle, shear, flexion, etc. Figure 3
shows the all-sky map of the convergence field, «, for the Flag-
ship simulation, for sources at z; = 1, with a pixel resolution of
0’43. The colour scale shown spans over the range —o < «k < 3 7,
where o is the root mean square (rms) fluctuation of the full-sky
convergence map.

The angular power spectrum of the convergence field in the
Born approximation reads (for a flat LCDM cosmology),

OH3 O, (ry—r)
Ck = 4‘24 fdrp(f/r,r) :2 —, (1)

rg a

where ¢ is the multipole order, Hy = 100 ~kms™' Mpc™! is the

Hubble constant, ¢ is the speed of light, and ry is the comoving
distance to the lensing sources (we assume all sources are located
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convergence

Fig. 3. Lensing convergence (colour coded) and shear field (sticks) for sources at z; = 1 over a patch of 50 deg2 (left) and in a zoom-in of the central
1 deg?® area (right). The convergence field colour bar displays values within the range +3 o, where o is the rms value of the full-sky map. The stick
at the bottom of the zoom-in image shows a reference amplitude for the shear sticks overlaid on that area of the mass map.

at the same redshift in this approximation) where P({/r,r) is
the 3D density power spectrum in the simulation at a given
comoving distance r from the observer.

In this approach, we can take the spherical transform of the
lensing potential all-sky map to obtain the corresponding maps
for the other weak-lensing observables through simple relations
in harmonic space (see Hu 2000). In particular, the convergence
field, «, is related to the lensing potential, ¢, through the 2D
equivalent to the usual (3D) Poisson equation, which in spherical
harmonic decomposition reads

1
Kem = —55(5 + Déem- 2

One can thus use this expression to derive the lensing potential
at each source plane (or 2D lightcone map), and obtain other
lensing observables, such as deflection and shear, through their
relation to the lensing potential in harmonic space (see Fosalba
et al. 2015, for details). As a basic validation of the mass maps,
Fig. 4 shows the measurement of the convergence angular power
spectrum in the simulation compared with theory predictions, for
two different source redshifts across the lightcone. Overall there
is good agreement between the mass map clustering compared to
theory in the full range of scales (multipoles) shown, given the
sample variance errors (see figure caption for details).

4. Halo catalogue

The dark matter haloes were identified directly on the lightcone
particle data using the ROCKSTAR halo finder (Behroozi et al.
2013). ROCKSTAR is a phase space-linking friends-of-friends
method that is able to find the hierarchy of substructure from
parent dark matter haloes to the smallest subhaloes. ROCKSTAR
is also a high-performance parallel halo finder; however, it is not

capable of handling such a massive (10 trillion particle) simula-
tion in its standard (public) version. In order to use it for finding
haloes in the FS2 particle lightcone data, we had to split the
data into computational ‘bricks’ of 375 h~! Mpc x 375 h~! Mpc x
625 h~! Mpc, each with an extended ‘ghost’ region of 5 h~! Mpc
on each side to avoid discontinuities. The full particle lightcone
comprises 3448 such computational bricks, each of which could
be computed independently on a cloud of (56 core) servers at the
University of Zurich. One complication in the processing is that
the data in the lightcone is over a variable expansion factor, q,
as a function of depth in the lightcone, changing from 1.0 at the
centre to 0.25 (z = 3.0) at the edge. This fact must be accounted
for when converting the particle momenta to physical peculiar
velocities®. ROCKSTAR was written to compute halo catalogues
from a set of simulation snapshots, each at a fixed expansion
factor, and not from a lightcone and, therefore, needed to be mod-
ified to handle particles with radially dependent expansion factor.
ROCKSTAR uses these peculiar velocities for both linking (where
the linking length in velocity space is adapted from halo to halo)
as well as for ‘unbinding’, the process of removing particles from
a halo that are deemed not to be gravitationally bound to it (in
isolation). Once all haloes within a brick have been found, the
parent haloes with centres in the ghost region and subhaloes of
such parent haloes are removed from the catalogue so that the
individual bricks fit seamlessly together.

The science reach of Euclid depends on how much volume
it can sample and how many tracers it can use for cosmological
analysis. Its design was optimised to obtain the most stringent
constraints on cosmological parameters. For its weak lensing
analysis, it reaches magnitude limits of /; ~ 24.5. The default
minimum number of particles for ROCKSTAR to define a halo is

5 In PKDGRAV3’s internal units, particle momenta are computed as p =
a*x and physical peculiar velocities as v = ax.
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Fig. 4. Angular power spectrum of the convergence field at z; = 1 (top)
and z; = 3 (bottom). Plots show measurements in the simulation (sym-
bols) compared against linear theory (dashed line) and nonlinear (solid
line) fits to simulations (Takahashi et al. 2012). The lower panels show
the ratio between the simulation and nonlinear theory. Sample variance
error envelopes are displayed as dotted lines.

set to 20. However, we set the minimum number of particles
to define a halo to 10 to be complete at the Euclid weak lens-
ing magnitude limit (see Sect. 4.2.1). As we use such small and
poorly resolved haloes, we correct the halo masses of haloes with
few particles to avoid incompleteness and discreteness effects in
the halo mass function (Sect. 4.2). The final all-sky halo cata-
logue contains 126 billion main haloes. The galaxy catalogue
is generated from the halo catalogue in just one octant of the
lightcone that contains 15.8 billion main haloes.

4.1. Halo mass function

The ROCKSTAR halo finder produces different estimates of the
halo mass. These estimates include: the mass, Mgy, of the
particles linked together with a friends-of-friends algorithm of
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Fig. 5. Cumulative My, HMF of the Flagship haloes compared to
the TO8, D16 and C17 halo mass functions at redshift z = 0.1. In the
top panel we show the cumulative HMFs (colours indicated in the leg-
end). The lower panel shows the ratio of the cumulative Mpouna HMF
to the other cumulative HMFs. The dotted line serves as a reference
point where the cumulative HMFs are the same. Values of Mpouna >
10" h~! My, are omitted, since shot noise is dominant due to the small
volume available at z = 0.1 in the lightcone.

linking length & = 0.2; the mass, M., contained within the virial
radius; the sum of the mass, Myound, Of the bound particles within
the virial radius; the mass, Mgy, of the particles within an over-
density of 200 relative to the background density; and the mass,
M., of the particles within an overdensity of 200 relative to the
critical density. Appendix A provides a comparison of the halo
mass function (HMF) for the different halo mass definitions.

Based on the similar behaviour of the HMF with the different
mass estimates (except for the friends-of-friends mass defini-
tion), we decided to choose the Myounq definition as a default
choice to build the galaxy catalogue. As our method of assign-
ing galaxy luminosities is based on AM, the particular choice of
mass estimate is not important.

We compare the Flagship Myouna HMF to other HMFs in the
literature. As indicative of the behaviour, we present a compari-
son at low redshift and also as a function of redshift. We use as
main reference the Tinker et al. (2008) HMF, hereafter TOS, as
it has been widely used in the literature for HMF comparison.
We also compare it to the HMFs of Despali et al. (2016), D16,
and of Comparat et al. (2017), C17. We use the hm£° (Murray
et al. 2013) and COLOSSUS’ (Diemer 2018) packages to compute
the HMFs using the reference Flagship cosmological parameters.
Figure 5 shows the cumulative HMFs at low redshift, z = 0.1 in
the top panel, and the ratio of the Myouna HMF to the other HMFs
in the lower panel. We compute the TO8, D16 and C17 HMFs
for the M,;; mass definition. Our Myyu,q 1S almost the same as
M,;; for the most massive haloes but differs for the lowest mass
haloes due to the unbinding of particles. There is an overall off-
set of around 3-7% lower abundance in the Flagship Myoung
HMF compared to the other predictions for the same cosmol-
ogy. For halo masses below Mpoung = 10" h™' My, equivalent
to ~300 particles, the Myoung HMF starts to be incomplete. The
differential HMF shows the same trends as the cuamulative HMF.

6 https://hmf.readthedocs.io/en/latest/
7 http://www.benediktdiemer.com/code/colossus/


https://hmf.readthedocs.io/en/latest/
http://www.benediktdiemer.com/code/colossus/

Euclid Collaboration: Castander, F. J., et al.: A&A, 697, A5 (2025)

Ratio of Cumulative Myouna HMF to T08 M,;; HMF

131 7
1.2 1

1.1

ratio
—
(=)

0.7 r

10 11 2 13 14
logo[M/(h~' M)

Fig. 6. Ratio of the cumulative Myo,,¢ HMF to the TO8 M,;; HMF at
several redshifts indicated in the figure legend. The ratio between the
two varies from 7% at low redshift up to 25% at high redshift. The
slope of the Flagship cumulative My,o,a HMF is shallower than the one
of the TO8 M,;; HMF at high redshift. The HMFs are shown up to the
mass values where they approximately start to be shot-noise dominated.

The lightcone has little volume at z = 0.1 and therefore the HMF
is very noisy above Myoung = 10'3° 7! M.

Figure 6 shows the ratio of the cumulative Mpgynq HMF to the
TO8 M,;; HMF at several redshifts spanning the redshift range of
the simulation lightcone. While the slopes of the HMFs in the
mass range 10> 47! My < Mygung < 10135 b1 My, are similar
at low redshift, z < 1, at higher redshift, the slope of the Mpoyng
HMF progressively gets shallower than the TO8 M,;; HMF. The
ratio of the abundance at a given Mpgung halo mass compared to
TO8 abundance at the same halo mass also increases with red-
shift. Part of the difference may be due to the different power
spectrum transfer function used in the Flagship run compared to
the input we have given to the hmf code to compute the TOS
HMF, generated with CAMB (Lewis et al. 2000) for the same
cosmology®. We have performed the same comparison to the
D16 and C17 HMFs (not shown in the figure) finding qualita-
tively the same result. A detailed investigation of the Flagship
HMF is beyond the scope of this paper. Our tests suggests that
the main cause for the difference is the way haloes are defined
and how their masses are computed. In any case, the photomet-
ric quantities we compute for the mock galaxies depend on an
abundance-matching technique and therefore are not affected by
small changes in the HMF. The observed luminosity function is
recovered for the galaxies by construction in the AM technique
despite any mismatch or incompleteness observed in the mass
function of the dark matter haloes.

4.2. Mass corrections

As we will see later, we assign galaxy luminosities to central
galaxies using a halo mass-luminosity relation derived from
abundance matching between the cumulative HMF and the
cumulative galaxy luminosity function. We push the detection of
dark matter haloes to the very low limit of ten particles, making
the effects of discreteness very noticeable at the low-mass end of

8 We note that COLOSSUS does not compute the M,;; HMF estimation
at redshifts z > 1 because it does not support computing halo masses for
background overdensities lower than 200.

the HMF. Furthermore, as mentioned above, below halo masses
of logo[M/(h™' M)] < 11.5 our HMF starts to be incomplete.
In order to produce galaxy luminosities that are not discrete and
incomplete, we need to correct the HMF for these two effects.

4.21. Incompleteness correction

In order to reach the faint absolute magnitudes that Euclid
observes, we need to detect haloes down to the corresponding
low masses. For a Euclid magnitude limit of I; = 24.5, we need
to reach absolute magnitudes around M;, — 5logjph =~ —13.0 to
be complete at redshifts z > 0.1. To reach this absolute magni-
tude limit, we need to reach a mass limit of M ~ 2 x 10'°42~' M.
Given the resolution of the simulation, this mass corresponds to
20 particles. As we rescale the halo masses to account for the
HMEF incompleteness, we need to push down to haloes identified
with at least 10 particles. With the rejection of unbound parti-
cles, the Myoung halo definition can have even fewer particles
contributing to the halo mass. At this particle mass threshold,
the halo catalogue is not complete. Nevertheless, as the two-
point correlation of haloes is approximately independent of mass
at low masses, the two-point correlation properties of all haloes
detected will not differ from the one it would have had if the
catalogue had been complete. That way, we can reassign the
halo masses with abundance matching and assume that we are
complete to the halo abundance given by the lowest number
of particles and that the two-point clustering, which we use to
calibrate the galaxy mock, will not change.

We correct for incompleteness by reassigning the halo
masses in the following way. We assume that the slope of the
cumulative HMF at low masses is the same as the TO8 cumu-
lative HMF. Given that the Flagship halo abundance for the
Mpouna definition is somewhat lower than the TOS, we adjust the
abundance at a mass loglo[M/(h’1 My)] = 11.5, which corre-
sponds to approximately 300 particles per halo. Above this mass
threshold, there seems to be no incompleteness due to the low
number of particles (see Fig. 5). We reassign the halo masses
below this threshold to have the same abundance that a fidu-
cial HMF constructed with the same faint-end slope of the TOS
cumulative HMF and normalised to the Flagship cumulative
HMF at loglo[M/(h‘1 Mg)] = 11.5. The process is captured in
Fig. 7 where the original cumulative HMF at redshift z ~ 0.1 is
shown in blue, the TO8 HMF is shown in black, and the resulting
cumulative halo mass after the abundance-matching procedure is
shown in red. The new cumulative HMF has the same faint-end
slope as the TO8 HMF and the normalisation of the original HMF
by construction. In fact, there is a slight mismatch at the low-
mass end in the corrected cumulative HMF (red line) compared
to the rescaled TO8 HMF (black line) due to an error in our fitting
procedure. This mismatch does not have any significant influ-
ence in our resulting catalogue because our abundance-matching
procedure absorbs this mismatch.

While this procedure is conceptually simple, implementing
it directly into the mock generation is too slow, as one needs
to compute the observed cumulative HMF and to invert the
TO8 cumulative HMF for each galaxy. We therefore developed
a faster way of implementing this correction. First, we com-
pute the relation between the original Myoung halo mass and the
abundance-matched halo mass. In order to be able to compute
this correction efficiently, we fit this relation with five param-
eters at all redshifts in intervals of 0.1 in redshift. We then fit
each parameter as a function of redshift. We also fit the offsets of
the cumulative HMF to the TOS8 values at logio [M/(h™! M)] =
11.5.
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Fig. 7. Cumulative HMF at redshift z ~ 0.1 for the My, definition
(blue), the TO8 M,;; HMF (black), and the one resulting from the mass
reassignment procedure (red) that corrects for incompleteness and dis-
creteness effects.

4.2.2. Discreteness correction

We correct for discreteness by assuming that the cumulative
HMF is well defined at the mass values corresponding to a given
integer number of particles. We proceed as follows. In a given
volume V for each number of particles p;, we have N; haloes
with those p; particles corresponding to a halo mass M; = p; m,,.
The cumulative abundance for this halo mass is n;(> M;) =
Yoy N;/V, thatis, the number of haloes with mass larger or equal
than M; divided by the volume. For all haloes with p; particles,
we want to reassign their masses to distribute them according to
a power-law distribution in abundance between masses M; and
M;,,. For low masses, it is a good approximation to assume that
the cumulative HMF behaves as a power law,

CHMF(> M;) ~ 10°M?, 3)

in a small range of masses. For each halo with p; particles and
mass M;, we draw a random number u uniformly distributed in
the range [0, 1] and use this number to obtain a halo mass M
from the normalised cumulative halo mass distribution between
M; and My,

_ CHMF(> M) - CHMF(> M;,))

= , 4
"= CHMEG> M,) = CHMFG> M,,,) “)
assigning a halo mass
1
M =[uM - M)+ M7 (5)

So, in order to make the halo mass distribution continuous, we
only need to know the slope S of the cumulative HMF as a func-
tion of mass and also as a function of redshift (as it evolves).
We produce functional fits to the value of the slope to be able to
have the slope at any value of the mass and redshift faster than
by computing the cuamulative HMF in every step.

4.3. Halo clustering

Figure 8 shows the angular clustering of haloes in harmonic
space in the lightcone, for the redshift range z = 0.5-1.5,
and for two mass bins (1034 'My > M, > 10247 'M,, and
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102h~ "My > My, > 10" h~' M, top and bottom rows, respec-
tively). The theory predictions correspond to the dark matter
clustering globally rescaled with an estimate of the linear halo
bias, fitted to match the measured clustering on the lowest mul-
tipoles. We also show the clustering corrected with a simple
model for the shot-noise. The resulting (corrected) clustering is
in good agreement with linear theory expectations at low mul-
tipoles, i.e, £ < 200 at z = 0.5, and ¢ < 500 at z = 1.5, within
sample variance errors (see lower panels). These limiting multi-
poles are only approximate given that the scales beyond which
linear matter growth and the linear halo bias model break down
depend both on redshift and halo mass. We also note we have
assumed that haloes are Poisson distributed which is not strictly
the case (Ginzburg et al. 2017). However a proper correction of
the shot-noise for halo clustering is beyond the scope of this

paper.

5. From haloes to galaxies

Galaxies were generated in the Flagship simulation using a pre-
scription that includes HOD and AM techniques and observed
relations between galaxy properties. The prescription follows
the methodology used in populating the MICE Grand Challenge
simulation with galaxies (Carretero et al. 2015, C15 hereafter).
The starting point is the Flagship halo catalogue described
above. We use the SciPIC algorithm, described in Appendix B,
to compute the galaxy properties. We run the pipeline at the
Spanish Euclid Science Data Center. In the following subsec-
tions, we describe the different steps of the galaxy catalogue
production.

5.1. Galaxy luminosities

Following the HOD philosophy, haloes are populated with cen-
tral and satellite galaxies. Our prescription starts with a hybrid
HOD and AM method, that computes the number of satellites
in each halo and assigns the galaxy luminosities. Galaxy cluster-
ing measurements are used to determine the parameters and the
relations implemented.

The method has the following steps. First, it assumes that
each halo is composed of one central galaxy and some satellites.
We use a simple HOD in which the mean number of satellites
(the satellite occupation) depends only on the halo mass as a
power law. For all haloes with masses larger than the minimum
halo mass (My, > Mp,), the number of central galaxies and the
mean number of satellite galaxies are given by

Neen = 1,

M (04
<Nsat> = (ﬁl) . (6)

We assign the number of satellite galaxies in each halo draw-
ing a realisation of a Poisson distribution with mean (Ng,). We
parameterise M| as a multiplicative factor, f times Mpyiy:

My = f M. 7

In MICE, we calibrated the factor f as a function of halo mass
to match the SDSS two-dimensional projected clustering con-
straints of Zehavi et al. (2011) at low redshift. In the Flagship
simulation, we adopt a constant value for the multiplicative fac-
tor in (7) and fix it to f = 15, which is approximately the
mean value we used in MICE (Carretero et al. 2015). We fur-
ther choose the multiplicative factor not to depend on redshift
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Fig. 8. Angular power spectra of the dark matter haloes in the lightcone at redshifts z = 0.5 and 1.5. The top panels show the clustering for haloes of
mass 10347 M, > My, > 10'2h7' M, whereas the bottom panels display the corresponding results for 10"2h~' M, > My, > 10" h~' M,,. The lower
panels show the ratios with respect to nonlinear theory, with dotted lines displaying the envelope for sample variance errors.

given the weak constraints on galaxy clustering at high redshift.
We also set the exponent in Eq. (6) to a fixed value, @ = 1, with
no redshift dependence either. We will show in Sect. 6 that our
galaxy mock gives results that are in good agreement with a large
set of observational data.

We then use AM to assign the galaxy luminosities. In order
to obtain a relation between the halo mass and the central galaxy
luminosity, we first calculate the cumulative number density of
galaxies (central and satellites), ng,, as a function of the halo
mass’. We compute this function by integrating the CHMF,

° This function gives, at a given halo mass, the number (per unit vol-
ume) of centrals and satellites that can be found at that mass threshold.
For example, for our values of the f = 15 and @ = 1 HOD parameters,
haloes of M = 10'*h~! M, have a mean of 1.67 galaxies (1 central + 0.67
satellites) for a mass threshold My, = 10'34~" M. These same haloes
have a mean of 7.67 galaxies (1 central + 6.67 satellites) for a mass
threshold My, = 10'2h7! My, and a mean of 67.67 galaxies (1 central +
66.67 satellites) for a mass threshold M, = 10''A~! M. That is, the
same halo has a different number of satellites depending on which mass
threshold is considered.

taking into account the HOD assignment,

M\ ,
1+(mem) ]dM, 8)

where we have used Eqgs. (6) and (7) to compute the number of
galaxies per halo at the mass threshold, M;,. Both ng, and n are
densities, that is, number of galaxies per unit volume. We refer to
this function defined in Eq. (8) as the cumulative galaxy number
density function (CGNDF).

The adopted galaxy luminosity function (LF) for the AM is a
variation of the function given by Dahlen et al. (2005), which
is based on multi-band data taken in the Great Observatories
Origins Deep Survey (GOODS; Giavalisco et al. 2004). The
GOODS LF is parameterised in several optical and near-infrared
bands up to redshift z = 2. We extrapolate it to higher redshifts,
z = 3, and fainter luminosities, and transform it to our reference
band. The total luminosity function is the sum of the LFs of three
populations, each with its own evolution. As most of our calibra-
tion is inherited from the MICE catalogue which was performed
at low redshift using SDSS data, and in particular the New York

g (> Mnin) = f n(M')
Min
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Fig. 9. Cumulative luminosity function of the galaxy population in the

701 band at different redshifts used in our abundance-matching proce-

dure. This LF is an adaptation and extrapolation to higher redshifts and

fainter luminosities of the GOODS LF given by Dahlen et al. (2005).
The LFs at the high luminosity end are hardly distinguishable at z > 1.

University Value Added Galaxy Catalogue (NYU-VAGC;
Blanton et al. 2005b), we choose as our reference filter the SDSS
rO1 band'®, which is the SDSS r filter redshifted to z = 0.1
(Blanton et al. 2003). Figure 9 shows the cumulative LF function
in the 701 band for several redshifts.

Several studies have shown that when generating a galaxy
mock catalogue with AM using the observed cumulative LF,
the resulting galaxy clustering amplitude for the most luminous
galaxies is higher than observed. The clustering amplitude for
these luminous galaxies can be lowered if scatter is applied in
the luminosity assignment (e.g., Tasitsiomi et al. 2004; More
et al. 2009; Behroozi et al. 2010; Reddick et al. 2013; Carretero
et al. 2015). Given that the highest luminosity range is dominated
by an exponential decay, the introduced scatter results in assign-
ing higher central galaxy luminosities to haloes of lower masses,
thus reducing the amplitude of the clustering at the high lumi-
nosity range. Nevertheless, at lower luminosities where the LF
is mainly dominated by a power law, the inclusion of this scatter
has no effect in the overall shape of this function. Besides obtain-
ing a more realistic clustering for the most luminous galaxies,
introducing this scatter also reflects the fact that galaxy forma-
tion is a stochastic process. Taking this into account, we apply a
scatter to the galaxy luminosities resulting from the AM step. We
define an unscattered LF, ®y,s.¢(L), that when convolved with a
Gaussian scatter in the logarithm of the luminosity (function G
in Eq. (9)) gives the observed LF, ®s(L),

Bops(L) = f " Guen (L) G(L - L) dL, ©)

00

where the Gaussian function G has a mean of zero and a standard
deviation of Alogo[L/(h"*Ls)]. To obtain the unscattered LF,
we need to solve for @ypso(L) in the convolution equation (9).
Instead, to gain computing efficiency, we approximate the effect
of the convolution with an exponential decay factor:

(Dunscat(L, 2, A 10g10 L)

L
= Dy (L, -
ba(L.2) exp (Lm(z, Alogio L)

Bsct(z.Alogio L)
) } , (10)

10 0.1 iy the notation of Blanton et al. (2003).
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Fig. 10. Relation between halo mass and luminosity at various redshifts
resulting from abundance matching the cumulative galaxy function and
the cumulative unscattered luminosity function following Eq. (12).

where we fit the parameters Lq; and Sy as a function of redshift,
z, and the value of the scatter, Alogo[L/ (h2Ly)]. We compute
the cumulative unscattered LF as

nga(> L) = f Dunnea(L) AL, (1)
L

where we have omitted the dependence on redshift and the lumi-
nosity scatter. We can establish a relation between halo mass
and luminosity by applying AM between the cumulative num-
ber density of galaxies function (Eq. (8)) and the cumulative
unscattered LF (Eq. (11)):

Ngat(> Migio» 2) = Rgal(> L, z, Alogio[L/(h > Lo))). (12)

Equation (12) establishes the relation between halo mass
and galaxy luminosity, which is commonly referred to as the
galaxy-halo connection. Although, normally this connection is
expressed in term of the galaxy stellar mass instead of galaxy
luminosity in the stellar—halo mass relation (SHMR). There have
been many studies in recent years trying to understand how
galaxies form in dark matter haloes and how this relation is
established. Its exact form depends on the processes of star
formation and feedback. Wechsler & Tinker (2018) provides a
review of the galaxy-halo connection including many references
to previous work.

Figure 10 shows the resulting AM relations for a few
redshift values from Eq. (12) for our assumed value of
Alogo[L/(h™? Ly)] = 0.12. The relation is fitted as a double
power law (e.g., Yang et al. 2003; Moster et al. 2010) with
parameters fitted as a function of halo mass and redshift. The
luminosities of the central galaxies are assigned from their halo
mass and their redshift using the relation coming from Eq. (12)
and shown in Fig. 10 for a few redshift values. We then add a ran-
dom realisation of the scatter in the logarithm of the luminosity
to its value assuming a Gaussian distribution. We take the stan-
dard deviation of this distribution to be Aloglo[L/(h‘2 Ly)] =
0.12, which is similar to the value applied in other studies (e.g.,
Reddick et al. 2013) and produces a consistent clustering signal
in our catalogue at high luminosities and at low redshift.

In order to assign luminosities to the satellites, we first com-
pute the global LF for these galaxies by subtracting the LF
for the centrals from the total LF used to compute the AM.
Figure 11 provides a visual representation of this step. It shows
the model LF used to compute the AM relation between mass
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Fig. 11. Differential luminosity function for central and satellite galax-
ies, and all galaxies at redshift z = 0.5 in the Flagship catalogue. We
also show the model LF as in Fig. 9 but in its differential form.

and luminosity and the measured LF in the Flagship catalogue
in a thin redshift slice centred at z = 0.5 for all the galaxies and
for centrals and satellites only. Once we have the global LF for
the satellites (blue line in Fig. 11), we assume that it is the result
of the sum of the individual LFs of satellites within each halo for
all haloes. We model the cumulative LF of the satellites within
each halo using a modified four-parameter Schechter function of
the form

Nha10(> L) =A (L)a exp [_ (L)ﬁ]
s L*(LCCH) L*(Lcen) ’

where A is the normalisation factor that ensures that the halo
contains the number of satellites predicted by the realisation of
the HOD with luminosities higher than the minimum luminosity
assigned for that halo, Ly, a is the faint slope that we fix to
a = —0.5, and S is a parameter that controls the steepness of the
bright-end exponential cut-off. Furthermore, L, is the character-
istic luminosity that depends linearly on the luminosity of the
central galaxy, L. = a L, + b. Taking into account this model
for each halo, we fit the three parameters, a, b, and 5, to make the
sum of the satellite LF of all the haloes match the global LF. We
obtain the values a = 10793, b = 0 and B = 1.5 from this process.
Finally, we assign the luminosities for the satellites in each halo
by randomly drawing the luminosities following Eq. (13). Since
we generate luminosities drawing realisations from functional
forms that are fitted to all the redshift and luminosity ranges
of the simulation, there are slight mismatches between the LF
at particular redshifts for the generated and model LFs, as can
be seen in the green (all generated galaxies) and black (model)
curves of Fig. 11.

(13)

5.2. Galaxy colours and positions

Before allocating positions and velocities to the galaxies, we
assign them a (g01 — rODgop!! colour, defined as the colour
computed using the g and r SDSS filters redshifted to z =
0.1 (Blanton et al. 2003). This colour is used together with the
luminosity and redshift to assign the spectral energy distribution
to the galaxies (see Sect. 5.4). We define three colour populations
and assign individual colours to galaxies depending on which

' This (g01 — rO1)gop colour is named g01r®1_hod in the Flagship
catalogue available in CosmoHub: https://cosmohub.pic.es

_18 20 22 Y

Mo1 — 5logi10 h

“16

Fig. 12. Colour-magnitude diagram of the SDSS NYU-VAGC (Blanton
et al. 2005a). The black lines show contours of the same density of
galaxies in this space. The red, green, and blue solid lines show the
mean of the distributions of the three Gaussian fits to the (g01 — 01)
colour distributions as a function of absolute magnitude. The dotted
lines show the position of the mean + the standard deviation of the
Gaussian distributions.

population they belong to. The abundance of these colour pop-
ulations in each halo is defined by the HOD prescription. We
follow the same procedure as C15 to assign the (g01 — rO1)gop
colour that depends on the galaxy type. We have extended the
C15 fits to fainter luminosities as the Flagship catalogue con-
tains haloes of lower mass and thus reaches fainter luminosities.
A full description of the method is given in C15. We summarise
it here, noting the extensions and improvements made.

We start from the colour-magnitude diagram (CMD) using
the low-redshift NYU-VAGC SDSS galaxy catalogue (Blanton
et al. 2005a), which we show in Fig. 12. We fit the gO1 — 01
colour distribution as a function of luminosity in this colour-
magnitude diagram to three galaxy populations: blue, green, and
red. Similarly to what was done in Baldry et al. (2004), Skibba
& Sheth (2009), and Carretero et al. (2015), we assume that the
three populations are characterised by Gaussian distributions.
In fact, we detect another population at bright absolute magni-
tudes, M,o; — 5 logjoh < —22), which is redder than the main
Gaussian-distributed red population. Since the green population
has no galaxies brighter than M,y — 5 log o h ~ =22, the extra
red and green populations do not overlap in the CMD. Therefore,
for computational convenience, we absorb this extra red popula-
tion within the green population. We fit the means and standard
deviations of the Gaussian distributions of each population as a
function of luminosity. Figure 12 includes these fits to the means
and standard deviations as solid and dotted lines, respectively,
in the colour-magnitude diagram. The red, green, and blue lines
correspond to the red, green, and blue populations, respectively.
As an example of these fits, Fig. 13 presents these three colour
distributions at the absolute magnitude M,o; —5 logjo 7 = —20.0.
The mean and standard deviations of the three populations are
fit by global functions that depend on the absolute magnitude.
These are the functions shown in Fig. 12 and not the individ-
ual values at the absolute magnitude bins used to define the
functions.

We adopt the procedure of Skibba & Sheth (2009) and fol-
lowed in C15 to compute the (g01 — rO1)gop colour based on the
galaxy type (central or satellite). We also differentiate the galax-
ies into three colour types defined by the Gaussian fits of the
CMD. We assign the parameter color_kind to each galaxy in
the catalogue to indicate to which colour population it belongs
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Fig. 13. Colour distribution of galaxies in the SDSS NYU-VAGC at
absolute magnitude M,y — 5 log;o & = —20.0. The light blue histogram
represents the data in the catalogue. The red, green, and blue lines are
the fits to the three Gaussian populations and the black line the sum of
the three.

T T T T T T T

1.07 —-- frac_cen ,,’p-' -----
----- red_sat T~ 1.
\ 3
0.8} ——- red_cen |
— red_all
----- green_sat
_5 0.6 ——- green_cen 1
o — greenall =77~ "
\g 0.4} " blue_sat |
=== blue_cen
—— blue_all
0.2r 1
0.0r. ‘ ‘ ‘ ‘ . i
-10.0 -12.5 -15.0 -17.5 -20.0 —22.5 -25.0

Myo1 —5log10h

Fig. 14. Galaxy fractions as a function of absolute magnitude. The
black dashed line represents the fraction of centrals, while the rest of
the lines present combinations of galaxy type and galaxy colour type.
The line style distinguishes centrals (dashed lines) from satellites (dot-
ted lines) and all galaxies (solid lines). The galaxy colour types are
presented with different colours: red, green, and blue.

to: red, green, or blue. We define a function to determine the frac-
tion of satellites that belong to the red population as a function of
luminosity and another one for the green population. The HOD
and the colour-magnitude diagram then determine the fraction
of satellites that belong to the blue population and the fraction of
centrals that belong to the three populations (see Eqs. (37)—-(43)
in C15). These functions were optimised in MICE to repro-
duce the clustering as a function of colour and luminosity of
the SDSS sample (Zehavi et al. 2011). For Flagship we modified
these functions slightly and extended them to lower luminosi-
ties. However, we did not run a proper minimisation exercise,
in part due to the flexibility in the functional form that we have
allowed. Figure 14 shows these functions as implemented in the
Flagship catalogue. All the brightest galaxies are centrals. Then,
there is a transition around the LF characteristic luminosity, L,
where the fraction diminishes to become approximately constant
around 50% for lower luminosities. The overall fraction of red,
green, and blue galaxies is constrained by the CMD, with many
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Fig. 15. Fraction of galaxies of different types as a function of abso-
lute magnitude for different redshift slices (Az = +0.1), split between
Red Sequence (‘RS’), Green Valley (‘GV’), and Blue Cloud (‘BC’),
and between centrals (‘cens’) and satellites (‘sats’). The abscissae have
been slightly shifted for clarity.

more red galaxies at bright luminosities and blue galaxies dom-
inating the population at faint luminosities. At all luminosities,
there is a higher fraction of red galaxies that are satellites than
centrals, and the other way around for blue galaxies. The frac-
tion of green galaxies is always low compared to the red and
blue ones. As mentioned before, galaxies brighter than absolute
magnitudes M,y — 5 logjo h =~ —21.5, which are tagged as green
are indeed redder than the main red population. The fraction of
green satellites is larger than that of green centrals for the true
green population at low luminosities, but the trend is reversed at
bright luminosities, where all this extra population of the reddest
galaxies (tagged as green) are centrals.

Figure 15 displays the fraction of color_kind values as a
function of luminosity at four redshifts, splitting between cen-
trals and satellites. There are no more local minima or maxima
in the fractions vs. luminosity as were seen in Fig. 14, because of
the split in redshift bins. The Flagship galaxies show the follow-
ing trends: 1) luminous galaxies are redder, consistent with what
is observed at low redshifts (Sandage & Visvanathan 1978); 2)
satellites are more likely to be red than centrals of the same lumi-
nosity, as observed at low redshifts (van den Bosch et al. 2008);
3) centrals and satellites (in particular low-luminosity ones) are
more likely to be blue at higher redshifts, in conformity with
the Butcher—Oemler effect (Butcher & Oemler 1978) that galax-
ies in higher-redshift clusters contain a higher fraction of spiral
morphologies (hence bluer colours).
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Fig. 16. Concentration index as a function of halo mass at the redshifts
marked in each panel. The red dots correspond to the means of the dis-
tributions at each halo mass bin and are linked with a red line. The
vertical red lines show the standard deviations of the distributions. The
black line shows the Diemer & Joyce (2019) functional form values.

We place the central galaxies at the centre of their haloes.
Satellite galaxies are located following a triaxial Navarro, Frenk,
and White (NFW; Navarro et al. 1997) profile. We use the virial
radius, the concentration parameter, and the vectors of the ellip-
soid semi-axes to compute the satellite positions. We obtain the
concentration parameter of the haloes using the virial radius and
the scale radius from the ROCKSTAR catalogue'? for haloes with
masses logl()[Mha](,/(h’1 Ms)] > 11.0, where there are enough
particles per halo as to reliably determine the concentration. For
this mass range, the concentration parameter agrees with a mass
dependence that matches that given by Diemer & Joyce (2019)
as computed with the COLOSSUS code. Below this mass thresh-
old, we use the relation from Diemer & Joyce (2019) to obtain
the mean concentration for a given halo mass and redshift. We
have computed the ratio of the standard deviation to the mean
of the distribution of concentration parameters as a function of
halo mass and redshift. This ratio is approximately constant with
a value of 1/3. We therefore assign the concentration parameter
for the haloes below the mass threshold My, = 10! h~! M,
drawing a realisation of a Gaussian distribution with the mean
coming from the relation of Diemer & Joyce (2019) and a stan-
dard deviation that is one-third of the value of the concentration
mean. Figure 16 shows with red dots the mean of the concen-
tration parameter as a function of halo mass at three different
redshifts before correcting the values at low halo mass. The red

12 ROCKSTAR computes the scale radius fitting the radial mass profile to
a NFW functional form (for details see Behroozi et al. 2013).

lines indicate the standard deviation of the concentration param-
eters. The black line shows the Diemer & Joyce (2019) relation.
The recomputed mean concentration values at low halo mass
coincide with the black line.

The fraction of satellite galaxies that belong to poor-resolved
haloes (e.g., Mhao < 10" A7 Me) is very small in the final cat-
alogue and, thus, not very important. For an H; < 26 selected
sample that fraction is around 1%. For weak lensing and galaxy
clustering Euclid-like samples, it is below 0.1%.

The other ingredient for assigning positions to the satellites
within their haloes is the triaxial shape of the haloes. ROCKSTAR
outputs the position vectors of two of the ellipsoid semi-axes
and the axis ratios. We compute the third position vector as the
cross product of the other two. We take the virial radius in the
semi-major axis direction as the virial radius provided by the cat-
alogue and in the other directions we multiply the virial radius
by the corresponding axis ratios. We assign the position of satel-
lite galaxies within haloes following the procedure of Robotham
& Howlett (2018)'3, which we modify to compute random posi-
tions in a triaxial NFW keeping the appropriate density profile,
axis ratio values, and ellipsoid orientation. We compute the posi-
tions in each halo coordinate system given by the position vectors
of their semi-axes and then transform them to comoving coordi-
nates taking into account the orientation of the ellipsoid with
respect to the observer’s lightcone.

We implement colour segregation in the satellite galaxy
distribution assuming a different concentration parameter for
each of the color_kind samples (e.g., McDonough & Brainerd
2022). Red galaxies have the same concentrations of the dark
matter in the haloes. Blue galaxies have a concentration one
fourth of the concentration of the red galaxies (following
Collister & Lahav 2005), while green galaxies have a concen-
tration half of that of the red galaxies. Following C15 who
placed galaxies beyond the virial radius to adjust the galaxy
clustering in the MICE catalogue, we also place satellites
beyond the halo virial radius up to three times its value, resulting
in approximately 15% of the satellite galaxies being outside
the virial radius of their haloes. As discussed in Sect. 6.4, this
is an oversight, given the different ways that haloes and their
boundaries are defined in the Flagship simulation in comparison
to MICE, resulting in overpopulating with galaxies the regions
outside the virial radius.

Figure 17 shows the 3D number density profile of halo galax-
ies in a slice of redshift and halo mass. We restrict the plot
to 188 haloes in the redshift range, 0.6 < z < 1.0, and in the
halo mass range, 14.0 < log,o[M/(h~' M)] < 14.4, containing a
total of over 10* member galaxies (with I; < 24.5 and H;; < 24)
within the virial radius: 6423, 1308, and 2877, Red Sequence,
Green Valley, and Blue Cloud galaxies, respectively. One clearly
sees the different radial distributions for the Red-Sequence,
Green-Valley, and Blue-Cloud galaxies, with the latter having
a concentration four times lower than for the Red-Sequence
galaxies, as designed and shown in Table 1. The stacked radial
distribution for all galaxies (black in Fig. 17) is also well fit by
an NFW model, even if it is the composite of three NFW mod-
els with very different scale radii. The best-fit concentration for
all galaxies is intermediate between the extreme red and blue
colour classes. One also sees that the profile follows the NFW
model very well out to =~1.8 ry;;, beyond which only a fraction
of galaxies are halo members because of the triaxiality of the
haloes (Sect. 5.2).

3 https://github.com/CullanHowlett/NFWidist
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Fig. 17. 3D galaxy number density profiles of stacks of Flagship haloes,
after removing all haloes lying closer than 3 r,; from the edges of
the region. The maximum likelihood concentration parameters (virial
radius over NFW scale radius), obtained by fitting an NFW model to
the distribution of radial distances r (restricted to the shaded region),
are shown in the legend.

Table 1. Assumptions for deriving velocity dispersions.

color_kind c¢/chac Beo  F/Tvirhalo
(1) 2 3 “)
Red Sequence 1 027  0.25
Green Valley 0.5 0.44 0.5
Blue Cloud 0.25 0.82 1.0

Notes. The columns are: (1) the color_kind; (2) the ratio of the con-
centration of the galaxy population of a given color_kind over that of
the dark matter; (3) the asymptotic velocity anisotropy (Eq. (15)) for the
given color_kind; and (4) the anisotropy radius (Eq. (15)) in units of
the halo virial radius.

5.3. Galaxy velocities

Once the galaxy positions are determined, we compute
their velocities within the halo. We also use the parameter
color_kind to produce line-of-sight velocity dispersion profiles
modulated by the type of galaxy.

Central galaxies are assumed to be at rest at the centre of
the halo, so their velocity is the same as the centre of mass of the
halo. The satellite galaxy velocities are built by solving the spher-
ical, stationary, Jeans equation of local dynamical equilibrium,

d(po?) | 280 (po?) _ i GMO)

dr r r2 (14)

for given radial profiles of mass M(r), number density p(r),
and velocity anisotropy 8 = 1 — 02/02, with o and o, being
the velocity dispersion in the tangential and radial directions,
respectively. The velocity anisotropy is assumed to follow the
Tiret et al. (2007) model:

r

B(r) = P (15)

r+rg’

which is a reasonably good approximation to what is seen in
ACDM haloes. Using the parameters found for massive clusters
at z = 0.05 by Mamon et al. (2019), assuming that ellipticals,
SO0s and spirals respectively trace red sequence, green valley, and
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blue cloud galaxies as defined by the color_kind parameter,
leads to the parameters given in Table 1.
We proceed as follows:

1. Pre-compute the radial velocity dispersions in virial units,
o (r)/vyir on a two-dimensional grid of geometrically spaced
r/ryir and concentrations, where the o, are obtained by solv-
ing (following Eq. (C.1)) the Jeans equation in Eq. (14) using
the assumptions of Table I;

2. pre-fit three two-dimensional 5th-order polynomial approxi-
mations (one per color_kind) for log;o(o,/vyir) in terms of
log1o(r/#yir) and logig Cgark;

3. determine the full set of radial velocity dispersions using
these polynomial approximations (extrapolating beyond the
fit limits with the constant value at each limit);

4. determine the tangential components of the velocity dis-
persions, using oy = 04 = /1 —pB(r) o, where the first
equality comes from the assumption of spherical symme-
try (o and o4 are the azimuthal and latitudinal components
respectively of the tangential velocity component);

5. derive the three velocity components in spherical coor-
dinates, assuming locally Gaussian velocity distribution
functions;

6. convert these physical velocities in the halo frame to peculiar
velocities, by subtracting the Hubble flow, H(z) r, from the
radial velocity component;

7. convert these peculiar halo-frame velocities in spherical
coordinates to Cartesian coordinates;

8. convert these peculiar halo-frame Cartesian coordinates into
the box frame;

9. derive the line-of-sight velocities Vi os = (R V)/R (where R
and V are the position and velocity vectors measured relative
to the observer and R the modulus of the R vector) in the box
frame, assuming that the observer is at rest in the box;

10. derive the redshift from the line-of-sight velocities using the
relation

VLOS)’ (16)

1+z2=0+ zcos) (1 +T

where z.,s iS the cosmological (true) redshift, Vi g is the
line-of-sight velocity component, and neglecting the pecu-
liar motion of the observer as well as the 2nd-order trans-
verse Doppler term which incorporates the multiplicative
Lorentz factor (1 — V2/c?)~1/? (e.g., Tatum 1985).
The details of steps Nos. 1 and 2 are provided in Appendix C. In
a forthcoming (already coded) version of Flagship, we inserted
after item No. 6 the addition of a radial infall pattern, obtained
by fitting a nonlinear function of redshift and log halo mass to
the radial motions inside haloes of dissipationless cosmological
simulations.

5.4. Spectral energy distributions

As described in Sect. 5.1, we assign a (g01 — rO1)gop colour to
each galaxy randomly sampling the colour distributions derived
from the CMD for our three color_kind populations. This
colour corresponds to the rest-frame colour of a galaxy in the
g01 and r01 filters (see Sect. 5.2) or equivalently the g — r colour
at redshift z = 0.1.

Next, we want to assign a spectral energy distribution (SED)
to each galaxy. We take as a template basis the COSMOS SED
library used in Ilbert et al. (2009) that originally comes from
the SEDs of Polletta et al. (2007), complemented with tem-
plates from Bruzual & Charlot (2003) to expand the range of
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Table 2. SED template basis.

Original template Number of final

number Extinction law E(B - V)@ SED templates
0-9 None 0.0 10
10-22 Prévot 0.0-0.5 78
23-30 Calzetti 0.0-0.5 48

Notes. @ The reddening values sampled for the Prévot and Calzetti
extinction laws are 0.0, 0.1, 0.2, 0.3, 0.4, and 0.5.
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Fig. 18. Subset of six SED templates out of the 136 described in the text
at redshift z = 0.0. The templates are normalised to have the same flux
at a wavelength of 6000 A. The fi gure inset indicates the colour-ordered
template number (0), the original template number in [lbert et al. (2009)
(1), the E(B — V) reddening value applied to the template (ebv), and the
value of the g01 — rO1 colour (¢).

star-formation histories included. In order to increase the SED
coverage, each galaxy SED is computed as a linear combination
of two of the templates in the SED basis.

Following Ilbert et al. (2009), our chosen SED library is
composed of 31 templates. We add extinction to some of the
templates to expand the colour space coverage and better repre-
sent observations. We do not apply any extinction to the first ten
reddest templates. The next thirteen templates represent spec-
tral distributions of spiral galaxies and are assumed to have
the Prévot Small Magellanic Cloud extinction law (Prévot et al.
1984). The last eight bluest templates represent starburst galax-
ies and have the Calzetti extinction law (Calzetti et al. 2000).
We build a sample of 136 templates using the 31 SEDs and the
two extinction laws that we sample at six values of the E(B — V)
colour excess (or reddening) from O to 0.5 in steps of 0.1. Table 2
summarises the original templates used with their order number,
the extinction law applied for those templates, the reddening val-
ues sampled for each of those templates, and the total number of
resulting SEDs that constitute our SED template basis.

For these 136 templates, we compute the g01 — 701 and the
COSMOS g — r colours at seven discrete redshift values cover-
ing the redshift range of the lightcone simulation, 0 < z < 3, in
intervals of Az = 0.5. Figure 18 shows a subset of six of these
136 templates at redshift z = 0.0.

We rank order the templates according to their colour at these
redshift values'*. We use the gO1 — 701 colour at z = 0 and the

4 7€{0.0,0.5,1.0,1.5,2.0,2.5,3.0}.
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Fig. 19. Distribution of E(B — V) values in the COSMOS2020 cata-
logue for a magnitude range i < 24.5. The distributions are normalised
so that the total abundance for all E(B — V) values at each redshift adds
up to 1.

COSMOS g — r at the rest of the redshift values for the order-
ing. We compute a relation between the template order number,
treated as a real number but sampled at integer values, and the
values of the colour at each redshift value. This relation serves to
assign an ordered template number for a given colour value. We
smooth this relation to make the function monotonic and avoid
degenerate values in the relation that would give the same tem-
plate order number for different values of the colour. We also
establish relations between the g01 — rO1 and g — r colours at all
non-zero redshift steps. To obtain these relations we abundance
match the (g0l — rOl)gop colour distribution in the Flagship
catalogue to the g — r colour distribution of the COSMO0S2020
catalogue (Weaver et al. 2022) at each redshift value considered
(see footnote 14). We take all galaxies in a range of Az = 0.2
centred at the mean redshift value to build the samples for the
abundance matching. The only exception is for the last redshift
value, z = 3.0, where we take galaxies in the range 2.8 < z < 3.0
as there are no Flagship galaxies beyond that redshift. We also
compute the E(B — V) distributions from the COSM0OS2020 cat-
alogue at the same redshift values, in this case in a redshift range
of width Az = 0.1. Figure 19 shows the normalised distribution
of E(B — V) values in the COSM0S2020 catalogue for a sample
with a magnitude limit in this catalogue of i < 24.5, equiva-
lent to the 10 o magnitude limit of the Euclid Wide Survey in
the I filter. The distribution transitions from being dominated
by galaxies with no internal extinction at z = 0.1 to peaking at
values of E(B — V) ~ 0.2 at redshifts z > 1.

Our procedure to assign an SED to a galaxy consists of
the following steps. First, we determine the two redshift val-
ues immediately lower, z;, and larger, z, than the redshift of
the galaxy from the list in footnote 14, so that z; < z < z,. We
determine two SEDs from our 136 template basis, one at each
of these two redshifts, SED (z;) and SED (z;), and compute the
final SED of the galaxy as a linear combination of the two tem-
plates (Eq. (17)) with weights, w; and w, proportional to their
redshift difference to the reference redshift as in Eq. (18),

SED (z) = w; SED (z1) + w, SED (20), (17)
w = 225 (18)
22— 21
Z—21
wy = ——.
22— 21

We derive the SED at each of these two redshifts from the
(g01 — rO1)gop colour of the galaxy. We obtain the ordered
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template number from the colour using the relations found pre-
viously. At z = 0.1, we use the relation with the (901 — rO1)gop
colour. At higher redshift we first obtain the COSMOS g — r
colour from the (g01 — rOl)gop colour using the abundance-
matched relations described before and then use this g — r colour
to obtain the ordered template number. We take the six clos-
est ordered templates to this ordered template number from our
136 SED template basis and compute the colour difference from
the original colour, either (g01 — rO1)yop or g — r, depending
on the redshift, and the colour of these six ordered templates.
We compute a probability based on this colour difference for
each of these six ordered templates, Py This probability
is assumed to be a Gaussian distribution with mean the orig-
inal colour and standard deviation half the mean value of the
colour differences for the six ordered templates. If the stan-
dard deviation is lower than 0.015, we set it to this minimum
value. We then compute the probability of the template given its
E(B - V) value, Pg(g_v), using the distributions of E(B — V) val-
ues from the COSMOS2020 catalogue obtained before (Fig. 19).
We compute the final probability of each ordered template as the
product of these two probabilities in colour and colour excess,
Py = Peoiour PEB-v). We generate the cumulative distribution
of this probability and draw a random number from which we
obtain the ordered SED template using the inverse of the cumu-
lative probability distribution. We perform this procedure at the
redshifts z; and z,, and obtain the final SED following Eqs. (17)
and (18). In order to clarify the procedure, we provide an example
of an SED assignment in Appendix D.

5.5. Galaxy shapes and sizes

Galaxy shapes and sizes are assigned using phenomenologi-
cal prescriptions similar to those of Miller et al. (2013) with
calibration data coming from Hubble Space Telescope (HST)
observations. We use two main data sets as calibrators: the Cos-
mic Assembly Near-Infrared Deep Extragalactic Legacy Survey
(CANDELS; Grogin et al. 2011; Koekemoer et al. 2011) reduc-
tions of Dimauro et al. (2018) and the Advanced Camera for
Surveys!> (ACS) reductions of the GOODS-South field of Niraj
Welikala (hereafter referred to as HST_GS, private communica-
tion). Our approach is simplistic, since we do not attempt to fit all
the galaxy morphological properties while simultaneously keep-
ing the correlations between parameters. Nevertheless, our cat-
alogue is designed to reproduce the one-parameter distributions
that we calibrate our data with.

Most galaxies are assumed to have two components: a
Sérsic profile (Sérsic 1963) component, which we refer to as
bulge, and an exponential disk component. The exception are
galaxies fulfilling the following relation:

(g01 = r0Duop > (0.96 + 0.04 7)
—0.015[(Myo1 — 5 logio h) + 24.0],

(19)

where z is the galaxy redshift and M,y; — 5 logg £ is the abso-
lute magnitude in the 01 filter. These galaxies are described
by a single Sérsic profile component, which we also call
bulge. We identify this modelling difference with the parame-
ter dominant_shape in the catalogue which is set to O for the
one-component (bulge only) profile galaxies and to 1 for the two-
component (bulge and disk) galaxies. The selection in Eq. (19)
implies that the reddest galaxies at each magnitude are the ones

5 https://science.nasa.gov/mission/hubble/observatory/
design/advanced-camera- for-surveys/
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Fig. 20. Fraction of galaxies modelled with one component model with
respect to the total as a function of i-band magnitude. The red line is the
resulting fraction in the Flagship catalogue when the relation in Eq. (19)
is used. The blue points with error bars represent the fraction of galax-
ies modelled with a one-component model in the CANDELS catalogue
of Dimauro et al. (2018).

modelled with a one-component (bulge only) profile. The frac-
tion of these galaxies to the total number of galaxies varies as
a function of magnitude as shown in Fig. 20, with the frac-
tion getting smaller as magnitudes get fainter. We chose to use
a simple magnitude-dependent colour cut to separate the way
to model the galaxies. This cut reproduces well the fraction in
the CANDELS catalogue of Dimauro et al. (2018) at magnitudes
brighter than i < 22, but it is lower at fainter magnitudes. For
these fainter galaxies, their smaller sizes and lower signal-to-
noise detections make the distinction of two profile components
harder. The upward trend seen in CANDELS ati > 23 can proba-
bly be attributed to this effect. Taking this into account and as the
one- and two-component models are not very different for these
small sizes for the Euclid pixel size, we decided not to change
this simple selection cut for faint magnitudes. As the catalogue
is dominated by faint galaxies, the overall fraction of bulge-only
galaxies is approximately 10% of the total galaxy population in
the catalogue.

We start by assigning a scalelength, Ry, to the galaxies based
on their i-band magnitude'®. We compute the median scalelength
Rh"“edi‘m in arcsec in bins of i-band magnitude in the HST_GS
catalogue. This relation is similar to one obtained in Miller et al.
(2013),

Rmedian

h1~ = exp [-1.675 — 0.215 (i — 25.0)].

(20)

Figure 21 shows the measured scalelength values in the
HST_GS sample (blue dots) and the relation fitting the median
of the distribution as a function of i-band magnitude (Eq. (20)).
The observed distribution of scalelength values in magnitude
bins can be described by a power law and an exponential decay
with parameters depending on magnitude. The cumulative func-
tion of such a functional form is an incomplete gamma function.
Therefore, we assign the value of the scalelength as

Rmedian 1 %
Rh B h [F_l ( +ﬂ’#):| ’
07

1.13 @)

16 This scalelength, Ry, is defined as the radius at which a galaxy defined
by an exponential light profile /(R) = I, exp(—R/Ry) is a factor e fainter
than at its centre.
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Fig. 21. Scalelength values in the HST_GS sample (small blue dots).
The red dots indicate the median of the scalelength values in bins of
i-band magnitude and the red error bars show the 16 and 84 percentiles
of the distributions of scalelengths in each bin. The black line is the
fit to the median values of the distribution as a function of the i-band
magnitude as given in Eq. (20).

where I'"! is the inverse of the incomplete gamma function'’, a is
the exponent of the exponential decay argument, which depends
on magnitude as @ = 2.0 — 0.08 (i — 18) with i being the i-band
magnitude, 8 is the exponent of the power-law, which we fix at
B = 1.5, and u is a uniformly distributed random number'® in the
range [0,1].

We then set the luminosity fraction in the Sérsic profile,
F5¢sicwhich we refer to as bulge in the catalogue, using the
following relation:

(41

where a = 0.01 +0.0015 (25 — i) and y is a uniformly distributed
random number in the range [0,1]. We set a floor of 0.007 to the
minimum value of a. Figure 22 shows the resulting fraction of
the galaxy luminosity that is in the bulge component for galax-
ies brighter than I; < 24.5 in the Flagship catalogue compared
to the CANDELS catalogue of Dimauro et al. (2018) for the
same magnitude range. This bulge component can either be the
one-component profile for galaxies with bulge_fraction = 1
and dominant_shape = 0 or the Sérsic profile bulge compo-
nent for the two-component galaxies (bulge_fraction < 1 and
dominant_shape = 1).

We set the disk profile as a Sérsic profile with index n
1. We set the half-light radius of the disk as Ris® = 1.678 Ry,
An exponential profile contains ~26% of the light within the
scalelength radius. The factor 1.678 comes from the ratio of
radii containing 50% and 26% of the light in a Sérsic n5¢™i¢ = 1
profile.

FSérSiC =a (22)

Sérsic _

17 Implemented with the function
scipy.special.gammaincinv

18 In this section we draw realisations of distributions to assign proper-
ties to the galaxies (Egs. (21), (22), (25), (27), (30), and (36)). We use
the symbol y for all these random variables, but they are independent

from each other.

python scipy

= CANDELS
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fraction
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Fig. 22. Bulge fraction distribution for galaxies brighter than Iz <
24.5 in the Flagship catalogue compared to the CANDELS catalogue
of Dimauro et al. (2018) for the same magnitude range.

We set the Sérsic half-light radius, R3S™¢, of the Sérsic
profile from the disk half-light radius, REs%, with

50 °
RSérsiC 2.6
10g10(510TJ =-181+ T
| +exp {—2.15 [1og10( i )] + 0.3}
0.7
+

Rdisk °
1+ exp{-15.0[togis ()| - 0.1}
(23)

This equation tries to fit the relation between these radii in
the CANDELS calibration catalogue. In Fig. 23, we show the
Sérsic half-light radius, Rggm“, distribution for composite pro-
files and compare it to CANDELS. The Flagship distribution of
R?grs‘c values is similar to the CANDELS distribution, although
somewhat narrower. The HST_GS sample has also measured
values of the bulge component half-light radius in composite
profiles. However, those values are approximately a factor of five
smaller than the ones in CANDELS. The measuring methods
were different in both samples. The galaxies in CANDELS were
fit individually to two components, while in HST_GS galaxies
were combined and then the bulge half-light radius of the com-
bined galaxy was fit as a multiplicative factor of the scale length,
Ry. Given the individual measurement employed, we deem the
CANDELS values more reliable and decided to fit to their distri-
bution. But, one should keep in mind the systematic uncertainty
in these measurements depending on the methodology employed
when using these values.

For one-component profiles, we assume the half-light radius
of the bulge to be the same as the scalelength radius. Fig. 24
shows the distribution of these R?gmc values for galaxies with
i < 24.5 in the catalogue compared to the CANDELS sample.

We obtain the Sérsic index for the Sérsic profile components
with functions that try to reproduce the distribution of Sérsic
indices in the CANDELS calibrating sample. For the composite
profile, we draw Sérsic indices with

> = [(a + mpit) via] — @, (24)
where
a+ ndeie !
Vmax = Sérsic | ° (25)
a—+ nmin
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Fig. 23. Distribution of half-light radius, RS™°, in the Flagship cat-
alogue for the Sérsic bulge component of galaxies simulated as two
components compared to the CANDELS sample.
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Fig. 24. Distribution of half-light radius, Rgg'm, in the Flagship cata-
logue for one-component (bulge) galaxies compared to the CANDELS
sample.

a = 0.2, the minimum and maximum Sérsic indices, niﬁf‘c =0.5
and nS¢¢ = 6.0, and y is a uniformly distributed random number

in the range [0,1].
For the single component, we draw the Sérsic index from

()
a

with n35%¢ = 0.5, 4 = 2.75,0 = 1.9, 8 = 1.0, and I'"! the inverse
of the incomplete gamma function as in Eq. (21). The parameter
v is given by

Sérsic _  Sérsic
n = l/loﬂp +a

(26)

v = sesic — o (L psersic — anlé;;ac), 27)
with
1 +ﬁ nSérsic _ nSféfrsic a
[ sese =T | —min o , (28a)
Minin o a
Sérsic Sérsic \¥
1+ Noax — N e
[sec = T B ( max off ) } (28b)
max a a
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Fig. 25. Distribution of Sérsic indices, n5*, in the Flagship catalogue
for the two-component galaxies (top) and the one-component galaxies
(bottom) compared to the CANDELS sample for galaxies with a mag-
nitude limit of i < 24.5.

where T is the incomplete gamma function'?; nﬁléi;sic = 0.5 and

n3esic = 6.0, as before, and y is a uniformly distributed random
number in the range [0,1]. Figure 25 shows the distribution of
Sérsic indices for the bulges of the two-component (top) and
the one-component (bottom) galaxies compared to the CAN-
DELS sample. We have restricted the comparison to a magnitude
limit of i < 24.5. We have imposed a minimum and a maximum
value to the Sérsic indices as indicated above because the Euclid
pixel simulation pipeline (OU-SIM, Euclid Collaboration:
Serrano et al. 2024) and subsequent Science Ground Segment
pipelines were very inefficient in dealing with very extended pro-
files. The maximum value is smaller than the maximum value
allowed in the CANDELS measurements. As the distributions
shown in Fig. 25 are normalised to have an integral equal to 1, the
Flagship curves have larger abundances compared to CANDELS
as they sample a smaller range.

In the Euclid pixel simulation pipeline, we render the disk
component of the two-component galaxies with the inclined
disk model of Galsim®® (Rowe et al. 2015). We compute this
inclination angle, 8., with

1+ @
Hincl =90-a F_l (_[g’ V):| s (29)
a
where 6, is in degrees and with
v = p Fgnax, (30)
and
1 + emax a
Ty = | L8, (—1 , a1
incl 0% a
1 Implemented with the python scipy function
scipy.special.gammainc

20 https://github.com/GalSim-developers/GalSim
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Fig. 26. Distribution of inclination angles, 6;,, in the Flagship cata-
logue for the disk component of the two-component galaxies compared
to the HST_GS sample for galaxies with a magnitude limit of i < 24.5.

with a = 22°, @ = 1.39, 8 = 1.65, 61’33‘ = 90°, and y a random
number uniformly distributed in the range [0,1]. Figure 26 shows
the distribution of inclination angles for the disk component
of the galaxies simulated with two components. The distribu-
tion of inclination angles in the HST_GS sample is shown for
comparison.

For the disk component, we calculate an axis ratio, ¢ =
b/a, where b and a are the semi-minor and semi-major axis

respectively, from the inclination angle with

g = (€05 ne)* + (c 50 B’ (32)

with parameters a = 2.0153, b = 4.3161, and ¢ = 0.35696 for

the disk component of the two component galaxies.
We compute the ellipticity from the axis ratio as
l-¢q

— 33

1+¢ (33)

We compute the axis ratio of the bulge of the two compo-

nents profiles with the same Eq. (32), but with parameter values
that depend on the Sérsic index as

0.25
= 1.905 + _ : 34
“ 1+ exp[0.95 (565 — 0.80)] (342)

b=1.18+ 050
1 + exp[-2.0 (nS¢sic — 0.80)]
4 095 , (34b)
1 + exp [3.8 (nSésic —2.45)]
¢ = 0465 + 012
1+ exp 1.0 (n5&5 — 1.80)]
. 0.155
1+ exp[2.0 (nSérsic —2.66)]
0.06
+ — . 34
1+ exp [—4.5 (5 — 3.6)] (340)

We compute the ellipticity of the bulge one-component pro-
files with relations similar to those of Egs. (29), (30), and (31),

1/a
SNCEN
a

(35)
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Fig. 27. Distribution of ellipticity values, €, in the Flagship catalogue
for the disk component (top) and Sérsic component (middle) of the two-
component galaxies compared to the HST_GS sample; and the Sérsic
component of the one-component galaxies (bottom) compared to the
CANDELS sample for galaxies with a magnitude limit of i < 24.5.

where
v=pule,, (36)
and
l + max
o, = 1| L (G ) ] , (37)
1% a

with a = 0.26, @ = 1.5, 8 = 0.6, €nax = 0.8, and y a random
number uniformly distributed in the range [0,1]. Figure 27
shows the resulting ellipticity distributions for the disk and
bulge components of the galaxies simulated as two-components
and one-component. Finally, we set the orientation angle of the
galaxy randomly.

5.6. Galaxy intrinsic alignment

In addition to the shape modelling described in the previous
subsection, we model shapes and orientations in a separate pro-
cess in order to simulate the intrinsic alignment (IA) signal, as
detailed in Hoffmann et al. (in prep.).

Our TA model consists of two steps. Approximating each
galaxy as a 3D ellipsoid, we assign in the first step two 3D axis
ratios to each object, taking into account its redshift, absolute
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magnitude, and rest-frame colour. The parameters of the shape
model component have been calibrated such that the distribu-
tion of projected 2D axis ratios matches the observed distribution
from the COSMOS survey. The 3D orientations of the galaxies’
principal axes are modelled in a second step, using two different
methods for central and satellite galaxies. Centrals are aligned
with the principal axes of their host halo, while satellites are
pointed towards their host halo centre. These initial orientations
are then randomised depending on each galaxy’s redshift, mag-
nitude, and colour, which allows for calibrating the dependence
of the resulting IA signal on galaxy properties. Once the 3D axis
ratios and orientation have been assigned, the 2D intrinsic shear
components are obtained via projection along the observer’s
line-of-sight.

A novel feature of the IA model, in comparison to its pre-
decessors, is its calibration against alignment signals derived
from multiple constraining datasets through a thorough explo-
ration of the simulation parameter space. At redshifts below
z = 0.36 we calibrate against the IA signal measured from
luminous red galaxies in the LOWZ sample of the Baryon
Oscillation Spectroscopic Survey (Singh & Mandelbaum 2016)
as well as samples of red and blue galaxies from the Sloan
Digital Sky Survey (Johnston et al. 2019). These low-redshift
constraints are complemented by alignment measurements in
three magnitude-limited samples at z = 1.0 from the Horizon
AGN simulation (Dubois et al. 2014).

Validations of the alignment model are presented in
Hoffmann et al. (in prep.). A comparison of the resulting sig-
nal against theory predictions are studied in Paviot et al. (in
prep.), whereas predictions on the IA parameters for Euclid-like
samples are investigated in Tutusaus et al. (in prep.).

5.7 Physical parameters

The Euclid galaxy clustering main probe selects emission line
galaxies as the tracers to sample the large-scale structure of
the Universe and conduct cosmological inference. In order to
compute the emission line fluxes, we first need to estimate
other physical properties of the galaxies that the emission lines
depend on.

We start by computing the galaxy ultraviolet (UV) photon
flux density from the galaxy SED. We integrate the galaxy SED,
without the extinction component, derived in Sect. 5.4:

no—ext _ ffél}gf)exl Ryv (D) A2da
o ¢ [Rov()da

where feoo™ is the SED flux density, ¢ is the speed of light,
and Ryy is a top-hat filter response in the UV with full trans-
mission in the wavelength range from 1500 to 2300 A and zero
transmission otherwise.

The star-formation rate (SFR) is computed from the UV flux,
J557 in Eq. (38) following the relation of Kennicutt (1998) for
a Chabrier initial mass function (IMF, Chabrier 2003),

SFR
Mg yr!

(38)

=0.8x 1072 Lyy = 9.57 x 10*! o g2 (39)

where the constants are for Lyy given in ergs 'Hz™' units;
no-ext in ergcm~2s ' Hz™!; and the luminosity distance, di, in
uv g y

h~! Mpc. Equivalently,

SFR ext
logio ( 7 yr_l) = —0.4 (M + 18.65).

(40)
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We derive the galaxy stellar mass, M, from the galaxy SED
and its luminosity. First, we estimate the stellar mass-to-light
ratio from the galaxy colours and SED. As our reference band to
compute luminosities is the r01 filter (see Sect. 5.1), we estimate
the stellar mass-to-light ratio in this band. The stellar mass is
then obtained simply by multiplying its rO1-band luminosity by
the stellar mass-to-light ratio. The galaxy metallicity is com-
puted from the galaxy stellar mass following the relation of Curti
et al. (2020), which we slightly modify and extrapolate to cover
the whole stellar mass range covered by our sample. We assume
a relation for the mean value of the stellar mass-metallicity
given by

2.22
1+exp [-0.85 (M—Mer)]’
(41)

o)
12 + log o (ﬁ) (M,SFR,2) = 6.7 +

where M is the stellar mass and M. is a reference value given
by

SFR
Mt(SFR, z) = 7.5 + 0.51og;o (M—

— ) +0.1z-1.0), (42)
oyr

where SFR is the star formation rate and z, the galaxy redshift.
With these relations (Egs. (41) and (42)), the metallicity depends
on the stellar mass, the SFR, and the redshift of the galaxy.

For each galaxy, we draw a realisation assuming a Gaussian
distribution of the metallicity values around its mean, with a
standard deviation (e.g., Tremonti et al. 2004; Curti et al. 2020)
o =0.01 +0.03{8.92 — [12 + log;o(O/H)Imean}s 43)
where [12 +10g19(O/H)]mean 1s the mean value of the metallicity
given by Egs. (41) and (42).

Figure 28 shows the stellar mass-metallicity relation (MZR)
as a function of redshift and SFR in the top panel. The depen-
dence of the relation is stronger on SFR (different colours in
Fig. 28) than on redshift (different line styles). In the bottom
panel, we show the distribution of a galaxy sample selected at
Iz < 24.5 and redshift z = 1 in the stellar mass-metallicity space.
The red dots show the median of the distribution of metallicities
in stellar mass bins, and the error bars the 16 and 84 percentiles
of the distribution. Three curves of the MZR for three differ-
ent values of the SFR at z = 1.0 are also shown. The median
values of the metallicities correspond to galaxies with SFR ~
1 Mg yr~!. The dispersion in the distribution, shown by the error
bars, takes into account the variations in SFR of the sample
and the intrinsic scatter given by Eq. (43). The combination of
both gives a standard deviation of the values of the metallicity
of Alog;o [O/H] ~ 0.07, similar to those found in Curti et al.
(2020).

5.8. Galaxy emission lines

The determination of the galaxy redshift with the Euclid NISP
instrument (Euclid Collaboration: Jahnke et al. 2025) in slit-
less mode rely mostly on the identification of emission lines.
Therefore, the computation of emission line fluxes is important
to understand the completeness and purity of the emission line-
selected galaxies that are used for the clustering cosmological
probe.

First, we compute the Ha line flux, fy,, from the star-
formation rate using the Kennicutt (1998) relation adapted to
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Fig. 28. Metallicity as a function od stellar mass, star formation rate,
and redshift. Top: Mean values of the metallicity as a function of the
stellar mass for different values of redshift (colour code in the fig-
ure legend) and SFR (dashed, solid, and dotted lines correspond to
log o[SFR/(M, yr™1)] = 1,0, —1, respectively) from Eqs. (41) and (42).
Bottom: The red dots show the distribution of median values of the
metallicity as a function of stellar mass for a sample at redshift z = 1.0
with magnitude limit /z < 24.5. The red error bars show the 16 and
84 percentiles of the metallicity distributions in each stellar mass bin.
The blue lines indicate the mean value of the metallicity-stellar mass
relation, Eq. (41), at three specific values of the SFR, as indicated in the
legend (that are the same as those in the top panel).

the Chabrier IMF, using the un-extincted UV absolute AB
magnitude

fHa

ergcm2s~!

dy

— —ext
) = —O.4M{}({/ex -2 loglo(hl—m

logio ( ) ~16.44,

(44)

where fy, is the flux in the Ha line, M{}‘{,‘e“ is the unextinguished
UV absolute AB magnitude, and d;, the luminosity distance.
We add a random scatter following a Gaussian distribution of
standard deviation of 0.05 in the logarithm of the flux to the
computed logarithmic value of the flux.

Our He fluxes are estimated from the UV fluxes that rely
on the SED assignment procedure, which is based on observed
optical colours (see Sect. 5.4). We then compute the dust-
extinguished Ha flux. We get the stellar continuum extinction
at the Ha wavelength using the extinction law and colour
excess value E(B — V) of the galaxy SED (Sect. 5.4). We then
convert the stellar continuum extinction to a nebular emis-
sion line extinction using the redshift-dependent factor 0.44 +
0.2 z (Calzetti et al. 2000; Saito et al. 2020), which we clip at
0.44 and 1.0 as minimum and maximum values, respectively,
and apply this extinction factor to the Ha flux. We provide both
the extinguished and un-extinguished fluxes in our catalogue.
Finally, we calibrate the resulting fy, distribution to the Pozzetti
et al. (2016) models applying a correction to the computed Ha
fluxes with abundance matching to the models. Figure 29 shows
the redshift distributions for the simulated samples assuming a
flux cut of fi, > 2 x 107'® erg s™' cm™ in the model 1 and
model 3 Ha fluxes.

fue>2%x 10710 ergslcm—2
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Fig. 29. Redshift distribution (galaxies per deg” per unit redshift) of
samples selected with a flux limit cut of fij, = 2 x 107'¢ erg s™! cm™.
The sold lines show the redshift distributions from models 1 (light blue)
and 3 (light green) of Pozzetti et al. (2016). The dashed lines are the dis-
tributions in the Flagship catalogue for the same flux cut for the model
1 (orange) and 3 (red) simulated fluxes.

In the SED assignment procedure, we compute each SED
as a linear combination of SEDs at fixed redshift values. In
particular, we assign the extinction with distributions computed
at particular redshifts given in footnote 14. The Ha flux is
computed from the unextinguished UV flux. In the process of
subtracting the extinction from the SEDs, we introduce discon-
tinuities in the Ha flux-redshift distribution at those particular
redshifts. As a temporary fix, we compute a correction of the Ha
fluxes to smooth the distributions at those redshifts. In Fig. 29,
we can see the performance of this smoothing procedure that
was applied at redshifts z > 0.5, but not at z = 0.5 as there is not
enough volume in the simulation lightcone to do it properly.

The other hydrogen lines of the Balmer and Paschen series
are computed from the He flux assuming case B recombina-
tion from Osterbrock & Ferland (2006). The [O11] and [O 111]
fluxes are computed from the HB fluxes and the metallicity of
the galaxy taking into account the relations of the [O 11]/HS and
[O iT/HB flux ratios as a function of metallicity of Curti et al.
(2020). The [N 11] fluxes are calculated from the [O 111]/HB flux
ratio and the Ha flux following the Baldwin-Phillips-Terlevich
(BPT) diagram (Baldwin et al. 1981) using the relations of
Kewley et al. (2013a) that include redshift evolution®'. The [S 11]
flux is computed from the Ha flux and the metallicity following
the relation of Curti et al. (2020). We obtain the [S 111] flux from
the [S11] flux and a fit to the relation between the [S 111]/[S 11]
and [O 11]/HB flux ratios shown by Mannucci et al. (2021) in
their Fig. 2. We generate a realisation of all fluxes adding scat-
ter to the value obtained with the relations used. As an example,
Fig. 30 shows the position of the Flagship galaxies at z = 1.2
and with He flux fig, > 2 x 107! erg s7! cm™ in this diagram,
together with the Kewley et al. (2013a) relation at this redshift.

5.9. Galaxy lensing

The implementation of lensing properties on mock galaxies uses
the all-sky dark matter lensing maps discussed in Sect. 3. Given
this set of 2D maps covering the entire redshift range of the light-
cone output of the simulation, our procedure is the same as the

2l We use the relation of the star formation sequence given in Kewley
et al. (2013a). This relation is not to be confused with the relation of
the classification line that separates the star forming sequence and the
active galactic nuclei (AGN) region given in Kewley et al. (2013b).
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Fig. 30. BPT diagram at z = 1.20. The red contours show the density
of Flagship galaxies selected with the standard Euclid galaxy clustering
sample Ha flux limit of fi, = 2 X 107'% erg s™! cm™ in this diagram.
The black solid line is the relation of Kewley et al. (2013a) for this
redshift.

one originally implemented in the MICE simulations (Fosalba
et al. 2015). This is a simple 3-step algorithm that we describe
below.

1. for a given galaxy at the 3D position in the lightcone (#, z),
where 71 gives its angular position in the sky and z its redshift,
find the corresponding 3D pixel in the discretised lightcone,
with pixel center coordinates, (#;, z;), where the galaxy sits
in (i.e., the 3D pixel in the suite of ‘onion slices’ or all-sky
lensing maps in HEALPix tessellation described in Sect. 3),

2. get the lensing values for this 3D pixel using the dark matter
all-sky lensing maps, L;; = L(#;,z;), where the compo-
nents of the lensing vector are L = (k,7y;,7¥>), which is
convergence and shear, and

3. assign these pixelised dark matter lensing values, L; ;, to the
mock galaxy.

The resulting implementation of galaxy lensing using the above
method is thus limited by the pixel resolution used, HEALPix
Nige = 8192, which corresponds to a pixel scale of 043. There-
fore, we only expect to accurately model lensing observables
down to ~0!5 scales, as we will discuss in detail when we
validate the mock properties below (see Sect. 6.3). A further lim-
itation intrinsic to this method is that different galaxies falling
within a given 3D pixel in the ‘onion universe’ grid pattern of
the lightcone have identical lensing properties. These two lim-
itations can be overcome using the same approach but using a
finer pixel scale (i.e., higher Nyq4.) and/or using interpolation
schemes.

6. Mock validation

Figure 31 shows a small rectangular portion of the Flagship cata-
logue in the lightcone®?. The figure illustrates the breadth of the
simulation. It covers a region of 4368 h~! Mpc (horizontal direc-
tion) x 300 ~~! Mpc (vertical direction) with a depth of 80, 160,
and 200 /#~' Mpc for the top, middle, and bottom panels respec-
tively, with the observer located in the left-bottom corner. In the
top panel we show the dark matter haloes where one can see the
growth of structure progressing from right, z = 3, to left, z = 0.
The middle and lower panels present likely galaxy samples to
be used in the Euclid cosmological analysis. The middle panel

22 This figure has used the Splotch package:
mpa-garching.mpg.de/~kdolag/Splotch

http://www.
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shows the galaxies selected with an I; < 24.5 magnitude cut,
which we expect to be representative of the weak lensing sam-
ple. In the lower panel, we show a sample selected with an Ha
flux cut fy, > 107'% ergem™2s!, trying to mimic the galaxy
clustering sample. In the majority of our validation discussion,
we refer to samples selected with these observational cuts, since
they are the more relevant for the Euclid mission.

6.1. General galaxy properties

In order to assess the performance and possible limitations of
the Flagship galaxy catalogue, we compare the galaxy proper-
ties, distributions, and relations to observations. In particular,
we compare the mock galaxies to observed quantities relevant
for the Euclid cosmological probes, including observed galaxy
number densities, colours, emission lines fluxes and ratios, as
well as sizes at different redshifts.

In Fig. 32, we compare the number counts of the Flagship
simulation to literature data and COSMOS2020 (Weaver et al.
2022) counts of magnitudes corrected for Galactic extinction.
We show the number density per unit area and magnitude in
the I; and H; bands, as well as in similar filters observed in
COSMOS, without applying further corrections to account for
the differences in the filter transmissions. Also, fluxes and mag-
nitudes from Flagship are intrinsic, while the observed ones are
affected by the photometric noise, and their distribution could,
therefore, be broader.

In general, we find excellent agreement with observations in
the optical band from the brightest to the faintest objects in the
mock. We find, however, some differences in the H; band, where
the galaxy number density in the mock is about 40% higher than
in the literature. At the EWS limit of H; < 24.0 (detection limit
at 5o for point sources) the integrated number density in the
mock is about 188 000 deg™? compared to ~131 000 deg™2 in the
COSMOS field.

In Fig. 33, we also explore how galaxy colours compare with
the COSMOS2020 catalogue: the optical (r — i) vs. (u — r) dia-
gram is quite well reproduced at the EWS magnitude limit, with
a small offset. The evolution with redshift of the igysc — Hvista
galaxy colour (a proxy for I — Hy), not used in the input calibra-
tion, reproduces the trend observed in COSMO0S2020 (for which
we are using the photometric redshift obtained with LePhare;
Ilbert et al. 2006). However, the Flagship colour distribution
presents redder colours than the COSMOS2020 distribution,
especially at high redshift. This is an indication, together with
the overestimation of the H-band number counts and the good
optical number counts and colours, that our near-infrared fluxes
are overestimated. Our SED assignment is likely to be the under-
lying cause for having brighter galaxies in the near-infrared. We
assign SEDs based on the g — r optical colour. There is a degener-
acy in the optical-to-near-infrared colours (e.g., i — H) that have
the same g — r optical colour. We seem to be assigning redder
overall SED templates when there is such a degeneracy, causing
an overestimation of the near-infrared fluxes. We are exploring
new procedures to assign the SEDs to produce colour distribu-
tions closer to the ones observed, which we plan to implement in
future versions of the catalogue.

In Fig. 34, we show the galaxy stellar mass function (GSMF)
derived for the full octant of our Flagship lightcone in various
redshift bins. The high resolution of the simulation allows us
to derive the GSMF down to very low-mass limits (~10% My)
up to z = 3. Comparison to observations in the COSMOS
field (Ilbert et al. 2013) shows a good consistency at low redshift
z < 2. At higher redshifts, the Flagship GSMF overestimates the


http://www.mpa-garching.mpg.de/~kdolag/Splotch
http://www.mpa-garching.mpg.de/~kdolag/Splotch

Euclid Collaboration: Castander, F. J., et al.: A&A, 697, A5 (2025)

Dark Matter Haloes

fu, >2x1071% erg cm™

Fig. 31. Flagship galaxy catalogue: stripes show sections of the lightcone for z < 3 for dark matter haloes (top panel), the photometric sample for
I; < 24.5 (middle), and an Ha spectroscopic galaxy sample for a flux cut fij, > 2 x 107'® ergem™2s~! (bottom), which selects galaxies only within
the range 0.9 < z < 1.8 given the NISP red grism wavelength coverage. The stripe abscissae share the same scaling in comoving distance. The

colour scaling in each panel depends on the density of the sample.
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Fig. 32. Galaxy number densities in the /; and Hg bands compared to
literature data: COSMOS2020 (Weaver et al. 2022) counts in Hysta
and iygc are derived from the ‘farmer’ version of the photometric cat-
alogue, after removing masked regions and objects classified as stars;
Driver et al. (2016); Durham Cosmology Group’s counts are from the
compilation available at the dedicated web page (http://star-www.
dur.ac.uk/~nm/pubhtml/counts/counts.html).
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Fig. 33. Galaxy colour-colour and colour-redshift diagrams compared to
COSMOS2020 data. In the optical wavelength range, our colour-colour
diagram seems consistent with the COSMOS2020 data, while our i — H
colours indicate that our galaxies are redder than what is observed in
this colour combination, especially at z > 0.5.

abundance for stellar mass galaxies of M < 10" A3 M. This
overestimation at low stellar masses is more evident when com-
paring to the COSMOS2020 GSMF of Weaver et al. (2023),
which extends the Ilbert et al. (2013) GSMF to lower stellar
masses. In general, FS2 is fairly consistent with the COSMOS
data at the high-mass end, while it shows an excess below the
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Fig. 34. Galaxy stellar mass function at different redshifts. In red the
GSMF derived from the Flagship lightcone compared to GSMF derived
at 7 < 0.1 in GAMA (Driver et al. 2022, yellow line) and at higher red-
shifts in COSMOS from the ULTRAVISTA sample (Ilbert et al. 2013,
green squares), and the COSMOS2020 release (Weaver et al. 2023, blue
lines). We have transformed the Flagship stellar masses to units of the
Hubble constant of H = 70 h;p kms™ Mpc’l to bring the units of the
Flagship catalogue to the ones used by the other surveys.

characteristic galaxy mass of 10'° h;g M, especially at redshifts
z 2 1.5. As mentioned in Sect. 5.7, we compute the galaxy stel-
lar mass from the galaxy luminosity and the stellar mass-to-light
ratio. The overestimation of the stellar mass at the low-mass
end could either be due to an overestimation of our galaxy
luminosity function or to an incorrect assignment of the stel-
lar mass-to-light ratio. The luminosity function that we use is
based on the GOODS LF of Dahlen et al. (2005), which we
extrapolate to higher redshifts and to lower luminosities (see
Sect. 5.1 and Fig. 9). Our extrapolation to the low luminosity
range follows the upturn of the faint end of the LF at low redshift
(Blanton et al. 2005a), which we extrapolate to higher redshifts.
This extrapolation may cause an overestimation of the stellar
mass. We also extrapolate the GOODS LF to higher redshifts,
z > 2. The high-mass end of the stellar mass function coincides
with the observational data at this redshift range, indicating that
the extrapolation is apparently adequate at the bright end. The
galaxy number cunts (Fig. 32) are consistent with the observa-
tional data in the optical, suggesting that our extrapolation of the
LF generate galaxies that are consistent with the optical num-
ber counts. Our assignment of the stellar mass-to-light ratio may
also be overestimated, but this seems more unlikely. Our SEDs
seem to be too red in the near-infrared, as suggested by the near-
infrared number counts, which may overestimate the M/ L ratio.
But since we are using the optical data for estimating the stellar
mass-to-light ratio, we think it does not have a significant impact
in the GSMF overestimation at the low stellar mass end.
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Fig. 35. Galaxy star-formation rate — stellar mass relation at differ-
ent redshifts. The Flagship lightcone catalogue (red empty contours
corresponding to the 5, 50, and 90 percentiles of the distribution) is
compared to COSMOS2020 (Weaver et al. 2023, blue levels at the same
percentiles).

In Fig. 35, we show the SFR mass relation at different red-
shifts from the simulation computed from the galaxies in an
area of about 25 deg?. The comparison to observational data in
the COSMOS field is fairly satisfactory, with a small remain-
ing offset and broader relation in COSMOS, due to the effect
of observational uncertainties in recovering properties from the
data. We further note that in the Flagship simulation the pres-
ence of a quenching population with specific SFR lower than
10‘“yr‘1 is less evident. We stress, instead, that the Euclid Wide
Survey area will allow us to map this relation up to very high
stellar masses where previous observations are limited by area
and statistics. Future work will provide a detailed comparison
with data considering all the instrumental and survey-selection
effects, forecasting Euclid performance in recovering different
galaxy properties and populations (Euclid Collaboration: Enia
et al. 2024).

Besides photometric properties, the most important quan-
tities to validate for the galaxy clustering Euclid cosmologi-
cal probe are the emission line fluxes and number densities.
Figure 36 shows the emission line galaxy densities for a flux limit
of faasNnu > 2 X 10716 erg sl em™2, together with the global
EWS limit of I, < 24.5 (100) and H; < 24 (50). We note
that in Fig. 36 we have chosen the flux limit in the combina-
tion of the Ha and [N 1I] lines, since these lines are blended
with the Euclid NISP grism resolution (Euclid Collaboration:
Jahnke et al. 2025). As expected, the Ha emitters spectroscopi-
cally observed by Euclid will be only a few percent of the total
EWS photometric sample. Finally, as described in Sect. 5.8, we
verify that the Flagship mock has been calibrated to the empir-
ical models of Pozzetti et al. (2016). Some differences are still
present, when we consider the combination of Ha+[N I1], mainly
due to [N1I] contribution to the total flux, which is assumed
constant in the models and not in the Flagship catalogue. In par-
ticular, the redshift distribution of fluxes calibrated on model 3
is fairly consistent with the one from Bagley et al. (2020) when
we consider a sample limited in Ho+[N 11] fluxes to 2x 107'¢ erg
s~! cm™2. From the Flagship catalogue, calibrated on the mod-
els 3 and 1 of Pozzetti et al. (2016), we expect that the EWS
will map a density of about 3500-6300 deg~> Ha+[N 11] emitters
with fluxes above 2 x 107'° erg s™' ¢cm™ in the redshift range
0.9 < z < 1.8, among which about 2000-3800 deg? have Ha



Euclid Collaboration: Castander, F. J., et al.: A&A, 697, A5 (2025)

|IIII|IIII|IIII|IIII|IIII|IIII|II
..... Model 1 (Pozzetti+16)
50F 0 TN Model 3 (Pozzetti+16) -
o Bagley+20
Y 45 -
)]
I I T
Soaof] TR 7]
3
T 35k i
T 7 6
] ¢
2 30 Flagship (He<24) $ _
- Flagship (Ig<24.5)
25 Flagship (Hq + [NII] Model 1) _
Flagship (Hg + [NII] Model 3)
Lo v b v b b v b b by

0.0 0.5 1.0 1.5 2.0 2.5 3.0
redshift

Fig. 36. Expected number densities for photometric and spectroscopic
emission line flux selected samples as a function of redshift in the
Euclid Wide Survey. Different colours show various selection cuts for
the EWS (in I, Hg, and in the 2 model calibrations for the line fluxes
Of fitasnuy > 2 X 10716 erg s7! cm2). The empirical model of Pozzetti
et al. (2016) and the data based on slitless HST spectroscopy (Bagley
et al. 2020) are also shown.

flux brighter than that same flux limit. In the Euclid Deep Sur-
vey (EDS), these numbers increase to about 38 000-55 000 deg~>
in the redshift range 0.4 < z < 1.8 with Ha+[N 11] fluxes above
5x 1077 erg s~ em™2.

We underline, however, that the measurements of galaxy red-
shift rely mainly on the identification of emission lines and on
their ratios. We show in Fig. 37 how our mock catalogue popu-
lates the BPT emission line ratio diagram (Baldwin et al. 1981)
and how it compares with observations. In particular, we show
that we recover quite well the main locus of the BPT diagram
from the SDSS galaxy main sample at low redshift (z < 0.3) and
also the trend to higher values shown by high-redshift observa-
tion in the Fiber Multi-Object Spectrograph (FMOS)-COSMOS
survey (Kashino et al. 2019) and by the MOSFIRE Deep Evolu-
tion Field (MOSDEF) survey with Keck by Kriek et al. (2015)
and Reddy et al. (2015) in the redshift range 1.4 < z < 1.7.
Our low-redshift diagram is narrower than the SDSS due to
the fact that we do not include observational errors in the line
fluxes. We also show other diagrams with various emission line
ratios in Fig. 38. In the top panel we present the BPT dia-
gram at 0.9 < z < 1.8, with the [S11] line instead of [N1II]
line. Our values seem consistent with the FMOS data and have
an overall shape similar to the SDSS low-redshift data. In the
lower panel we show the [O 111]/HB ratio as a function of stel-
lar mass. The flagship ratio seems broadly consistent with the
FMOS stacked data at similar redshift. The SDSS low-redshift
data show low values of the ratio for low stellar mass systems
that are not typically found in higher redshift galaxies, which
appear to have either high ionisation radiation or lower metal-
licity or a combination of both. Overall, these diagnostic plots
indicate that the assignment of emission line fluxes is broadly
consistent with those observed in SDSS galaxies at low red-
shift and the FMOS-COSMOS and MOSDEEF surveys at higher
redshifts. This behaviour is expected, since we are calibrating
our line ratios to agree with the BPT relation of Kewley et al.
(2013a).

Finally, the weak lensing cosmological probe relies on the
measurement of galaxy shapes and sizes. Furthermore, the spec-
troscopic signal-to-noise ratio of the Euclid slitless spectra
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Fig. 37. BPT diagram. Top panel: emission line ratios in the redshift
range z < 0.5 for Flagship (red colour map) compared to SDSS (in grey)
main target sample for objects classified as galaxies. Bottom panel:
emission line ratio in the redshift range 0.9 < z < 1.8 compared to
FMOS stacked data in COSMOS at z ~ 1.5 from Kashino et al. (2019)
and MOSFDEF data from Kriek et al. (2015) and Reddy et al. (2015).
The black lines are the relations by Kewley et al. (2013a) at z ~ 0 (dotted
lines) and z ~ 1.5 (solid lines).
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Fig. 38. Emission lines ratios in the Flagship simulation. Flagship
galaxy fluxes (red colour map) compared to SDSS fluxes (grey map)
from the main target sample for objects classified as galaxies in the local
Universe. In blue, we also show FMOS stacked data in COSMOS from
Kashino et al. (2019). Top panel: [O111]/HB versus [S 11]/Ha. Bottom
panel: [O 111]/HB versus stellar mass; the thin dotted curves indicate the
divisions between star-forming/composite galaxies and AGN at z =~ 0
(Juneau et al. 2014), with AGN populating the region of larger [O 111]/HS
above the dotted lines.
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Fig. 39. Size distribution. Disk half-light radius distribution of an Her
selected sample, at the limit of the EWS in the redshift range 0.9 < z <
1.6, compared to data from Bagley et al. (2020).

depends on galaxy size and, with it, the probability of detect-
ing and measuring emission lines and galaxy redshifts for the
clustering cosmological probe. The procedure to assign galaxy
sizes distribution was already described in Sect. 5.5 and its
comparison to the calibration data shown in Figs. 23 and 24.
Additionally, in Figs. 39 we show the distribution of disk sizes
of Ha emitters in the redshift range 0.9 < z < 1.6 of a sample
limited in flux to fye+nig > 2 X 10716 erg sT'em™2 and compare
it to the observed distributions of the slitless spectroscopic HST
Wide Field Camera 3 (WFC3) data sets of Bagley et al. (2020).
Figure 39 presents the overall histogram distribution of half-light
radii of the Flagship galaxies which is consistent with the one
observed by Bagley et al. (2020), once observational effects are
taken into account. The overall dispersion is similar, even though
the predicted median disk size in the FS2 is around 0”48, com-
pared to 0735 in Bagley et al. (2020). Although not shown, the
dependence of half-light radius on Ha+[N11] flux is similar in
both samples. The overall half-light radius distribution differ-
ence can be explained by a selection effect, as the detection prob-
ability is dependent on galaxy size, with more compact galaxies
having a higher probability of being detected. We performed a
preliminary comparison of the predicted size distribution under
this selection effect, obtaining a consistent shift in the size distri-
bution. The description of the techniques needed to perform this
test is beyond the scope of this paper. The details of the selec-
tion procedure and its dependence on galaxy properties will be
presented in Euclid Collaboration: Monaco et al. (in prep.).

6.2. Galaxy clustering

The clustering properties of the FS2 galaxies were tested at
various levels, to check the stability of clustering for objects
produced in various steps along the pipeline. To this aim we
selected four classes of objects, identified so as to follow the
main step of the catalogue construction (the thresholds are cho-
sen to have a similar level of clustering in the first of the
redshift bins defined below): (i) dark matter haloes on the
lightcone more massive than My = 10'> h~! M, (the starting
point), (ii) galaxies with absolute -band magnitude brighter than
M, — 51logp h = —20 (after application of HOD+AM, Sect. 5.1),
(iii) galaxies with apparent magnitude Hy; < 22 (after SED
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assignment, Sect. 5.4)>3, (iv) emission line galaxies (ELGs)
with Ha line flux greater than fy, = 2 x 107!% erg s™! cm™
(after emission lines assignment, Sect. 5.8). For each selected
catalogue we consider the four redshift bins expected to be
used for the analysis of the spectroscopic sample, namely
[09,1.1), [1.1,1.3), [1.3,1.5), and [1.5,1.8). To isolate the
effect of peculiar velocities in redshift-space distortions, we
select comoving angles (instead of magnified angles, which
are shifted according to the gravitational lensing displace-
ment field), observed redshift containing the contribution from
background expansion and first-order peculiar velocities, and
an unmagnified flux cut. This ensures that our measurements
are not affected by lensing effects, which have been shown
to be non-negligible for high-redshift 3D galaxy clustering
(Jelic-Cizmek et al. 2021; Breton et al. 2022; Euclid Collabo-
ration: Jelic-Cizmek et al. 2024) and whose effect is outside the
scope of this paper. For each catalogue, we generate an asso-
ciated random catalogue constructed by replicating the galaxy
catalogue 50 times, keeping the redshift while assigning random
sky positions within the angular footprint of the mock survey (an
octant of the sky). This way, the average number density of the
random reproduces exactly 50 times that of the galaxy catalogue.

First, we report our validation of the galaxy clustering probe
in Fourier space using the official code developed to com-
pute the power spectrum (PK) in Euclid (Euclid Collaboration:
Sefusatti et al., in prep.), based on the Yamamoto-Bianchi esti-
mator (Bianchi et al. 2015). The code accepts a catalogue with
(cosmology-independent) angular coordinates and redshift; we
computed the monopole of the real-space PK, obtained by pro-
viding the true redshift of the galaxy, and the first three odd
multipoles of the redshift-space PK, obtained by providing the
‘observed’ redshift that includes peculiar velocities. The same
PK code performs a measurement of the power spectrum of
the randoms, which is used to create a model of the window
function.

The measured power spectra were fitted with a model based
on a standard perturbation theory (SPT) at 1-loop with effective
field theory (EFT) counter-terms using the PBJ code presented
by Moretti et al. (2023). Cosmological parameters were fixed to
those used in the simulation. This model contains the follow-
ing parameters for galaxy bias, shot noise, and EFT that were
used as nuisance parameters: by (linear bias), b, (quadratic bias),
bg, (second order Galileon bias), cp and ¢, (the EFT counter-
terms), ap (deviation from the Poisson shot-noise), €2 (k?
dependent shot-noise), and cy+s (Finger-of-God counter-term). In
redshift space we left the growth rate f free and added Alcock—
Paczynski (AP) free parameters o and a, to the fiducial power
spectrum. Indeed, the aim here is not to perform accurate cosmo-
logical inference from the spectroscopic catalogue but to check
that we can infer the input cosmological parameters consistently
when using the different catalogues along the mock production
pipeline. The model was convolved with the window function
following the matrix multiplication method of d’Amico et al.
(2020). For the covariance matrix we used a simple analytic
Gaussian, leading-order covariance; to minimise the impact of
this naive choice and the lack of a proper convolution with
the window function, we binned the power spectrum in bins of
8 times the fundamental frequency (k¢) of the box used for the

measurement (Lyox = 10 A~} Gpc), so that 8k; ~ Velf/fs, where

23 We select galaxies with Hy < 22 here to sample the main photo-
metric population that is expected to host He ELGs; the photometric
galaxy sample corresponds to Hx < 24 galaxies, but few galaxies with
H; between 22 and 24 are expected to be in the spectroscopic sample.
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Fig. 40. Monopoles (thick continuous lines), quadrupoles (thin contin-
uous lines), and hexadecapoles (dotted lines) of the measured redshift-
space PK for the four samples reported in the legend. The monopole
includes shot noise. Thin black lines give the best-fit model (convolved
with the window function) for the monopole and quadrupole of the Ha
ELG sample. The absolute magnitude-limited sample, M, — 5logo h <
—20, in magenta is hardly seen as it has very similar clustering ampli-
tude and is below the magnitude-limited sample, Hg < 22, in green.

Vegr 1s the effective survey volume. The model range of validit
is thus from ki, = 8 k¢ = 0.005 hMpc’1 t0 kmax = 0.2 hMpc™.
For the likelihood, we neglected the hexadecapole, which had a
negligible effect on the posteriors.

First, the real-space PK was fitted by the model with fixed
cosmological parameters, with the aim of obtaining the b; linear
bias parameter of the four classes of objects. In the second stage,
we fitted the redshift-space PK of the four catalogues, leaving
f> o) and a, free. Figure 40 shows the PK measurement of the
monopole, quadrupole, and hexadecapole of the four samples in
the first redshift bin, [0.9, 1.1]; we also report the best-fit model
PK of the Ho ELGs. Figure 41 shows the resulting cosmological
parameters obtained from the four samples, together with lin-
ear bias by; posteriors are marginalised over the other nuisance
parameters. The cosmological posteriors are very stable when
varying the sample and are compatible to within 1o with the
true values, amounting to 1 for the AP parameters and to f = 0.9
for the growth rate (computed for the median redshift z = 1); the
small bias obtained for some of the parameters raises no concern
as we are using a single realisation and a simplified treatment
of the covariance. The variation of parameter error bars for the
four catalogues is very limited, and this is due to the fact that at
k = 0.2 hMpc! the power spectrum is still well above the shot
noise level in all cases, so the different number densities of the
samples do not influence much the parameter error bars in this
regime. Linear bias, b, values are compared with those obtained
from real space (dashed lines). In this case, we also obtain a very
moderate bias in this measurement, which is very consistent for
all the samples. In conclusion, the various steps in the defini-
tion of the galaxy sample do not bias the inferred cosmological
parameters.

We now focus on the multipoles of the two-point correlation
function for Ha galaxies in redshift space. To estimate the corre-
lation function we use the LS estimator (Landy & Szalay 1993)

_ Noo(s, ) = 2 Nor(s, ) + Nrr(s, 1)
NRrr(s, ()

&(s, 1) ; (45)
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Fig. 41. Inferred cosmological parameters (redshift-space f and AP
parameters) for the four samples, together with linear bias b, in the
redshift bin [0.9,1.1]. As in Fig. 40, the absolute magnitude-limited
sample, M, — Slog;oh < —20, contours in magenta are hardly seen
as they are very similar and are below the magnitude-limited sample,
Hy < 22, contours in green.

where Npp, Npr, and Ngr respectively stand for data-data,
data-random, and random-random pair counts that we estimate
with Corrfunc® (Sinha & Garrison 2020), in bins of s the
comoving pair separation (between 25 and 150 4~! Mpc) and
u the cosine of its angle (using the mid-point definition) with
respect to the line of sight. To estimate the multipoles of the
correlation function we integrate the 2D correlation function as

1
Se(s) = (20 + 1)f0 (s, 1) Le(p) du, (46)

where ¢ is the multipole and L, the {-th order Legendre
polynomial. We integrate u from O to 1 due to symmetry along
the line of sight when using auto-correlations and the mid-point
definition, which is u = r - s/ (rs), where r = (r; + r;)/2 and
s = rp — ry, with r; and r, the vectors of the galaxy positions.
We compare our measurements to a theoretical prediction
based on EFTofLSS (Ivanov et al. 2020; d’Amico et al. 2020)
as implemented in COMET (Eggemeier et al. 2023). To obtain
the prediction, we first produced Gaussian covariance matri-
ces for each redshift bin following the recipe from Grieb et al.
(2016). Once we compute a covariance with a model which
fits the data, we run Monte Carlo Markov chains (MCMCs)
using PyMultinest (Buchner et al. 2014). Consistent with the
power spectrum analysis presented above, we performed a fixed-
template fit assuming the fiducial cosmology of the simulation
and varying f the growth rate, @) and «, the dilation parame-
ters, the linear and quadratic biases (higher-order biases are fixed
assuming the local-lagrangian approximation), and EFT counter-
terms. In principle, it is possible to vary o, (the variance of
density fluctuations in spheres of 12 Mpc, see Sdnchez 2020),

2 https://corrfunc.readthedocs.io/en/master/api/
Corrfunc.html
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Fig. 42. Redshift-space two-point correlation function multipoles of
Ha galaxies (points and error bars), and best-fitting prediction using
the EFT model (solid lines). Green, red, and orange points refer to
monopole, quadrupole and hexadecapole respectively. Different panels
show the results for different redshifts as labelled.

but we instead fix it to its fiducial value so as to avoid large
degeneracies in the estimation of the linear bias.

The simulation measurements and best-fit model shown in
Fig. 42 display a very good agreement, especially for the highest-
redshift bins (with mean redshift z = 1.4 and z = 1.65). For the
low-redshift bins, it seems that the quadrupole is underestimated
by the model at scales above 90 4~! Mpc. This does not look par-
ticularly worrying given that these scales are not independent
and that the discrepancy stays between 1 and 2 0. We also note
that for z = 1, the monopole is close to zero at 80 2~ Mpc, which
could be attributed to sample fluctuations in the redshift bin for
our simulation realisation.

Finally, we show a simulation-based estimation of the linear
bias as a function of redshift in Fig. 43. Different models (linear
theory or EFT) in different configurations (real or redshift space,
Fourier or configuration space) give very similar results. Because
the measurement of b; from a galaxy sample is not a trivial
task, this result can be considered as a validation not only of the
simulation itself but also of our analysis pipeline. Nevertheless,
our estimate of the bias in either real or redshift space appears
to be higher than others reported in the literature, such as the
simulation-based forecasts for future missions in Merson et al.
(2019) and Zhai et al. (2021a,b). Those results are derived from
semi-analytic models of galaxy formation and evolution, which
have been calibrated to match the number density of Ha emitters.
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Fig. 43. Linear galaxy bias, by, as a function of redshift for Ho emit-
ters in the Flagship simulation. In blue we show the estimation from
the fit to the two-point correlation function multipoles in redshift space
using the EFT model. In orange, we use linear theory in real space to
fit the correlation function monopole. Finally, in green we fit the real-
space monopole of the power spectrum using EFT at one-loop order.
The colour bands show the 1 o confidence regions of the linear bias.

The methodology employed in these studies differs significantly
from the approach used in constructing the Flagship simulation
in this work. The extrapolation to clustering measurements may
introduce additional uncertainty into the estimated bias, and thus
we do not expect great consistency between the analyses. How-
ever, the collection of ELG data by Euclid is expected to provide
tight constraints on these parameters in the near future.

6.3. Galaxy weak lensing

6.3.1. Main observables: shear 2-point statistics and
galaxy-galaxy lensing

Galaxy weak lensing is one of the two main cosmological probes
of Euclid. The standard summary statistics used for weak lensing
include the shear 2-point correlation functions, &, which in turn
are related to the tangential and cross-component of the shear,
£:(0) = (n(@) (@) £ (yx (@) yx (), (47)
where 6 is the separation between ¢ and ¢, and ¥, and y are the
tangential and cross-component of the shear, defined by y,(#) =
—R[y@e 2] and y,(#) = —I[y(P)e >*], where ¢ is the polar
angle of ¥ — .

In the weak lensing limit these shear correlations are related
to the gradient or E-mode component of the shear angular power

spectrum (i.e, the B-mode component is typically negligible: see
Bartelmann & Schneider 2001; Hilbert et al. 2009),

£ = o f 46 € Jou(00) C, %)

being C}” = C¥*, Jy;4 are the Bessel functions of the first kind of
order 0 and 4 respectively. where we have assumed no B-modes,
and the validity of the Limber approximation (e.g., LoVerde &
Afshordi 2008). Another basic observable is given by the galaxy-
galaxy lensing, or the average tangential shear of a background
galaxy sample produced by the foreground matter distribution,
(yt), which is directly related to the cross power spectrum of the
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Fig. 44. Shear correlation functions for source samples at z = 1 (top),
z = 2 (bottom). Simulation measurements (symbols) are compared to
linear and nonlinear (Halofit) theory predictions (lines). Errors are
obtained from jackknife resampling. The bottom sub-panels show frac-
tional differences between simulations and nonlinear theory.

convergence field of the background galaxies and the foreground
galaxy number counts, C;? (see Jeong et al. 2009),

1
) = 5 deJz(w) ¢, (49)

where we have taken the flat-sky limit, which is very accurate
for practically all angular scales (e.g., 6 < few degrees). The
exact expression can be obtained by replacing the integral over
¢ by a sum over discrete £ modes, and features Wigner d matrix
elements (Chon et al. 2004; de Putter & Takada 2010).

In this section we provide a validation of these basic
weak-lensing statistics which are, along with galaxy cluster-
ing correlations, the two main cosmology probes of Euclid.
Figure 44 shows the simulation measurements of the shear
correlation functions at source redshifts z = 1,2, using the
athena code? (Kilbinger et al. 2014) compared to theory
predictions from Halofit (Takahashi et al. 2020). The mock
galaxy sample has been cut at the nominal magnitude limit
of the photometric galaxy sample, I; < 24.5. The measured
correlations are in agreement with theory predictions to within

25 https://www.cosmostat.org/software/athena

10% down to highly nonlinear scales, i.e, 1’ for &, (5" for £2). A
similar level of agreement between measurements and theory is
found for other redshift slices 0.95 < z < 1.05,1.95 < 7 < 2.05,
and 2.9 < z < 3, as displayed in Fig. 45. We have also compared
mock measurements of the galaxy-galaxy lensing, obtained
with athena, with theory predictions that use Halofit for the
nonlinear matter power spectrum rescaled with a simple linear
galaxy bias model. As shown in Fig. 46 we get good agreement
within 10—15% for this simple model even on small (nonlinear)
scales. Figure 47 shows a comparison of the galaxy-galaxy
lensing estimator for different lens-source z-bin pairs across
the simulation redshift range. It shows that overall there is
good agreement between the simulation and nonlinear theory
predictions, except for the smallest angular scales, where the
linear galaxy bias model is expected to break down.

6.3.2. Magnification bias

Gravitational lensing by large-scale structures in the Universe
changes the number density of background sources and thus
it induces a cross-correlation signal between background
and foreground galaxy populations (Moessner & Jain 1998;
Bartelmann & Schneider 2001). For a magnitude limited survey,
the cumulative number of galaxies above a flux limit f scales
as No(> f) ~ Af®, where A is the area of the survey, and « is
the power-law slope of the background number counts. Lensing
preserves the surface brightness of galaxies by increasing the
observed survey depth (i.e, decreasing the effective flux limit)
and the effective survey area by the same amount: f — f/pu,
A — A/u, where u is the magnification. These two competing
effects induce the so-called magnification bias in the cumulative
number of background sources,

f

1 -
NG f)~-A (—) =" 'No(> f) . (50)
Ho\p

We define the logarithmic slope of the background number
counts at redshift z, for a magnitude limit m, as

2 dlogigN(< m, z)
s=-—aqg= ———,

5 dm D

In the weak-lensing limit, u = 1 + 6, where [0,| < 1, and
we can Taylor expand, 4! = 1 + (a — 1)6,,, and therefore the
magnified overdensity of background sources is given by,

N - Ny

No
(@-1)8, = 255 1)8, = (55 - 2) &,

San = Om + 0p (52)

(53)

where in the last equality, we have identified 6, = 26, which
is valid in the weak-lensing limit. We note that in d,; we have
defined the two qualitatively different contributions:

1. magnified magnitudes, é,, = @y,

2. magnified or lensed positions, 6, = —0,.
These two contributions cannot be separated observationally, but
we define two different galaxy samples accordingly in our sim-
ulation in order to validate the two magnification contributions
separately.

The net magnification from these two competing effects
depends on how the loss of sources due to the area dilution,
0p, 1s compensated by the gain of sources from the flux mag-
nification, d,,. Number counts for source populations with flat
luminosity functions, such as faint galaxies, decrease due to
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Fig. 45. Shear cross-correlation functions for samples at three different source bins 0.95 < z < 1.05,1.95 < z < 2.05, and 2.9 < z < 3. Panels show
all possible cross-correlation z-bin pairs. We denote a z-bin pair with e.g., (1, 2) when correlating shear amplitudes from the z ~ 1 and z =~ 2 source
bins. The blue points and lines correspond to the &, measurements and theoretical expectations, respectively, and the ones in red to &_.

magnification, whereas sources with steep luminosity functions,

such as quasars, increase. In the particular case when s = 0.4,

then @ = 1, and there is no net magnification effect.

For the implementation of the magnification in the flux (or
magnitudes) and the galaxy positions, we follow Fosalba et al.
(2015) and we refer to that paper for further details. Below we
just provide the main definitions.

1. Magnified magnitudes: flux magnification makes the mock
galaxy magnitudes, m, brighter by an amount

Am = gloglou =2.5logjo(1 — o) =~ 2.174«, (54)

where in the last equality we have Taylor expanded logo(1 —
o) and used the fact that du ~ 2 k in the weak-lensing limit.
Therefore, knowing the value of the convergence, «, at a
given point in the source plane, it is straightforward to com-
pute the flux magnification induced, which in turn produces
the change in the background number counts, Oy,.

2. Magnified or lensed positions: the ‘observed’ or lensed posi-
tion, B, of a light ray is shifted from the ‘true’ or unlensed
position, €, by an angle given by the scaled deflection vector,
a, according to the lens equation on the source plane (see
e.g., Bartelmann & Schneider 2001). In the single-plane (or

Born) approximation, the lens equation reads
0=p0+c, (55)

where the deflection vector, @ is a tangent vector at the
unlensed position of the light ray, and the lensed position
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is found by moving along a geodesic on the sphere in the

direction of this tangent vector and for an arc length given

by the scaled deflection angle, @. If we denote the unlensed
position on the sphere by (6, ¢), then the lensed position,

(0, ¢ + Ap), can be simply derived by using identities of

spherical triangles (Lewis 2005).

Figure 48 shows the measured magnification bias b = 5 % s — 2,
Eq. (53), where s is the slope of the background galaxy num-
ber counts, see Eq. (51), as a function of magnitude limit in the
visible (I;) and of redshift. We find that the smooth evolution
of s with the magnitude limit applied can be well fitted with a
third-order polynomial, s = 5o + 51 Iz + 52 IE2 + 53 IE3 for a given
source redshift bin. Table 3 gives the coefficients of the polyno-
mial fit for a set of source redshift bins with width Az = 0.1 up
toz=1.8.

In order to validate the magnified or deflected positions of
mock galaxies, we use the estimator for ‘sample variance free’
cross-correlations between background and foreground mock
galaxy samples (see Section 5.2 of Fosalba et al. 2015). As shown
in Fig. 49, the measured cross-correlations are in good agree-
ment with theory expectations and above the estimated noise
level for most of the angular scales probed.

6.3.3. Higher-order lensing statistics

We also validate the agreement of the third-order aperture statis-
tics (Mip) in the Flagship simulation with theoretical predictions.

The (M;’p> values are the third moments of the aperture mass
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Fig. 46. Galaxy-galaxy lensing: cross-correlations between lens posi-
tions and source shear for different source redshift planes (z; ~ 2 in the
top panel, and z; ~ 3 in the bottom panel, respectively) at fixed lens
(deflector) redshift, zg ~ 1. Simulation measurements (filled blue cir-
cles) are compared to linear and nonlinear theory predictions (lines).
Lower panels show fractional differences between simulation and non-
linear theory.

and therefore depend on the matter bispectrum. They can be
inferred in two ways (Schneider et al. 2005): either from maps
of the lensing convergence or by first measuring the third-order
shear correlation functions and then convolving them with a
suitable kernel function. By comparing the results of these two
approaches with theory, we can simultaneously test the skew-
ness of the convergence maps and the third-order statistics of the
shear catalogues.

For our model, we use the approach in Heydenreich et al.
(2023), based on the bihalofit bispectrum (Takahashi et al.
2020) and the aperture filter function by Crittenden et al. (2002).
This model has an expected accuracy of 10% for the aperture
radii we consider here (Heydenreich et al. 2023).

We measure (M) on the convergence map at source red-
shift z; = 0.996. For this, the convergence is convolved with
the aperture filter for (4’, 8’, 16’, 32) using Fast Fourier Trans-
forms to obtain aperture mass maps. Then, a border of width
4 x 32" = 128’ is cut from each aperture mass map to avoid bor-
der effects. Finally, the mean of the product of three maps gives
(M3,)(61,62,65).

We also measure (Mg ) from the shear of galaxies at redshifts
between 0.984 and 1.01 with a Euclid-like magnitude cut of
I < 24.5. For this we measure the shear three-point correlation
function with TreeCorr (Jarvis et al. 2004) for galaxy separa-
tions between 0.1 and 400’, and convert to (Mgp) according to
Schneider et al. (2005). The correlation function is measured
individually for 40 patches, allowing for a jackknife estimate of
the variance.

Figure 50 shows the measurement results and the model. The
measurements for both methods agree with the model within the
10% model accuracy. They also agree with each other within
the jackknife uncertainty. This confirms that the third moment
of the matter distribution corresponds to theoretical expectations
and that the galaxy shear catalogues retain the correct third-order
moment.

6.4. Galaxy clusters

In this subsection, we concentrate on the properties of galaxies
in clusters. For this purpose, we consider as ‘clusters’ all haloes
more massive than 10' 4~! M. For computational ease, we
concentrate on statistics extracted from a 49 deg® square region
of the Flagship catalogue, which is statistically representative of
the whole population for the comparisons we present below.

Figure 51 displays the number of galaxies as a function of
cluster halo mass, computed in three ways: for the EWS lim-
its of I; < 24.5 (diamonds) and H; < 24 (circles), and for the
He flux limit of f(Ha) > 2 x 107'%ergs™! cm™2 (triangles). At
a given redshift, the number of galaxies per halo increases with
halo mass, as expected from the HOD approach implemented
in the mock. Also, at given halo mass, the number of galax-
ies per halo decreases with increasing redshift because of the
broadband or emission line flux limits. Also, the number of
galaxies with potentially detectable Ha emission lines, in the
red grism redshift range 0.9 < z < 1.8 is of the order of 5
to 20 per halo, amounting to roughly 6% (0.9 < z < 1.3) and
12% (1.3 < z < 1.8) of the number of galaxies with H; < 24
at those redshifts. Finally, there are no Ha flux-limited selected
galaxies in haloes of mass log o[ M} /(h~! My)] > 14.5, as there
are no star-forming blue galaxies in those massive clusters (see
Sect. 5.2).

Figure 52 shows the three-dimensional galaxy density profile
(top panel) and its slope (bottom panel) for an ensemble sam-
ple of 420 haloes selected with the same criteria as in Fig. 17
(0.6 <7< 1.0,14.0 <log,o[M/(h™! Mp)] < 14.4, I, < 24.5, and
H; < 24). In the top panel we show the density profile for all
galaxies in the catalogue as red points joined by a red line. We
also show the density profile for the satellite galaxies belonging
to the haloes (located out to 3 virial radii) as a blue line and the
field galaxies outside the selected high-mass haloes as a green
line. The profile for all galaxies shows a jump at r = ry;; due to
the fact that we have populated with galaxies the haloes beyond
their virial radius and at those radii there are already galaxies
from haloes surrounding the high-mass selected haloes that cor-
respond to what we might call the field population. This is also
seen in the bottom panel, where we show the slope of the den-
sity profile together with the slope of the best-fit NFW profile.
At r = ry;; there is a clear jump in the density profile slope due to
the mixing of the satellite and field galaxy populations. There is a
hint of the splashback radius (e.g., Adhikari et al. 2014; Diemer
& Kravtsov 2014; O’Neil et al. 2021) at around 2 virial radii,
where the slope drops. We also plot how the slope would change
if we exclude the satellite galaxies beyond the virial radius when
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bias for the lens samples, b(L1) = 1.2, b(L2) = 1.45,bH(L3) = 2.0.
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Fig. 48. Magnification bias for magnitude-limited source galaxy sam-
ples with redshift bin-width Az = 0.1.

we compute the slope. This exercise of not counting the satel-
lites is only approximate, since we have not properly taken into
account the triaxiality of the haloes. Nevertheless, it shows that
when we remove the halo satellite galaxies, the splashback radius
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is more prominent and is located at a lower value of the scaled
radius. From the previous analysis, it is clear that we are over-
populating the outskirts of our haloes. We will correct this in
future versions of our catalogue. Fortunately, this overpopulation
does not significantly affect the clustering statistics of the sam-
ples to be selected for the main Euclid cosmological analysis
as we have shown in our previous clustering validation analy-
sis. Most of the galaxies used for cosmological analysis belong
to lower mass haloes where, given the low number of satellites,
there are practically no satellites placed beyond the virial radius.

Figure 53 compares the Flagship line-of-sight velocity dis-
persion as a function of halo mass with that measured in a
7 deg? lightcone extracted from the GAEA semi-analytical model
(Hirschmann et al. 2016). The agreement between the Flagship
and the semi-analytical model is excellent. This indicates that
the velocities of Flagship, which follow analytical prescriptions
(Sect. 5.3) are fairly realistic, because the galaxy velocities in
GAEA are those of the subhaloes as extracted from the dark
matter-only simulation on which the GAEA semi-analytical model
was extracted. This agreement is robust to the different virial
definitions (the ROCKSTAR bound halo virial mass following the
Bryan & Norman 1998 definition for Flagship vs. Mg for
GAEA). The Z vy;; and % va0c lines (which by definition both have
slopes of 2/3) only serve as a reference and are not theoretical
expectations.
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Table 3. Fitting functions for the slope of the galaxy number counts vs.
magnitude cut, s = so + 51 I + 52 I2 + s3 I, for different source redshift
bins, z;.

Zs S0 S1 52 53
0.2 5.879086  —-0.667647  0.026146 —0.000340
04 41.633433 -5.118432  0.211170 —0.002908
0.6 157.448038 -19.570285 0.812851 -0.011264
0.8 327.832860 -40.459089 1.667851 -0.022944
1.0 38.859528 —2.483457 0.013260  0.000978
1.2 =77.665962 12.006749 -0.582611  0.009089
1.4 254.313858 -31.150105 1.285380 -0.017824
1.6 222837780 -26.927314  1.098698 —0.015094
1.8 237.449373 -27.163814  1.044348 -0.013473

Figure 54 compares the I.-band cluster luminosity func-
tions (LFs) of Flagship in three redshift bins with the Schechter
(1976) function fits performed by Sarron et al. (2018) on clus-
ters using i-band galaxy luminosities from the Canada France
Hawaii Legacy Survey (CFHTLS). Both analyses are done for /-
band magnitudes brighter than 23. The Flagship LF reproduces
reasonably well the observed one, given the intrinsic differences
in the LF modelling technique, as well as the different split:
by colours in the Flagship catalogue, versus by morphologies
in CFHTLS. The numbers of faint galaxies (absolute magnitude
between —19 and —21) in Flagship are similar to those predicted
by the LF fits to the CFHTLS data. In particular, faint galax-
ies tend to be blue in both CFHTLS and Flagship, while the
red galaxy LF peaks in both, indicating a faint-end slope shal-
lower than —1. However, one sees several differences. The blue
Flagship galaxies are less frequent than are the late-type galaxies
(LTGs) in CFHTLS at intermediate luminosities at all redshifts.
In contrast, the red Flagship galaxies are more frequent than
early-type galaxies (ETGs) in CFHTLS at intermediate lumi-
nosities at all redshifts and at low luminosities for low redshifts.
One expects that the normalisation of the LF will be lower in the
Flagship catalogue compared to CFHTLS, since the cylinders
used for the galaxy counts are much longer in the Sarron et al.
(2018) analysis of CFHTLS, which relied on photometric red-
shifts. Most outliers are in the field and are more likely to be blue,
giving indeed a higher LF in CFHTLS for blue galaxies. Since
nearly half of the blue galaxies within the virial cylinder are out-
side the virial sphere (Mahajan et al. 2011), one expects a little
less than a factor of 2 enhancement of the number of blue galax-
ies in CFHTLS relative to the simulation, which is consistent
with Fig. 54. On the other hand, red interlopers should be rarer
than blue ones, but should still lead to a somewhat higher LF for
CFHTLS compared to Flagship, especially since the Green Val-
ley galaxies in Flagship are not considered here. This is not what
is seen in Fig. 54. This excess of red galaxies in the Flagship cat-
alogue may simply mean that red galaxies are more frequent than
ETGs, because dust reddening causes edge-on spirals to appear
red. Thus, Fig. 54 is consistent with our expectations.

Figure 55 shows the Flagship colour-magnitude relations for
field and cluster galaxies, using proxies for rest-frame U — B
colours and rest-frame B magnitudes at selected redshifts where
the 4000 A break lies in between the two considered wave-
bands for the colour, so as to emphasize the separation between
Red-Sequence and Blue-Cloud galaxies. One sees that Flagship
nicely reproduces the bimodality of colours at z = 0.1, although
the Red Sequence is barely visible for the field galaxies, because
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Fig. 49. Lens-source cross-correlations as a test of source galaxy posi-
tion deflections. We show two different lens-source z-bin pairs for
galaxy samples cut at Iz < 26: a case with zg ~ 1 and z; ~ 2 in the top
panel, zg ~ 1.5 and z; =~ 3 in the bottom panel, respectively. Flagship
measurements (filled blue circles) are compared to linear and non-
linear theory predictions (lines). Lower panels show the ratio of FS2
measurements over nonlinear theory prediction. Sample variance errors
around nonlinear theory are displayed as dotted lines. Cross-correlation
in absence of magnification (i.e, noise estimate) is shown as open red
circles. The FS2 measurements use an estimator that roughly cancels
sample-variance (see text for details).

the Blue-Cloud galaxies are so dominant. This trend is also
visible at higher redshifts, showing that cluster galaxies in the
Flagship catalogue are more likely to be luminous and red at all
redshifts. Again, the Red Sequence is present by construction in
all galaxies (blue contours), but is overshadowed by the dominant
Blue Cloud.
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Fig. 50. Third-order aperture mass statistic. Top: measured from the
convergence map at z; = 0.996 (blue, dashed), measured from the shear
of galaxies at 0.984 < z; < 1.01 (orange points), and modelled (black,
solid). Bottom: relative difference of measurements to theory.
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Fig. 51. Arithmetic means of the number of galaxies per halo as a func-
tion of halo mass. The colours indicate the redshifts, while the symbols
indicate the selection: I < 24.5 (diamonds), Hy < 24 (circles), and Ha
flux > 2 x 107" ergs™' cm™ (triangles, limited to the redshift range,
0.9 < z < 1.8, where the red grism can see the Ha line). We requested
at least 2 clusters per cell of redshift and log halo mass. The error bars
show the standard deviations of the numbers of galaxies per halo. The
abscissae are slightly offset for clarity.

7. Summary and conclusions

We have presented the Flagship galaxy mock, a large simulated
catalogue especially designed for the Euclid mission. Euclid
uses weak lensing and galaxy clustering as its main observables
to infer cosmological parameters. The Flagship catalogue simu-
lates these observables in a self-consistent manner and covers the
volume and depth required for Euclid. We also compute many
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Fig. 52. Galaxy distribution as a function of halo radius. Top: galaxy
density profile as a function of halo-centric distance, showing the com-
bined halo galaxy density profile and its transition into the field. We
select 420 haloes with the same criteria as in Fig. 17 (0.6 < z < 1.0
and 14.0 < log,o[M/(h™! My)] < 14.4). The density for all galaxies is
marked with red dots, whose error bars are small and hard to distin-
guish, and joined with a solid red line. The density for the satellites
belonging to the halo (which are placed out to 3 ;) are in blue and in
green is the density of galaxies in the field (outside the halo). Bottom:
slope of the galaxy density profile for all galaxies (red points with error
bars) and the value of the slope of the NFW profile that best fits the den-
sity profile of all galaxies out to the virial radius. The cyan dots show
the slope that we would get if we did not take into account the satellites
of the haloes beyond the virial radius. In this case the splashback radius
is clearly visible slightly beyond the virial radius. Both panels show that
in the region between 1 and 3 virial radii we are overpopulating with
galaxies.

other properties for each galaxy to increase the science cases that
can be addressed with the catalogue.

We ran a 4 trillion particle dark matter N-body simulations in
a box of 3600 4~! Mpc length side at the Swiss National Super-
computing Centre. We generated a lightcone on the fly out to
redshift z = 3 in one octant of the sky containing 31 trillion
particle positions and velocities. We have checked that the dark
matter clustering properties behave as expected from theoretical
predictions.

We also produce an all-sky lensing map in HEALPix for-
mat with Ngge = 8192 resolution, corresponding to 043 per
pixel. From these maps, we can compute the convergence, shear
and displacement at any position in the simulation lightcone.
The lensing statistics are in general agreement with expectations
from theoretical predictions.

We produce a halo catalogue with the ROCKSTAR halo finder
of 15.8 billion main haloes in one octant of the lightcone. In
order to push the completeness of the catalogue to faint magni-
tudes as to be complete for the Euclid magnitude selection limit
at low redshift, we select haloes down to a threshold of 10 par-
ticles, before discarding unbound particles. After the unbinding
process, some of our haloes end up with fewer than 10 particles
for the Myoung mass definition that we use. While many of these
few-particle structures may not be individual virialised haloes,
their statistical clustering strength is still as expected, owing to
the uniform clustering strength as a function of mass at this low
halo mass range. We compute the halo mass function for the dif-
ferent mass estimates computed with ROCKSTAR. At low redshift,
the HMF roughly agrees with the TO8, D16, and C17 HMFs for
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Fig. 53. Halo line-of-sight velocity dispersion vs. halo mass, for
lightcones from the GAEA semi-analytical model (without orphan galax-
ies, blue circles, 7deg2) and for Flagship (red stars, here for the
49 deg? region), at three representative redshifts. The lines are simple
non-theoretical representations. While Flagship uses virial quantities,
GAEA uses Ry for the virial radius and therefore the x axis is
log o[ Mago /(h™" M)] for GAEA. Only haloes with at least 10 member
galaxies with Iz < 24.5 and Hg < 24 within the virial cylinder are
considered, with at least 10 such haloes per mass bin. The velocity
dispersions are measured with the gapper method (Wainer & Thissen
1976), and the error bars assume Gaussian velocity distributions, i.e.,
e(0) =0/ V2 (N — 1), where N is the number of galaxies per mass bin.

the same halo mass definition. However, there is a small differ-
ence in the HMF slope at higher redshift z ~ 1.5. We adopt the
virial bound mass definition as our fiducial mass for the cata-
logue. We nevertheless reassign the halo mass values to correct
for completeness and discreteness at low halo masses. We com-
pute the clustering of the haloes in the lightcone and compare
them to theoretical expectations, finding reasonable agreement.

The next step in our mock production pipeline is to generate
a galaxy mock catalogue from the halo catalogue using a combi-
nation of halo occupation distribution and abundance-matching
techniques. We complement these with observed correlations to
generate recipes to assign other properties to each galaxy.

We start by generating the galaxy luminosities. First, we
compute how many galaxies there are as a function of halo
mass threshold. We use the halo mass function and the halo
occupation distribution for the calculation of what we call the
cumulative galaxy number density function (Eq. (8)). For the
HOD, we assume a simple parameterisation given in Egs. (6)
and (7). We compare the CGNDF to the cumulative luminosity
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Fig. 54. Cluster luminosity functions of red and blue color_kind
galaxies for Flagship (points) together with Schechter (1976) functions
fit to early-type (ETG) and late-type (LTG) galaxies by Sarron et al.
(2018) as a function of the CFHTLS absolute magnitudes (lines). The
samples were selected to have Iz < 23 (Flagship) and i < 23 (CFHTLS).
The normalisation for both CFHTLS and Flagship is per cylinder of
1 h~' Mpc radius, where the cylinder is very long for CFHTLS, given
the uncertainties in the photometric redshifts, while it is limited to
1.5 ry;; for Flagship. The abscissae of the points are slightly offset for
clarity. The discrepancies between the CFHTLS analysis and Flagship
are discussed in the text.

function to establish the relation between halo mass and luminos-
ity. In our luminosity assignment procedure, we apply scatter to
the luminosities resulting from the AM relation. Therefore, we
compute the unscattered luminosity function, which is the one
representing the luminosities that, after being scattered, produce
the observed luminosity function (Eqgs. (9) and (10)). We gener-
ate the relation between halo mass and luminosity for values of
these quantities that have the same abundance (Eq. ((12))). We
assume that this redshift-dependent relation (Fig. 10) is applica-
ble to central galaxies and generate their luminosities with it. To
assign the satellite galaxies’ luminosities, we compute the global
satellite luminosity function by subtracting the central LF from
the LF for all galaxies (Fig. 11). We assume that all haloes share
the same functional form of the satellite LF within each halo. We
fit the parameters of this universal LF relation to make the sum
of the individual LF of all haloes coincide with the global satel-
lite LF. We randomly draw the satellite luminosities from these
individual halo LFs that depend on the luminosity of the central
galaxy.
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Fig. 55. Contours of the colour-magnitude diagrams of Flagship field
galaxies (blue) and cluster (M,;; > 10 h~! M) galaxies (red), at
selected redshifts. The figure uses proxies for the rest-frame U — B
and rest-frame B magnitude. The galaxies are limited to Iz < 24.5 and
H; < 24. The redshift bins have widths of +0.05,0.06,0.07,0.1,0.2,
and 0.2. The contours are spaced by 0.2 dex and are KDE-smoothed.
The figure highlights how the Red Sequence is more prominent in
clusters.

We next assign a galaxy colour. We divide the galaxy popula-
tion into three colour types: red, green, and blue. We fit the local
SDSS colour-magnitude diagram with three Gaussian distribu-
tions, one for each colour type. We define functions determining
the fraction of red and green satellites as a function of luminosity.
The fraction of blue satellites and red, green, and blue centrals
is then determined by the CMD and the HOD. We assign a
(g01 = r01)gop colour by randomly sampling these distributions.

We place central galaxies at the central position of each halo.
Satellites are distributed with the same triaxial NFW profile as
the dark matter. We implement colour segregation, changing the
concentration index of each population colour type. Red galax-
ies are assigned NFW profiles with the same concentration index
as the DM. Green and blue galaxies are distributed using con-
centration indices that are 1/2 and 1/4 of the concentration of
the DM.

Central galaxies are assumed to be at rest at the centre of
the halo. The velocities of the satellite galaxies are assigned
by solving the Jeans equation of local dynamical equilibrium
with anisotropy parameters coming from observations of local
clusters and differentiated according to the colour type.

We choose the spectral library used by Ilbert et al. (2009)
as our basis for spectral energy distribution assignment. We
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construct a sample of 136 templates using different extinction
laws and values for the internal extinction from the original 31
templates in the library. We rank-order them according to their
(g01 — r01)gop colour. We compute the g — r colour distribu-
tions of the SDSS at low redshift and of the COSMOS catalogue
at z > 0.5. For each galaxy, we choose the template that has
the same percentile in the colour distribution in SDSS or COS-
MOS catalogues as the (g01 — rO1)ygop colour already assigned.
We assign a probability to the six closest templates in the rank-
ordered list to this one based on their colour difference. We also
assign a probability depending on the extinction value of these
six templates compared to the distribution of extinction values
in the COSMOS galaxies. We finally choose a template ran-
domly sampling from the probability resulting from the product
of these two colour and extinction probabilities. We do this tem-
plate assignment at two redshifts close to the galaxy redshift. The
final SED is an interpolation between these two templates with
weights based on their redshift distance.

We assign the values of the convergence and shear at the
galaxy positions from the values of the HEALPix maps of these
quantities. We also compute a displaced position of the galaxy
based on the lensing displacement field.

We assign the shapes and sizes of the galaxies using mea-
sured distributions in observed HST fields. We use the GOODS
South field and the CANDELS observations as calibrators. We
model galaxies either as one component (bulge) or two compo-
nents (bulge and disk). The bulge component is simulated as a
Sérsic profile. We use a simple cut in the CMD to divide these
two options. For all the galaxies, we compute the scale height and
the fraction of light coming from the bulge component. For each
of the two galaxy components (or just for the bulge), we compute
the half-light radius, the Sérsic index, the inclination angle, the
ellipticity, and the axis ratio, mimicking the distributions of our
calibration samples.

We compute the SFR of the galaxies from the rest-frame
UV luminosity of the SEDs. We compute the stellar mass from
the galaxy luminosity and the stellar mass-to-luminosity ratio.
We assign a metallicity from the stellar mass, the SFR, and the
redshift of the galaxy.

We assign the flux of the Ha line based on the value of the
SFR. We recalibrate the fluxes of the Ha as to agree with the
Pozzetti et al. (2016) models. The other Balmer lines are com-
puted assuming the hydrogen lines case B recombination ratios.
The other usually most prominent lines are assigned based on
observed correlations.

Overall, we compute 399 quantities for each galaxy. These
properties include the galaxy positions and velocities, the galaxy
fluxes in several bands with and without extinction, the lens-
ing properties at the galaxy positions, the galaxy shapes and
sizes, the SED, the SFR, the stellar mass and the metallicity,
the emission lines fluxes calibrated to both model 1 and model
3 of Pozzetti et al. (2016) with and without extinction, a photo-
metric redshift estimate, the intrinsic alignment properties, and
some of the halo properties they belong to.

We validate the catalogue by comparing it to observa-
tions. We compute the catalogue number counts. In the optical
bands, the Flagship number counts coincide within the enve-
lope spanned by observations. In the near-infrared, however,
our number counts are slightly larger than observations. We
check the colour-colour and colour redshift distributions against
the COSMOS2020 catalogue. Overall, there is good agreement
between the two, with the exception of a small deficit of blue
galaxies in colours including a near-infrared band. We also com-
pute the stellar mass function as a function of redshift. We
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find relatively good agreement with the determination from the
GAMA survey and the COSMOS field. We compare the emis-
sion line fluxes in various diagnostic plots and find them to be
consistent with observational data.

We also validate the two main Euclid cosmology observa-
tional probes. We perform a basic validation of the clustering
properties of a few samples using common selection criteria, cut-
ting our sample in halo mass, absolute and apparent magnitude,
and emission line flux. We compare our results to theoretical
expectations, considering both the power spectrum and mul-
tipoles of the two-point correlation function in configuration
space. We compute the expected linear bias for an emission line
flux-selected sample similar to the one expected in Euclid. We
also check that we can recover the input cosmological parameter
from this clustering analysis. Overall, all the computed cluster-
ing statistics behave as we would expect from theoretical expec-
tations, validating the use of the catalogue for Euclid analysis.

We also validate the lensing properties of the catalogue. We
compute the two-point shear correlation function and the aver-
age tangential shear and compare them to theoretical predictions.
Both show good agreement. We also check the lensing mag-
nification properties of the sample against models and found a
good agreement. Finally, we also compare the higher-order lens-
ing statistics to models corroborating that the catalogue shows
the correct higher-order behaviour.

We check how some galaxy cluster properties are repro-
duced in the Flagship galaxy catalogue. We show the number
of galaxies in clusters as a function of halo mass and redshift
for magnitude and emission line flux-limited samples. We check
the radial profile of galaxies within clusters as a function of their
colour type, showing an NFW distribution for a stack of clusters.
We present the relation between halo mass and the line of sight
velocity dispersion at different redshifts and compare them to the
GAEA semi-analytical model, finding good agreement. We show
the LF of galaxies inside clusters for red and blue galaxies at dif-
ferent redshifts and compare them to data from the CFHTLS. We
also show the colour-magnitude diagram for cluster galaxies and
compare it to that of the overall population at several redshifts.
The cluster red sequence is apparent with respect to the rest of
the galaxy population.

8. Future developments

Modelling the properties of a massive and complex galaxy
survey such as Euclid necessarily entails making certain assump-
tions and approximations with respect to the true galaxy samples.
Below we discuss some of the possible shortcomings in the
approach we have taken in the modelling, how they can impact
the different observables and, in some cases, how these could be
improved in future releases of the Flagship galaxy mock.

In this paper we have implemented a simple HOD approach
to assign galaxies to dark-matter haloes, in which the number
of satellite galaxies in each halo depend only on the halo mass.
Several studies have shown that other halo properties are needed
to accurately simulate the galaxy population within this type
of framework. This is commonly referred to as halo assembly
bias (e.g., Contreras et al. 2023). While our HOD prescription
is simple, the way we assign galaxy properties is more com-
plex than the approach of typical HOD and AM models, and
in a certain sense our method resembles models that introduce
assembly bias as our galaxy properties assignment depends on
other parameters. For example, the way we distribute galaxies
within haloes depends on galaxy colour which can be related to

the assembly history (e.g., Hearin & Watson 2013). Moreover,
normally observations of a particular galaxy sample, selected
with a flux limit or colour criteria as for example luminous red
galaxies, are interpreted in the HOD framework fitting param-
eters of the occupancy distribution. In the Flagship catalogue,
the HOD is assigned up front and corresponds to the whole
population. Any galaxy subsample selected with colour and/or
flux cuts will have a different HOD than the original assign-
ment. Similarly, we have not included the effects of gas physics,
which are expected to significantly alter the distribution of dark
matter and thus of galaxies within galaxy cluster scales (e.g.,
Schneider & Teyssier 2015; Gebhardt et al. 2024). Again, our
galaxy properties assignment depends on luminosity and colour
in order to fit observations, and therefore it must incorporate
the effect that baryons have on the galaxy distributions when
compared to dark-matter only simulations. Nevertheless, we are
exploring HOD prescriptions that depend on other parameters
for implementation in future versions of the catalogue.

Another improvement in the catalogue that we are consider-
ing is to increase the resolution of the HEALPix lensing maps.
Currently, we use a pixel scale of 0’43, i.e., HEALPix Ngge =
8192, without interpolation between pixels. This resolution is
enough to measure adequately the lensing correlation functions
down to 1 arcmin (e.g., for &, and the tangential shear), which
coincide with the smallest scales probed by Euclid. Therefore,
the resolution of the lensing properties is good enough for the
main purpose of the simulation. Moreover, in the MICE-Grand
Challenge simulation (Fosalba et al. 2015), which used the same
assignment scheme, we tested that interpolating linearly between
the HEALPix pixels only improved marginally the effective reso-
lution on sub-arcmin scales, and at a high computational cost.

We are also exploring how to improve our SED assignment.
Currently, we use linear interpolation between SEDs selected
from the COSMOS SED template set (see Sect. 5.4). We would
like to use a wider set of templates that can cover better the range
of observed SEDs as a function of redshift. We are also investi-
gating using a wider wavelength range to assign SEDs instead of
using a single colour, which has led to selecting templates that
are too bright in the near-infrared. Another shortcoming of our
simulation is the lack of AGN. We are working on methods to
include them in future versions (e.g., Allevato et al. 2021).

The calibration of our recipes to assign galaxy properties
are normally restricted to low-redshift observed samples, z <
1, which we extrapolate to higher redshifts. We are working
on extending the calibration to higher redshifts using more
observational data.

The assignment of galaxy positions and velocities is sim-
plistic, relying on analytic profiles without substructure. This is
mainly driven by our push to simulate faint galaxies while cover-
ing a large volume. While for the relevant scales to be explored
with the Euclid main cosmological probes this level of detail
is enough, we are exploring keeping more information from the
original N-body simulation to be able to produce more realistic
galaxy profiles within haloes and therefore support more exten-
sive cluster science analyses. In particular, the approach used to
extend satellite galaxies beyond the virial radius is producing
spurious density profile features in the outskirts of haloes. We
will correct this procedure in future versions of the catalogue.

We have assigned shapes and sizes to galaxies based on dis-
tributions measured with HST. The distributions of each param-
eter are well reproduced by our catalogue. However, we have
not enforced the correlations between different morphological
parameters in part due to the usage of two different samples
for our calibration. We are working on a multi-parameter
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calibration for future implementations, that will be based on the
Euclid data themselves which are going to provide a large and
homogeneously measured morphological sample.

Data availability

Given the comprehensive set of validation tests that we have per-

formed on the Flagship galaxy mock catalogue, we believe it is a
valuable resource to perform a wide suite of astrophysical anal-
yses beyond its original design goals of supporting the Euclid
weak lensing and galaxy clustering analyses. We make the cata-
logue publicly available so that everybody can potentially benefit
from its usage. We distribute this catalogue from the CosmoHub
platform.
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Appendix A: Halo mass function with different
mass estimates

The Flagship halo catalogue was produced with the ROCKSTAR
code adapted to the lightcone (see Sect. 4). ROCKSTAR computes
different estimates of the halo mass. The mass values that we
calculated are the mass of the particles linked together with a
friends-of-friends algorithm of linking length b = 0.2, Mj; the
mass contained within the virial radius, M,;.; the sum of the mass
of the bound particles within the virial radius, Mpeyna; the mass
of the particles within an overdensity of 200 relative to the back-
ground density, M»y; and the mass of the particles within an
overdensity of 200 relative to the critical density, Mgoc-

In this Appendix, we provide a comparison of the cumulative
halo mass function resulting from the different mass estimates
and also to the TO8 M,;, halo mass function as a function of
redshift.

Figure A.1 shows the ratio of the cumulative halo mass
function for all the mass estimates to the cumulative Mpound
HMF. It also contains the ratio of the TO8 Mpou,q HMF to the
Mpouna HMF for comparison. The Myi; and Mypoung HMFs coin-
cide except for small differences at the low and high-mass end
due to the unbound particle rejection process. The Moo, HMF
is higher than the Myoung HMF at low redshift z < 1, similar at
1.0 < z < 1.5, and lower at z > 1.5. The M,y HMF is always
lower than the Mypoung HMF. The Moo, and M>oo. HMFs vary as
expected due to the different redshift dependence of the density
threshold used to define the mass. The ratio of the background
density to the critical density gets lower at low redshift when the
effect of Q4 starts to be important, therefore increasing the ratio
of Mo, to the Mygo. values. The My, HMF is quite different
from the Mpounga HMF. This is expected as the friends-of-friends
halo-finding technique and its mass definition is different from
the rest. The TO8 M,;; HMF shows the same trends as described
in Sect. 4.1.

Appendix B: The SciPIC algorithm

SciPIC, first described in Carretero et al. (2017) and named after
Scientific Pipeline at PIC, is a suite of algorithms integrated into
a powerful pipeline dedicated to the generation of massive syn-
thetic galaxy catalogues based on halo catalogues coming from
N-body dark matter cosmological simulations. SciPIC is the
algorithm used to generate the Euclid Flagship galaxies. Orig-
inally, most of the algorithms were developed to the production
of the MICE galaxy catalogues. In the case of MICE, the code
was written in C and executed on different desktops. In partic-
ular, a significant amount of time was dedicated to input-output
tasks, given that several steps were executed sequentially. How-
ever, with the Flagship parent halo catalogue containing a much
larger volume of data, the methodology employed for running
the MICE catalogue is unfeasible. The code has been refactored,
optimised, and ported to Python. Additionally, it runs on top of
Apache Spark, an engine for scaleable computing. SciPIC is
executed in the PIC Big Data platform, based on Hadoop, which
comprises 20 nodes for a total processing power of 960 CPUs.
The code runs efficiently with a fast interface with the Cosmo-
Hub portal (Tallada et al. 2020), where the input halo catalogue
is ingested, and the output galaxy catalogues are stored and dis-
tributed. The current implementation is able to generate a 15TB
catalogue of 5B galaxies in 3 hours. The fact that it takes so
little time to generate a mock allows for multiple iterations of
progressive refinement.

Ratio of Cumulative HMFs to My,ouna HMF
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Fig. A.1. Ratio of the cumulative halo mass function for all mass esti-
mates computed with ROCKSTAR and also the T0O8 M,;; HMF to the
Myounga cumulative HMF as a function of redshift.
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Fig. C.1. Adopted model for the radial velocity dispersion profiles in
virial units, for the case of dark matter concentration of 4, for the three
galaxy classes. The symbols indicate the exact values, while the curves
indicate the 2D-fifth-order polynomial approximations used in the Flag-
ship. One clearly sees the adopted constant values beyond the fit limits
of r/ry.

Appendix C: Details of the measurement of radial
velocity dispersions of galaxies in their haloes

We provide here details on the mock velocities. The Jeans equa-
tion (14) is solved for the dynamical pressure, pof, which for
the Tiret et al. (2007) velocity anisotropy profile of Eq. (15) is
(Mamon et al. 2013)

S+

5 _ G frmux ( B
PO = e |, 2

trivially yielding the radial velocity dispersion o, for our cho-
sen NFW model for p(r). For each of the three galaxy colour
classes, we pre-computed o, using Eq. (C.1) on a 2516 grid
of [logio(r/rvir), logio(cdar)], With =2 < logio(r/rvir) < 0.4 and
—1 < logjo(cgak) < 1.5, in steps of 0.1 dex. We then fit a two-
dimensional Sth-order polynomial to allow Flagship to rapidly
determine the radial velocity dispersion at given radial dis-
tances. The rms errors on log;o o, are 0.0019, 0.0022, and 0.0026
respectively for red, green, and blue galaxies, i.e., better than
0.6% rms precision on ¢, for all colour classes.

)2ﬁm

p(s)yM(s)ds, (C.1)

Appendix D: SED assignment example

In order to clarify the procedure followed to assign SEDs to
galaxies described in Sect. 5.4, we present here a step-by-step
walk-through example. Let us start with a galaxy with a colour of
(g01 —r01)gop = 0.35, located at redshift z = 1.45. We are going
to find two templates, SED(z;) and SED(z,), from the COSMOS
set at redshifts z; = 1.0 and z, = 1.5, which we are going to com-
bine linearly as in Eq. (17), with weights w; = 0.1 and w, = 0.9
(Eq. (18)).

In Table D.1 we provide the values obtained for the quanti-
ties computed in this process, which we are going to describe
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below. We find the COSMOS g — r colour that corresponds
to (901 — rOD)gop = 0.35 at redshifts z; and zp. These are
g—r = 0.084 and g — r = —0.008, respectively (4th column in
Table D.1). These colours correspond to the ordered template
indexes ot; = 12 and ot,, = 15 at their redshifts, respectively.
We choose the six ordered templates that have g — r colours
closer to the ones computed before (5th column of the table).
These ordered templates are defined as a tuple of three numbers:
the SED index of our COSMOS template library (Ilbert et al.
2009, see Sect. 5.4); the extinction law (0=None, 1=Prévot,
2 =Calzetti); and the E(B — V) value (6th column of the table).
We compute the g — r colour difference between these ordered
templates and the reference colour (7th column), and assign a
probability to that colour difference (P.o, 8th column), taking
into account the six ordered templates (see Sect. 5.4 for details).
We normalise these colour probabilities so that the sum of the
probabilities of the six ordered templates is one, i.e., ); Péol =1,
where the index i runs through the six ordered templates. We
multiply the colour probabilities by the E(B — V) probabilities
(PEg(-v), 9th column), shown in Fig. 19 to obtain the total prob-
ability (P, 10th column). The normalisation of the E(B — V)
probabilities is such that the sum of the probabilities for all the
values of E(B — V) at a given reference redshift is one, i.e.,
> j P"E( Bv) = 1, where the index j runs through all the E(B — V)
values. The total probability, Py, is normalised such that the
sum of the probabilities of the six ordered templates is one,
i.e., Y,; P, = 1, where the index i runs through the six ordered
templates.

Finally we draw a random number from a uniform distri-
bution in the range [0,1] and assign the ordered template (11th
column of Table D.1) based on this random number and the total
probability of each ordered template, which corresponds to the
final SED given in the 12th column of the table. We note that the
ordered template with the highest Py is not necessarily the one
chosen, as is the case for the first one in this example. The final
SED for this galaxy is the linear combination of these two tem-
plates, applying Egs. (17) and (18), with the weights, w; = 0.1
and w, = 0.9, mentioned before.
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Table D.1. SED assignment step values for a galaxy at z = 1.45 and colour (g01 — rO1)gop = 0.35.

(g01 = rOl)gop z Reference z Reference g — r ot?

SED?

Acol®

P col

Pri-v)

P tot

assigned ot* final SED”

10
11
12
13
14
15

1.0 0.084

0.35 1.45

(27.2,0.1)
(24,2,0.0)
(29,2,0.2)
(23,2,0.0)
(26,2,0.1)
(28,2,0.2)

—-0.043
-0.029
—-0.013
+0.008
+0.009
+0.024

0.005
0.040
0.187
0.232
0.219
0.077

0.163
0.081
0.256
0.081
0.163
0.256

0.006
0.025
0.379
0.149
0.285
0.156

11 (24,2,0.0)

13
14
15
16
17
18

L5 —-0.008

(20,1,0.0)
(19,1,0.0)
(27,2,0.1)
(26,2,0.1)
(25,2,0.1)
(24,2,0.1)

-0.027
-0.012
-0.006
+0.012
+0.022
+0.042

0.050
0.191
0.247
0.196
0.090
0.006

0.057
0.057
0.221
0.221
0.221
0.221

0.021
0.083
0.412
0.326
0.149
0.009

15 (27,2,0.1)

Notes. ¢ Ordered template. ” The spectral energy distribution (SED) corresponding to the ordered template. The SED is defined as a tuple of three
numbers: the SED index of our COSMOS template library (Ilbert et al. 2009, see Sect. 5.4); the extinction law (0 =None, 1 =Prévot, 2 = Calzetti);
and the E(B — V) value. ¢ Colour difference between the ordered template g — r colour and the reference g — r colour.
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