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ABSTRACT Single-carrier frequency-division multiple access (SC-FDMA) is a well-known multiuser
transmission method for uplink communications owing to its low peak-to-average power ratio (PAPR)
characteristics. Simultaneously, index modulation (IM) has been widely studied owing to its flexibility for
spectral-efficiency versus energy-efficiency trade-off. However, applying conventional IM schemes with SC-
FDMA may affect the desirable characteristics of SC-FDMA signals, resulting in the increase of PAPR, for
example. On the other side, Wavelet Transform (WT) has been shown to provide an improved performance
over the fast Fourier transform (FFT)-based SC-FDMA, owing to WT’s local focusing capability in both time
and frequency domains. In this paper, we propose three IM schemes, namely Symbol Position Index Mod-
ulation (SPIM), Spreading Matrix Index Modulation (SMIM) and Joint Matrix-Symbol Index Modulation
(JMSIM) schemes, which perform IM at the symbol vector level, spreading matrix level, or a combination
of both. These IM schemes are implemented with the WT-based SC-FDMA for data transmission. We
consider two spreading matrix design schemes, namely random dispersion matrix design and Gram-Schmidt
(GS) orthogonalization matrix design. Correspondingly, we propose different detection schemes, including
Maximum Likelihood Detection (MLD), Simplified Maximum Likelihood Detection (SMLD), and the Two
Stage Index-QAM Detection (TSD). The performance of the proposed schemes is evaluated by simulations.
Our studies and results show that all the three schemes can effectively reduce the PAPR encountered by the
conventional IM-assisted SC-FDMA signals. Moreover, the method of GS matrices can provide a gain upto
20 dB compared with the method of random dispersion matrices. Furthermore, the GS-based system can
employ the proposed low-complexity TSD, allowing to achieve a similar bit error rate (BER) performance
as MLD, while requiring significantly low complexity.

INDEX TERMS Wavelet, OFDM, single carrier-frequency division multiple access (SC-FDMA), index
modulation, spatial modulation, peak-to-average power ratio, detection.

I. INTRODUCTION
In recent years, with the expanding adoption of technologies
such as the Internet of Things (IoT) and smart homes, wire-
less communication has been increasingly required to support
a variety of applications and services [1]. This has led to
a significant rise in the demand for accommodating higher
data rates and a growing number of users and connected
nodes [2]. Orthogonal frequency-division multiple-access
(OFDMA), as a variant of the famous orthogonal frequency-
division multiplexing (OFDM), allows multiple users to share

communication resources and hence, is one of the key mul-
tiple access techniques used in wireless communications [3].
OFDMA is characterized by high spectral efficiency, fast data
transmission and low error rate, while resulting in a high peak
to average power ratio (PAPR) due to its multi-carrier modula-
tion (MCM) characteristics, which imposes heavy demand on
the digital-to-analog convertors (DACs) and analog-to-digital
convertors (ADCs) of transceivers [4], [5]. To mitigate the
PAPR problem, in mobile wireless systems, single-carrier
frequency-division multiple access (SC-FDMA) utilizing only
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a portion of the available bandwidth to transmit a user’s data
has been introduced for uplink transmission, which has a
reduced PAPR compared to OFDMA [6], [7], [8]. Specifi-
cally, the interleaved FDMA (IFDMA), one of the SC-FDMA
schemes, evenly distributes user’s data over the available
bandwidth, resulting in a uniform power distribution and the
PAPR can be reduced to the level of the single-carrier signal-
ing schemes [9], [10], [11], [12], [13].

Conventional SC-FDMA-aided systems rely on fast Fourier
transform (FFT) for data modulation, which generates the
side-lobes that are only about 13 dB below the main lobe [14].
This makes the FFT-aided modulation schemes vulnerable to
adjacent channel interference and lead to high out-of-band
radiation (OOB). Instead of FFT, it has been shown that multi-
carrier modulation implemented by discrete wavelet transform
(DWT) can provide some benefits, including improved bit
error rate (BER) performance, lower PAPR, higher spectral ef-
ficiency owing to the absence of cyclic prefix (CP) and higher
immunity against carrier frequency offsets (CFOs) [15],
[16], [17].

On the data modulation side, index modulation (IM) using
indices as degrees of freedom for information transmission
has received intensive research in recent years [18]. To
implement IM, the indices can be embedded in spatial do-
main, time-domain or frequency-domain, or a combination
of these [19], [20], [21], [22], [23], [24], [25]. Specifically,
in spatial domain, indices can be defined according to the
transmit antennas or receive antennas to form the so-called
spatial modulation (SM) [26], [27], [28]. In time-domain,
indices can be defined on time slots to allow transmission in a
time-hopping mode [22], [29]. In frequency-domain, indices
can be defined in terms of subcarriers, and hence, it is feasible
to implement IM with OFDM-based systems [30], [31], [32].
Generally, the studies on IM show that it has the charac-
teristics of high power efficiency, low mutual interference,
and simple hardware and detection requirements. Recently,
IM has also been studied in the context of the reflective
intelligent surfaces (RIS) and underwater acoustic commu-
nications [33], [34], [35]. Specifically, in [33], extra bits are
implicitly transmitted via the joint exploitation of reference
signals, RIS phases and subcarrier indices, thereby enhancing
the throughput and spectral efficiency of RIS-assisted commu-
nication systems. Considering underwater communications,
in [34], the IM based on subcarrier activation patterns and the
indices of Hartley codes allows the energy- and correlation-
based noncoherent detections, enabling to improve system’s
robustness and energy efficiency. Moreover, as demonstrated
in [35], the resistance of chaotic signals to eavesdropping
can be enhanced through block interleaving and RIS-phase
indexing in the RIS-aided secure communication systems.

However, in the state-of-the-art literature, most of the IM-
OFDM-based systems consider point-to-point transmissions,
while wireless systems are usually expected to support mul-
tiple users. Furthermore, the conventional IM schemes for
OFDM and SC-FDMA focus mainly on the performance
of BER and spectral efficiency [36], [37]. In contrast, the

potential effect of IM on the PAPR of SC-FDMA systems [38]
is often overlooked. Therefore, in this paper, we apply IM
in the wavelet transform (WT)-based SC-FDMA systems to
support multi-user communications. To circumvent the PAPR
problem, our proposed design of IM schemes aims to main-
tain the original characteristics, like low PAPR, of SC-FDMA
signals. Explicitly, the indices of our proposed IM design can
be based on data symbols’ positions, which we refer to as the
symbol position index modulation (SPIM) scheme, or on the
spreading matrices, which we denote as the spreading matrix
index modulation (SMIM) scheme, or on the joint SPIM and
SMIM, referred to as the JMSIM. Hence, the novel contribu-
tions of this paper can be summarized as follows:
� We propose three IM schemes, namely SPIM, SMIM and

JMSIM, for operation with the WT-based SC-FDMA
scheme. These IM schemes are applied before the con-
ventional SC-FDMA scheme, to mitigate the increase in
PAPR typically caused by the traditional IM schemes
operated at subcarrier level.

� We propose two methods to design the spreading matri-
ces used for the proposed schemes, namely the random
dispersion matrices and Gram-Schmidt (GS) orthogo-
nalization matrices, whose performance is studied in
the context of the three proposed IM schemes. The re-
sults demonstrate that the GS method can provide better
BER performance than the random dispersion matrices
method, at least 20 dB at a BER of 10−4 in the SPIM
scenario. The maximum gain can be attained by the JM-
SIM scheme with GS method, which is about 25 dB at a
BER of 10−4 compared with that by the JMSIM scheme
with the method of random dispersion matrices.

� We propose a low-complexity signal detection method,
namely two stage index-QAM detection (TSD), for the
proposed schemes, which is compared with two higher
complexity benchmark detection methods, i.e., the max-
imum likelihood detection (MLD) and the simplified
maximum likelihood detection (SMLD). Simulation re-
sults show that the low-complexity detection method
can achieve a BER performance close to that of the
high-complexity detection methods, when matrices are
designed using the GS method. For example, the com-
plexity of the proposed TSD is, respectively, about 30,
which is two times lower than the complexity of the two
benchmark detection methods in the SPIM scheme.

The rest of this paper is organized as follows. Section II
introduces the proposed WT-based SC-FDMA and the three
proposed IM schemes, namely SPIM, SMIM and JMSIM,
followed by a discussion of the WT, the proposed subcar-
rier mapping methods and the designs of random dispersion
matrices and Gram-Schmidt (GS) orthogonalization matri-
ces. Section III introduces the maximum likelihood detection
(MLD), simplified maximum likelihood detection (SMLD)
and the two stage index-QAM detection (TSD) with SPIM,
SMIM and JMSIM schemes. Section IV compares the perfor-
mances of the three schemes with different detection methods
and Section V provides our conclusions.
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FIGURE 1. Transceiver diagram of the proposed uplink SC-FDMA.

II. SYSTEM MODEL
This section introduces an uplink SC-FDMA system incor-
porating WT and IM. At the transmitter side, the bit streams
are divided into two parts: one for IM and the other for
QAM/PSK modulation, forming symbol vectors. Following
WT, the frequency-domain symbols are mapped onto sub-
carriers and subsequently converted back to the time-domain
by inverse WT (IWT) for transmission. The signals, after
traversing the frequency-selective fading channel, are then
observed by a receiver. In contrast to the conventional IM
methods that apply indices directly to subcarriers, the mul-
tiuser scheme currently considered implements IM outside
the SC-FDMA structure with the assistance of a spreading
matrix. This structure effectively mitigates the PAPR increase
possibly associated with IM, enabling the system to retain low
PAPR inherent to the conventional SC-FDMA.

A. TRANSMISSION MODEL
Fig. 1 shows the block diagram of the proposed uplink SC-
FDMA system. Assume that a SC-FDMA system uses a total
of U subcarriers to support the transmission of K users.
Each user is assigned N subcarriers, hence U = KN . Each
OFDM symbol consists of B bits, which are separated into
two parts for IM and symbol modulation, respectively. After
the IM process, the N-length symbol vector xk for user k is
obtained. Note that IM schemes will be introduced in detail in
Section II-D.

As shown in Fig. 1, WT is implemented to transfer xk from
time-domain to frequency-domain for subcarrier mapping. Let
the signal after WT be expressed as

X k = WN xk = [Xk (0), Xk (1), . . . , Xk (N − 1)]T , (1)

where WN donates an N-point WT matrix [39]. Then, the
symbols in X k are mapped to N out of the U subcarriers,
expressed as

X (k)
U = PkX k, (2)

where Pk is the subcarrier mapping matrix satisfying the
property PT

k Pk = IN for the subcarrier mapping. Finally, the

symbol vector X (k)
U is transformed back to the time-domain by

the IWT, yielding

x(k)
U = WH

U X (k)
U , (3)

which is a U × 1 vector. In (3), [·]H denotes the conjugate
transpose operation. Then, by following the principle of SC-
FDMA, after adding the cyclic prefix (CP) to protect the signal
from inter-symbol interference (ISI) due to the multipath ef-
fects, the signal is sent to the receiver through the wireless
channel.

Assume that signals are transmitted over frequency-
selective fading channels, with the time-domain channel
impulse response (CIR) expressed as

h(k)
T =

[
h(k)

0 , h(k)
1 , . . . , h(k)

L−1

]T
, k = 1, 2, · · · K, (4)
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where L is the number of taps. Then, the channel matrix Hk

in the time-domain is given by

Hk =
L−1∑
l=0

h(k)
l �l , k = 1, 2, · · · K, (5)

where �l is the forward cyclic shift matrix obtained by shift-
ing the U × U identity matrix left l times. The received signal
in the time-domain can be expressed as

yU =
K∑

k=1

Hkx(k)
U + n, (6)

where n denotes the Gaussian noise, which obeys the complex
Gaussian distribution of CN (0, σ 2IU ), where σ 2 is the noise
variance.

As shown in Fig. 1, following the principles of SC-FDMA,
the cyclic prefix is removed first at receiver. Then, a U -point
WT is applied to transfer the signal from time-domain to
frequency-domain for channel equalization. The frequency-
domain output signals are obtained by

YU = WU yU

= WU

K∑
k=1

HkWH
U X (k)

U + n′

=
K∑

k=1

Hk
eqX (k)

U + n′, k = 1, 2, · · · K, (7)

where H (k)
eq � WU HkWH

U is the equivalent channel matrix in
the frequency-domain for the kth user and n′ � WU n is the
corresponding Gaussian noise.

Based on the different equalization methods in the princi-
ples of matched-filtering (MF), zero-forcing (ZF) and min-
imum mean square error (MMSE) [40], [41], the channel
equalization matrix can be expressed as

W (k)
MF = H (k)

eq , (8)

W (k)
ZF = H (k)

eq

[
(H (k)

eq )H H (k)
eq

]−1
, (9)

W (k)
MMSE = H (k)

eq

[
(H (k)

eq )H H (k)
eq + σ 2IU

]−1
. (10)

The equalized signal Z(k)
U can be represented as

Z(k)
U =

(
���(k)

)−1 (
W (k)

)H
YU , (11)

where ���(k) is a diagonal matrix to make the diagonal elements
of (���(k) )−1(W (k) )H H (k)

eq equal to one, which can be obtained

as ���(k) = diag((W (k) )H H (k)
eq ), where diag(AAA) returns a diago-

nal matrix with the same diagonal elements as AAA.
After the channel equalization, the subcarrier demapping

is carried out by multiplying the transpose matrix of Pk , to
obtain the frequency-domain signals of user k as

Zk = PT
k Z(k)

U , k = 1, 2, . . . , K. (12)

Finally, applying the N-point IWT, the observations for user k
are given by

zk = WH
N Zk, (13)

based on which the index and M-QAM/PSK symbols are
detected, as detailed in forthcoming discourses.

Note that, compared with the MF and MMSE schemes, the
detection with the ZF scheme experiences no interference.
This can be seen when substituting (5), (6) and (9) into (11),
and then completing (12) and (13), which yields

zk = xk + nk . (14)

Otherwise, when MF or MMSE is employed, there still exists
no multiuser interference, as different users transmit informa-
tion on different subcarriers. However, intra-user interference
may exist, as the result of MF or MMSE processing.

B. WAVELET TRANSFORM
In the conventional SC-FDMA systems, signal is transformed
from time-domain to frequency-domain by FFT. After subcar-
rier mapping or demapping, signal is then transformed back to
time-domain. In this process, the Fourier transform, i.e., FFT,
decomposes a signal into sine and cosine waves that extend
infinitely in time. While this approach provides comprehen-
sive global information about the signal in frequency-domain,
it fails to capture variations at specific time points. Con-
sequently, FFT is unable to accurately identify the timing
of changes when a signal exhibits time-varying behavior or
abrupt transitions [42].

In contrast, WT employs wavelets, with finite time support
as basis functions. By translating and scaling these wavelets,
WT facilitates localized analysis of signals in both time- and
frequency-domains. This enables WT not only to identify the
frequency components of a signal but also to pinpoint their
precise temporal locations, achieving simultaneous localiza-
tion in time and frequency. This unique capability makes
WT particularly advantageous for analyzing non-stationary
signals, detecting transient events, and examining local signal
features, offering distinct benefits over the traditional FFT
methods [43]. More specifically, the signal decomposition
using WT is achieved by filter banks, each of which con-
tains a low-pass filter (LPF) and a high-pass filter (HPF).
Assume x[n] is the input signal containing both high and
low-frequency components. The components are decomposed
by passing the signal through a LPF g[n] and a HPF h[n].
To satisfy the Nyquist Theorem, both components are up-
sampled by two. The high-frequency components are set aside
as the input to the next level, where the low- and high-
frequency components are again decomposed until the last
level. Note that, WT has various kinds of bases [44] to suit
different needs. In this paper, we choose the Haar wavelet [44]
as the basis of WT. The Haar wavelet is characterized
by its mathematical simplicity and computational efficiency,
enabling rapid processing and analysis of signals. It is partic-
ularly effective in capturing local features and abrupt changes
within signals. Furthermore, its orthogonality and compact
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FIGURE 2. Subcarrier mapping for IFDMA and LFDMA.

FIGURE 3. Symbol position index modulation (SPIM).

support properties contribute to its outstanding performance
in applications for, such as, signal processing and image
analysis.

C. SUBCARRIER MAPPING/DEMAPPING
With SC-FDMA, there are two methods suggested to map
the symbols after DFT onto subcarriers, yielding interleaved
frequency division multiple access (IFDMA) and localized
frequency division multiple access (LFDMA) [45]. For exam-
ple, assume that there is an SC-FDMA structure with a total
U = 12 subcarriers, K = 3 users and each user uses N = 4
subcarriers, as shown in Fig. 2. In IFDMA, the symbols for
all users are distributed evenly over the entire frequency band.
By contrast, in LFDMA, all symbols of the same user are
mapped to adjacent subcarriers, which leads to a higher PAPR
in comparison with IFDMA [45]. Therefore, in this paper, we
choose the mapping method of IFDMA to map users’ data
symbols to subcarriers.

D. INDEX MODULATION SCHEMES
In this subsection, three IM schemes are introduced by ap-
plying the indices of symbol positions, spreading matrices or
both of them, which we refer to as SPIM, SMIM and JMSIM,
respectively.

1) SYMBOL POSITION INDEX MODULATION (SPIM)
Fig. 3 shows the block diagram of SPIM, where the B bits of
a user are divided into G groups with b bits per group, i.e.
B = bG, where b bits of a group are separated into two parts,

expressed as b = b1 + b2, for IM and symbol modulation,
respectively. Specifically, b1 bits generate an index q to select
a symbol position pattern Iq from the possible patterns in
the set I = {I0, I1, . . . , IQ−1}, where Iq represents a symbol
position pattern obtained by activating n out of Ng = N/G
symbol positions. Hence, the position set I is a subset of the
initial index set expressed as

Iini =
{

I0, I1, . . . , Iq, . . . , ICn
Ng

−1

}
, (15)

where Cn
Ng

is the total number of combinations of selecting n

from Ng symbol positions. Consequently, we have Q = 2b1 ≤
Cn

Ng
. The remaining b2 bits in a b-bit symbol generate for each

group a symbol set Sg = {S0, S1, · · · } based on M-QAM/PSK
modulation, where Si ∈ M with M containing the M possible
M-QAM/PSK symbols. Then, the symbols in Sg are mapped
to form the signal vector sg of length Ng, which can be ex-
pressed as

sg = [
s0, s1, . . . , sNg−1

]T
, g = 0, 1, . . . , G − 1, (16)

where [·]T denotes the transpose operation. In (16), the Ng

length symbol vector sg consists of two types of symbols, i.e.
the symbols from Sg of M-QAM/PSK symbols and symbol
“0” representing inactive symbols. Hence, according to the
application of the IM on the positions of modulated symbols
from Sg or “0”, two mapping schemes are considered, called
the ‘On’ mapping (ONM) and ‘Off’ mapping (OFM), which
enhances the flexibility of IM.
a) “On” Mapping: With ONM, the data symbols in Sg are
mapped to the selected n positions in the symbol position
pattern Iq, and the rest are set to “0”, representing the inactive
symbols. Hence, there are n symbols in Sg, in the form of

Sg(on) = {S0, S1, . . . , Sn−1} ⊂ Mn. (17)

Accordingly, the number of bits conveyed by the M-QAM/
PSK modulation per group is

b2(on) = n log2(M ). (18)

b) “Off” Mapping: In the context of OFM, “0”s are mapped
to the selected n positions in Iq, while the rest are for the M-
QAM/PSK symbols. Hence, there are (Ng − n) symbols in Sg,
having the form of

Sg(of f ) = {S0, S1, . . . , SNg−n−1} ⊂ MNg−n−1. (19)

Therefore, the number of bits conveyed by the M-QAM/PSK
modulation per group is

b2(of f ) = (Ng − n) log2(M ). (20)

Consequently, when considering one transmission of G
groups of a user, the number of bits delivered by the symbol
index patterns is

B1 = Gb1 = G log2(Q), (21)

and the bits by the M-QAM/PSK symbols are

B2(on) = Gb2(on) = Gn log2(M ), (22)
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when the ONM scheme is employed, or

B2(of f ) = Gb2(of f ) = G(Ng − n) log2(M ), (23)

when the OFM scheme is used. The total number of bits per
transmission by a user is given by

B(on) = B1 + B2(on)

= G(log2(Q) + n log2(M )) = G log2(QMn), (24)

in the case of using ONM, or

B(of f ) = B1 + B2(of f )

= G(log2(Q) + (Ng − n) log2(M ))

= G log2(QMNg−n), (25)

when the OFM is implemented.
After obtaining the symbol vector sg for each group, as

shown in Fig. 3, multiplying the code matrix A gives

xg = Asg, g = 0, 1, . . . , G − 1, (26)

where, for the sake of reducing detection complexity at
receiver side, the code matrix A is desirable to be an orthonor-
mal matrix, satisfying

AH A = INg, (27)

with INg is a (Ng × Ng) being an identity matrix. However, in
dispersive channels, orthogonality may be hard to maintain.
Hence, the design of code matrix A for SPIM as well as the
code matrices used in SMIM and JMSIM will be considered
in detail in Section II-E of this section.

Finally, xg for g = 0, 1, . . . , G − 1 are combined to form a
N-length vector as

x = [
xT

0 , xT
1 , . . . , xT

G−1

]T
, x ∈ C

N×1, (28)

which is further processed, such as WT, for transmission, as
described in Section II-A.

2) SPREADING MATRIX INDEX MODULATION (SMIM)
Fig. 4 shows the block diagram of SMIM. Again, B bits of
a user are split into G groups, each with b bits, i.e., B = bG.
In each group, b bits are further divided into two parts, i.e.,
b = b1 + b2, where b1 bits are used to generate an index q for
selecting a spreading matrix Aq from the set A

A = {
A0, A1, . . . , Aq, . . . , AQ−1

}
, (29)

where Q = 2b1 . The matrices Aq are desirably near-
orthogonal to each other, i.e., to satisfy the property
(Aq )H Aq ≈ I, in order to facilitate signal detection at the
receiver. The b2 bits generate the Ng M-QAM/PSK sym-
bols. In the SMIM scheme, all symbol positions are activated
for transmission of M-QAM/PSK symbols. Hence, the M-
QAM/PSK symbol vector is expressed by

sg = [
s0, s1, . . . , sNg−1

]T
. (30)

FIGURE 4. Spreading matrix index modulation (SMIM).

Consequently, the information signals of the gth group can be
expressed as

xg = Aq,gsg, g = 0, 1, . . . , G − 1, (31)

where Aq,g is the spreading matrix of group g chosen from A.
From the above analysis, it can be seen that the total number

of bits for spreading matrix selection is

B1 = Gb1 = G log2(Q), (32)

while the total number of bits carried by M-QAM/PSK is

B2 = Gb2 = GNg log2(M ). (33)

Hence, the total number of bits transmitted per OFDM symbol
per user is

B = B1 + B2 = G
[
log2(Q) + Ng log2(M )

]
= G log2

(
QMNg

)
. (34)

3) JOINT MATRIX-SYMBOL INDEX MODULATION (JMSIM)
Fig. 5 illustrates the block diagram of JMSIM, where B bits
are split into G groups with b bits in each group, hence B =
bG. In each group, b bits are further divided into three parts
for different sub-modulations: b0 bits by the SMIM, b1 bits
by the SPIM and the remaining b2 bits by the M-QAM/PSK,
making b = b0 + b1 + b2. Specifically, for SMIM, b0 bits are
used to select a spreading matrix Aqc,g from the matrix set

A = {
A0, A1, . . . , Aqc , . . . , AQc−1

}
, (35)

where Qc = 2b0 and Aqc ∈ C
Ng×Ng. Here, again, the matrices

are desirably near-orthogonal. For SPIM, b1 bits are used to
select a symbol position scheme Iq,g from the symbol index
set

I = {
I0, I1, . . . , Iq, . . . , IQs−1

}
, (36)
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FIGURE 5. Joint matrix symbol index modulation (JMSIM).

which as (15), is obtained by choosing n out of Ng symbol po-
sitions, where Qs = 2b1 ≤ Cn

Ng
. Finally, the remaining b2 bits

are used to form the M-QAM/PSK symbols in the set Sg that
are transmitted in conjunction with the indices. Consequently,
after mapping the n symbols from Sg into a symbol vector sg

according to the symbol position scheme Iq,g, and applying
the selected matrix Aqc,g, we obtain the processed data for the
g-th group as

xg = Aqc,gsg. (37)

Since the JMSIM scheme includes the SPIM scheme,
“ONM” or “OFM” can be implemented. Hence, the total
number of bits per symbol (BPS) conveyed by M-QAM/PSK
is

B2(on) = Gb2(on) = Gn log2(M ), (38)

B2(of f ) = Gb2(of f ) = G(Ng − n) log2(M ). (39)

The total number of BPS by SPIM is

B1 = Gb1 = G log2(Qs), (40)

while the total number of BPS by SMIM is

B0 = Gb0 = G log2(Qc). (41)

Therefore, the total number of bits per OFDM symbol per user
can be expressed as

B(on) = B0 + B1 + B2(on) = G log2(QcQsM
n), (42)

B(of f ) = B0 + B1 + B2(of f ) = G log2(QcQsM
Ng−n). (43)

Note that, in our SPIM scheme, index mapping can be
implemented similarly as that in [46], [47]. Here is an example

TABLE 1. An Example to Explain the Index Mapping in SPIM With Ng = 5
and b1 = 3

to show the index mapping in SPIM. Assume that the number
of symbols per group is Ng = 5. Then, selecting 2 out of the
5 symbol positions can transmit b1 = 3 bits. Hence, when
considering the ONM and OFM schemes, the index mapping
in SPIM can be shown as Table 1, where q is the decimal
representation of 3 binary bits.

In SMIM, the mapping is straightforward. Assume that
there are two candidate spreading matrices in A, i.e., A =
{AAA0,AAA1}. Then, by activating one of the two spreading ma-
trices, b0 = 1 bit can be transferred per symbol by exploiting
the two spreading matrices.

Finally, for JMSIM, if the above two examples are com-
bined, we can readily know that b0 + b1 = 4 bits can be
conveyed per symbol duration by jointly exploiting the 2
indices of spreading matrices and the 8 indices of symbol
activation patterns as shown in Table 1.

For any of the three IM schemes, finally, the G groups of
signals of a user are combined to form a N-symbol vector,
expressed as

x = [
xT

0 , xT
1 , . . . , xT

G−1

]T ∈ C
N×1, (44)

which is the input signal to the WT. Then, as seen in Fig. 1,
the N outputs of WT are mapped to N out of the U subcarriers
in frequency-domain. Then, it is transformed back to the time-
domain by the IWT operation. These processings are given by
the representations of (1)–(3).

E. DESIGN OF SPREADING MATRICES
In this subsection, we introduce some methods for spreading
matrix design, including the dispersion matrices and orthog-
onal matrices. The spreading matrix is utilized in the SPIM
scheme to mitigate PAPR before IM. In the SMIM and JM-
SIM schemes, the spreading matrices are directly applied to
implement IM. For all the three schemes, the spreading matri-
ces are unitary matrices to ensure efficient signal detection at
receiver.

1) DISPERSION MATRICES
In the SMIM and JMSIM schemes, the spreading code
matrices Aq (q = 0, 1, . . . , Q − 1) affect the system perfor-
mance significantly. Similar to the dispersion matrices in the
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space-time shift-keying (STSK) modulation [48], the spread-
ing matrices can be designed as follows. First, the matrices
Aq(q = 0, 1, . . . , Q − 1) are randomly generated with each
element following the Gaussian distribution and under the
constraint of

tr
[
(Aq )H Aq

] = Ng, (45)

where tr[·] denotes the trace operation. Define L the set of all
possible M-QAM/PSK symbol vectors s of Ng-length, which
is expressed as

L = {
s0, s1, . . . , sMNg−1

}
, (46)

and let

C = [A0; A1; · · · ; AQ−1], C ∈ C
NgQ×Ng, (47)

where C represents the matrix containing Q dispersion ma-
trices satisfying (45). Based on [48], [49], the Discrete-input
Continuous-output Memoryless Channel (DCMC) capacity is
given by

C = 1

Ng

(
log2(NgM ) − 1

NgM

×
∑

l

E

[
log2

{∑
l ′

e� l′
l

∣∣∣∣sl ′

}])
, (48)

where

� l ′
l = −||HC (sl − sl ′ ) + n||2 + ||n||2, (49)

and H and n are the channel matrix defined in Section II-A
and the noise vector, respectively. It can be shown that C
monotonically increases with the value of C(sl − sl ′ ). Hence,
the capacity is obtained by such a matrix C that maximizes the
difference between a signal sl and any other signal sl ′ .

Therefore, the Q number of spreading code matrices {AAAq}
can be designed by a search process, which aims to obtain
the C value of (48) as large as possible. Specifically, first,
Mt sets of dispersion matrices, with each set containing Q
dispersion matrices of required dimensions, are generated by
the above-mentioned method for generating dispersion matri-
ces. Then, for each set, the C value is calculated using (48).
Finally, from the Mt sets, the set of Q dispersion matrices
yielding the largest C value is selected for use in the SMIM
or JSMIM. Note that, if Ng is large, it can be expected that
a set of randomly generated Gaussian dispersion matrices is
near-optimum, owing to the principles of massive multiple-
input multiple-output (mMIMO) [50].

2) GRAM-SCHMIDT MATRICES
With the Gram-Schmidt (GS) orthogonalization [51], a ran-
dom Gaussian matrix can be transformed to a unitary matrix
without the limitation of size. In detail, let an initially gener-
ated (Ng × Ng) Gaussian matrix A be given by

A = [a0, a1, . . . , aNg−1], (50)

where an ∈ C
Ng×1 is the n-th column of A. Assume that P =

[p0, p1, · · · , pNg−1] is the orthogonal matrix derived from the

GS orthogonalization. For the first column, corresponding to
n = 0, p0 is equal to the normalized a0, i.e., p0 = a0/|a0|. For
the remaining columns, i.e., for n = 1, 2, . . . , Ng − 1, first, vn

is calculated from the formula

vn = an −
n−1∑
j=1

(
(p j · an)

‖p j‖2
× p j

)
. (51)

Then, pn is obtained from the normalization of vn, given by
pn = vn/|vn|.

III. SIGNAL DETECTION
As introduced in Section II, there are three methods to im-
plement IM with the WT-assisted SC-FDMA, namely SPIM,
SMIM and the JMSIM obtained by combining SPIM and
SMIM schemes. In this section, we introduce the detectors
for the proposed schemes, which include the maximum likeli-
hood detector (MLD), the proposed simplified MLD (SMLD)
and the proposed low-complexity two-stage IM-QAM detec-
tor (TSD). The detection methods for the SPIM and SMIM
modulated SC-FDMA will be introduced in detail, while
the detector for the JMSIM-assisted SC-FDMA is the joint
method of that used in the SPIM and SMIM cases.

A. MAXIMUM LIKELIHOOD DETECTION (MLD)
MLD works by considering all the possible combinations
of the activated symbol positions and constellation points in
SPIM scheme, or all the possible combinations of index ma-
trices and symbol vectors in SMIM scheme.

1) MLD FOR SPIM
After the typical receiver processing following SC-FDMA,
as described in Section II-A, the time-domain observations
for one user is given by (13). Then, upon expressing zzzk ,
k = 1, 2, . . . , K , in the form of G groups, zzz can be written
as

z = [
zT

0 , zT
1 , . . . , zT

G−1

]T
, (52)

where the subscript k for user indexing is ignored for sim-
plicity. Following the principles of SPIM as detailed in
Section II-D, the observation for the gth group can be ex-
pressed as

zg = sg + ñg,

= AH xg + ñg, g = 0, 1, . . . , G − 1, (53)

where sg is the symbol vector corresponding to that transmit-
ted by group g, which is obtained after removing the effect
of the code matrix A applied on the transmitted signal xg. ñg

is the Gaussian noise of group g after the receiving processing.
MLD makes a joint detection of the activated symbol positions
and constellation points by solving a minimization problem
described as (

q̂, Ŝg
) = arg min

q∈Q,Sg⊂M×
||zg − sq||2, (54)
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FIGURE 6. 16QAM constellation diagram folded for SMLD.

where, by definition, Q = {0, . . . , Q − 1}, × is either n if
ONM is employed, or (Ng − n − 1) if OFM is employed. sq

is a possible combination of the activated symbol positions
Iq and constellation points in set Sg. At the end, q̂ and Ŝg

are respectively the detected index symbol and the set of
M-QAM/PSK symbols.

2) MLD FOR SMIM
In the SMIM-assisted SC-FDMA systems, after the receiver
processing following SC-FDMA, the time-domain observa-
tions for the gth group can be expressed as

zg = Aq,gsg + ñg, g = 0, 1, . . . , G − 1, (55)

where Aq and sg are respectively the activated index matrix
and the transmitted symbol vector of group g, while ñg is the
noise of group g after the receiving processing. The same as in
the SPIM, the MLD in the SMIM-assisted SC-FDMA makes a
joint decision on the activated index matrix and symbol vector
by solving the following minimization problem:

(q̂, ŝg) = arg min
q∈Q,sp∈MNg

||zg − Aq,gsp||2, (56)

yielding the detected index symbol q̂ and a vector ŝg of Ng

M-QAM/PSK symbols.
Although MLD provides optimal performance in noisy

environments, its high computational complexity poses chal-
lenges for supporting the detection of large-scale data trans-
missions. To address this issue, we propose a simplified MLD
method that decreases the total number of possible symbol
combinations by folding the constellation diagram of the mod-
ulated symbols, thereby reducing the detection complexity.

B. SIMPLIFIED MLD (SMLD)
The main point of SMLD is to simplify the MLD by fold-
ing the constellation diagram [52]. To achieve this objective,
the modulation constellation must be symmetric about the
coordinate axes. Fig. 6 shows an example of folding the con-
stellation points of 16QAM into the first quadrant, resulting
in the constellation diagram for implementing SMLD with
the corresponding points shown in Table 2. After folding,
the coordinates of all points in the constellation diagram are

TABLE 2. Constellation Points in Original and Folded Constellation
Diagram of 16QAM

positive or 0 (if the points are on the coordinate axes). Let us
express Sg, f old the set of folded constellation points.

1) SMLD FOR SPIM
Using the points in the folded constellation, a new joint sym-
bol book s f old for MLD can be generated. Accordingly, the
signs of both real and imaginary parts for all the complex
symbols in zg are converted to positive to get a new observa-
tion vector zg, f old , i.e., zg, f old (n) = |�(zg(n))| + i|	(zg(n))|
for each element of zg. Based on the folded observation, the
SMLD is implemented as(

q̂, Ŝg, f old
) = arg min

q∈Q,Sq, f old⊂M×
1/4

||zg, f old − s f old ||2, (57)

where s f old is a folded symbol vector obtained according to Iq

and Sq, f old , M1/4 is the set obtained from folding of M, the
size of M1/4 is 1/4 of that of M. Again, in (57), × is either
n if ONM is employed, or (Ng − n − 1) if OFM is employed.
As shown in Table 2, each folded symbol is mapped to 4 pos-
sible M-QAM symbols. To obtain the estimate to the actually
transmitted one, for a folded symbol in Ŝg, f old , say Ŝn, f old , a
corresponding M-QAM symbol can be recovered as

Ŝn, f old = sign
(�(zg(n))

) × � (
Ŝn, f old

)
+ i · sign

(	(zg(n))
) × 	 (

Ŝn, f old
)

(58)

where sign(x) returns the sign of real value x.
Comparing (54) with (57), explicitly, the complexity of

SMLD is 1/4 of MLD.

2) SMLD FOR SMIM
The symbol book s f old for SMLD is the same as that used
in the SPIM by folding the original constellation diagram, for
example, as shown in Table 2. Then, according to the property
of the spreading matrices, we can use

Z = [
A0 A1 · · · Aq · · · AQ−1

]
, Z ∈ C

Ng×NgQ, (59)

to remove the effect of the index matrix to obtain

ẑ = ZH zg =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

AH
0

(
Aq,gsg + ñg

)
...

AH
q

(
Aq,gsg + ñg

)
...

AH
Q−1

(
Aq,gsg + ñg

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

n̂0
...

sg + n̂q
...

n̂Q−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(60)
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if the matrices are orthogonal. In (60), n̂q = AH
q ñg. Explicitly,

only the activated index contains both signals and noise, while
all the others contain only noise. Then the signs of all elements
in ẑ are converted to positive to obtain a folded ẑ f old . Based
on ẑ f old , a joint MLD can be executed to obtain q̂ and ŝg, f old ,
which can be expressed as

(q̂, ŝg, f old ) = arg min
q∈Q,sg, f old∈MNg

1/4

||ẑ f old − s f old ||2. (61)

Note that, in (61), the length of s f old matches to that of
z f old , and the index q determines the locations of the Ng

folded symbols in sg, f old . Finally, following the description
in Subsection III-B1, after converting the signs of ŝgf old to the
same signs of the symbols in zq̂, Ng m-QAM symbols can be
detected.

C. LOW-COMPLEXITY TWO-STAGE IM-QAM DETECTOR
(TSD)
The TSD detects the IM symbol and QAM symbols in two
stages. During the first stage, the index symbol is detected.
Based on the detected result, the QAM symbols are then
detected during the second stage.

1) TSD FOR SPIM
Assume that among the Ng positions available for QAM sym-
bol transmission, n positions are activated. After obtaining zg

as expressed in (53) for group g, the power of each symbol
position in zg is computed. The n positions with the highest
power can be considered as the positions with QAM symbols,
enabling the detection of the index q̂. Subsequently, in the sec-
ond stage, the n transmitted QAM/PSK symbols are detected
based on the observed data.

2) TSD FOR SMIM
The TSD in the SMIM scheme also detects the IM symbol
and QAM symbols in two stages. During the first stage, the
IM symbol is detected. The QAM symbols are detected during
the second stage based on the detected results of the first stage.
In particular, in the first stage, TSD detects the IM symbol
by forming the decision variables described below. First, it
processes zg, g = 0, 1, . . . , G − 1, shown in (55), using the
processing matrices W q, q = 0, 1, . . . , Q − 1, as

ẑq = W H
q zg, q = 0, 1, . . . , Q − 1, (62)

where W q can be constructed as the MF, ZF or MMSE as
follows:

MF : W q = Aq,

ZF : W q = Aq

(
AH

q Aq

)−1
,

MMSE : W q = Aq

(
AqAH

q + Rng

)−1
, (63)

TABLE 3. Complexity of MLD, SMLD and TSD in SPIM, SMIM and JMSIM
Schemes

where Rng = E [ngnH
g ] is the noise covariance matrix. Second,

TSD forms Q decision variables as

Zq = ‖ẑq‖2, q = 0, 1, . . . , Q − 1. (64)

Finally, the index symbol is detected as q̂ = arg maxq

{Z0, Z1, . . . , ZQ−1}.
After the detection of the index q̂, we obtain the observa-

tions for detecting QAM symbols as

ẑq̂ = W H
q̂ zg. (65)

Normalizing it using � = diag(W H
q̂ Aq ), we obtain

z̄q̂ = �−1W H
q̂ zg, (66)

based on which the Ng QAM symbols are detected.

D. DETECTION COMPLEXITY ANALYSIS
As examples, we analyze and compare the complexity of the
MLD, SMLD, and TSD for the SMIM scheme. Specifically,
one user transmitting M-QAM symbols is assumed.

In the MLD, the number of possible combinations of a
symbol vector is MNg. When there are Q index matrices and G
groups, the detector needs to compare MNgQG times, giving
the complexity of O(MNgQG).

For SMLD, the number of possible combinations of a sym-
bol vector becomes ( M

4 )Ng because the folded constellation is
used. Hence the complexity is O(( M

4 )NgQG).
Finally, for TSD, there are only Q vectors to compare, each

of which has Ng symbols. Hence, to identify the matrix index
for a user, the detector only needs to compare NgQG times.
The M-QAM detection has a detection complexity of O(M ).
Hence, the complexity of TSD is O(NgQG + NgMG), which
is much lower than that of the SMLD and MLD.

Note that, with n activated symbol positions in both SPIM
and JMSIM, there are Qc matrix indices and Qs symbol in-
dices in JMSIM.

The complexity of MLD, SMLD and TSD in the context of
the three modulation schemes are summarized in Table 3.

IV. PERFORMANCE RESULTS AND DISCUSSION
In this section, we present the simulation results of the consid-
ered schemes, where the parameters used in simulations are
listed in Table 4. In our performance studies, the maximum
decomposition factor of WT is set to Jm = log2(N ). All of the
wavelet functions with J ≤ Jm are employed for subcarrier
signaling. Specifically, the maximum decomposition factors
of WWWN and WWWU are set to JN = 5 and JU = 6, respectively.
Furthermore, the Haar wavelet is used as the basis function
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TABLE 4. Simulation Parameters

TABLE 5. Configurations of SPIM, SMIM and JMSIM Schemes for Attaining
the Same Throughput

of WT. To ensure that the dispersion matrices have near or-
thogonality, the size of the matrix needs to be relatively large.
According to our simulations, when the size of the dispersion
matrices is not smaller than 16 × 16, the matrices do not affect
the simulation results significantly owing to the near orthog-
onality. However, if the size of the dispersion matrices is
relatively small, the Gram-Schmidt matrix orthogonalization
needs to be executed to obtain the needed orthogonality.

To ensure a fair comparison of the different schemes, we
set the SPIM, SMIM and JMSIM systems to have the same
throughput of B = 36 BPS, as shown in Table 4. Then, we
set different combinations for the number of selected symbol
positions n, the modulation order M and the number of code
matrices Q, as shown in Table 5, to achieve the same through-
put of B under different values of Ng.

First, Fig. 7 compares the BER performance of the pro-
posed SC-FDMA system using, respectively, the SPIM,
SMIM and JMSIM schemes with Ng = 16, while employing
the dispersion matrices by the method in Section II-E-1 or
the GS matrices by the method in Section II-E-2, as well
as the various detection schemes. Furthermore, in Fig. 7(a),
the performance of the SPIM-assisted SC-FDMA systems
with the dispersion matrix or GS matrix is compared with
that of the SC-FDMA systems using the Walsh Hadamard
matrix [53] as spreading matrix. Additionally, in Fig. 7(a),
the performance attained by the proposed schemes is also
compared with that of the conventional IM scheme [36], [37],
which implements IM at subcarrier level to obtain the same
throughput as the other schemes considered. Note that, in Fig.
7(a), all the curves corresponding to the conventional IM and
the Walsh Hadamard matrix are overlapping with each other.
Note additionally that, due to its fixed structure, the Walsh
Hadamard matrix is not sufficient for the implementation of
SMIM and JMSIM, as both of them require multiple matrices
to implement the matrix-based IM.

FIGURE 7. BER performances of the SPIM, SMIM and JMSIM schemes with
random dispersion matrix and Gram-Schmidt orthogonalized matrix, when
various detection schemes are considered.

As shown in Fig. 7, for SPIM, SMIM, and JMSIM, the
GS derived matrices can provide better BER performance
than the randomly generated Gaussian dispersion matrices
and the Walsh Hadamard matrix. The results indicate that
the orthogonality and appropriate Gaussian distribution of the
GS matrices facilitate the detection of the spreading matrix in
SMIM and JMSIM, while also enhancing the performance of
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code matrix elimination in SPIM. This is more evident when
SMLD and TSD are employed. For example, as shown in
Fig. 7(a), the elimination of the SPIM scheme with both
SMLD and TSD assisted by GS matrices is significantly bet-
ter than that using the random Gaussian dispersion matrices,
yielding a gain of about 20 dB at a BER of 10−4 . Accordingly,
when SMIM or JMSIM is employed, the gain is about 20 dB
or 25 dB, as shown in Fig. 7(b) and (c). Moreover, the results
show that the SMLD applied in SMIM and JMSIM schemes
slightly outperforms the TSD, when employing the GS gener-
ated matrices. In comparison with the constant code matrix in
SPIM, the multiple options of spreading matrices in SMIM
and JMSIM introduce more errors in the index detection.
However, the symbol vector in JMSIM has only few activated
symbols. Hence, the apparent power gap between these active
symbol positions and other positions without symbols makes
the index detection easier in TSD. Correspondingly, as seen
in Fig. 7, the performance of the JMSIM scheme with TSD is
slightly better than that of the SMIM scheme with TSD.

Additionally, as shown in Fig. 7(a), except the case
of MLD, the performance of the SC-FDMA using Walsh
Hadamard matrix [53] is better than that of the SC-FDMA
using dispersion matrix, but always worse than that of the
SC-FDMA employing GS matrix. This is can be explained
as follows. In Walsh Hadamard matrix, all elements possess
equal modulus, which uniformly distribute a symbol over
all the subcarriers, implementing the same function as the
FFT operation in the conventional SC-FDMA. Owing to its
orthogonality, a similar BER performance can be obtained
for different detection schemes considered. By contrast, the
elements of GS matrix exhibit Gaussian distribution. The non-
uniform weightings of symbol distribution across subcarriers
provide additional gain, thus leading to an improved BER
performance.

Fig. 8 compares the BER performance of the proposed
system employing the SPIM, SMIM and JMSIM schemes, re-
spectively, with MLD, SMLD or TSD, when the GS matrices
with the size Ng = 8 and Ng = 16 are considered. Note that,
the parameters for the Cases 1(a) and 1(b) in Fig. 8(a) are the
same as that for Fig. 8(b) and (c). The comparison of these
cases with Cases 2 and 3 in Fig. 8(a) will be detailed later.
By comparing the BER results of the Cases 1(a/b) in Fig. 8(a)
and that in Fig. 8(b) and (c), it can be seen that the matrix
size only affects the BER performance of TSD, when the
SMIM is employed, as shown in Fig. 8(b). Specifically, at the
BER of 10−4, the performance gain achieved by the TSD with
Ng = 16 is about 5 dB over that by the TSD with Ng = 8. This
is because the SMIM fully activates the symbol vector, mak-
ing a larger matrix be able to attain a higher diversity gain. By
contrast, in the SPIM and JMSIM schemes, there is only 1 or 2
positions of a symbol vector activated, as shown in Table 5. In
this case, even when the 8 × 8 matrices are used, full diversity
gain cannot be achieved. As shown in Fig. 8, when MLD or
SMLD is employed, the SMIM scheme outperforms the SPIM
and JMSIM scheme, which is as expected. More specifically,

FIGURE 8. BER performance of the proposed systems with Gram- Schmidt
orthogonalized matrices for different value of Ng in the SPIM, the SMIM
and the JMSIM schemes.

to ensure the same throughput as shown in Table 5, both
the SPIM and JMSIM schemes need to use the QAM/PSK
modulation of high order. Specifically, the SPIM and JMSIM
schemes have to use 64QAM and 16QAM, respectively, when
Ng = 16. By contrast, for the same throughput, the SMIM
scheme only needs to use BPSK, which yields significantly
better BER performance.
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TABLE 6. Parameters for Demonstrating the Scalability of SC-FDMA
System With Different Detection Schemes

All the above performance results are obtained from the
same system setting of U = 64 subcarriers. To demonstrate
the scalability, taking the SPIM scheme as an example, in
Fig. 8(a), we compare the BER performance of our SC-FDMA
systems with different system sizes. In detail, the parameters
used in our simulations are listed in Table 6. Specifically,
Case 1(a) and Case 1(b) are that considered in the above
performance figures. In Cases 2 and 3, the system bandwidth
is twice that in the Case 1. Correspondingly, the total data
rate in Cases 2 and 3 is twice the total rate in Cases 1. In
Case 2, the number of users is 2, while it is 4 in Case 3. The
other parameters are set to satisfy these requirements. Note
that, as the system bandwidth in Cases 2 and 3 is twice that
in Case 1, when given the channel delay spread generating
L = 6 paths in Case 1, the number of paths in Cases 2 and 3
is about L = 11, according to the formula of L = [TmW ] + 1,
where Tm is channel’s delay spread and W is system band-
width. From the results of Fig. 8(a), we can observe that,
as the system becomes larger, the BER performance slightly
improves, which follows the general observation of wireless
communication systems. Specifically in the current cases, as
the system bandwidth is doubled, the diversity gain increases,
owing to the increased number of channel paths. The results of
Fig. 8(a) show that Case 3 slightly outperforms Case 2 in high
SNR region. This is mainly because the intra-user interference
in the Case 2, which sets N = 64, is slightly larger than that
in the Case 3, which uses N = 32.

As illustrated in Fig. 9, the proposed WT-based system is
compared with the FFT-based system under three detection
methods, namely MLD, SMLD, and TSD, when the SPIM
with Ng = 16 is considered. Both systems exhibit similar BER
performance for all detection methods, which is also shown
in Fig. 8(a). However, the WT-based system demonstrates
a notable advantage, achieving approximately 5 dB better
performance than the FFT-based system at the BER level
of 10−4. This improvement stems from the ability of WT
to better capture local variations in time-domain signals, a
capability attributed to the localized nature of its basis func-
tions and its multiscale transformation approach. By offering
high-resolution analysis in both time and frequency-domains,
the WT effectively detects transient features and frequency

FIGURE 9. BER performance comparison of the proposed WT-based
system and the FFT-based system, when MLD, SMLD and TSD in SPIM
scheme are respectively employed.

FIGURE 10. PAPR performance attained respectively by the SPIM, SMIM
and JMSIM schemes in comparison with that by the conventional IM in the
WT-assisted SC-FDMA systems.

shifts in the signal, thereby enhancing detection accuracy and
reducing the BER.

Finally, Fig. 10 compares the PAPR performances of the
SPIM, SMIM and JMSIM schemes applied to the WT-assisted
SC-FDMA, where the PAPR of the WT-assisted SC-FDMA
with conventional IM is provided as a benchmark. It can be
seen that the employment of spreading matrices can provide
an improved PAPR performance. All the three schemes yield
significantly lower PAPR to the WT-assisted SC-FDMA than
the conventional IM does. In particular, the PAPR perfor-
mance provided by the SMIM scheme is the best, as the result
it activates all symbols, which makes the power distribution
over frequency band more uniform, when compared to the
SPIM and JMSIM schemes.

V. CONCLUSION
In this paper, we proposed three IM schemes for WT-assisted
SC-FDMA systems. The PAPR performance comparison of
these IM schemes with the conventional benchmark IM
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schemes shows that all the three proposed IM schemes are
able to provide lower PAPR. We compared the BER perfor-
mance of the WT-assisted SC-FDMA systems with the three
IM schemes supported by GS matrix and random dispersion
matrix. The simulation results demonstrate that the GS ma-
trix is able to provide significant performance improvement
over the random dispersion matrix. Furthermore, based on
the WT-assisted SC-FDMA system model, we proposed a
low-complexity TSD method and compared its resultant BER
performance with the other two detection methods, namely
MLD and SMLD, with higher complexity. The results show
that the TSD method is able to achieve similar or even the
same BER performance as the higher-complexity MLD and
SMLD methods, when GS matrices are employed. Owing to
the above-mentioned advantages, the WT-assisted SC-FDMA
using the proposed GS matrices based IM and low-complexity
TSD constitutes a promising scheme for supporting the uplink
transmission of low-power communication terminals. As a
future research issue, sparse matrices may be introduced to re-
place the dispersion or GS matrices, with information detected
at receiver by the message-passing algorithm or approximated
message-passing algorithm [54], [55], [56].
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