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Abstract
The impact of higher-order interactions, those involving more than two species, is increasingly appreciated as having the 
potential to strongly influence the dynamics of complex ecological systems. However, although the critical importance of the 
structure of pairwise interaction networks is well established, studies of higher-order interactions still largely assume random 
structures. Here, we demonstrate the strong impact of structured higher-order interactions on simulated ecological commu-
nities. We focus on effects caused by interaction modifications within food webs, where a consumer resource interaction is 
modified by a third species, and for which plausible structures can be hypothesised. We show how interaction modifications 
introduced under a range of non-random distributions may impact the overall network structure. Local stability and the size 
of the feasibility domain are critically dependent on the inter-relationship between trophic and non-trophic effects. Where 
interaction modifications are structured into mutual interference motifs (associated with consumers switching between 
resources) synergistic signs and topological effects have particularly consequential impacts. Furthermore, we show that 
previous results of the impact of higher-order interactions on diversity-stability relationships can be reversed when higher-
order interactions are structured, not random. Empirical data on interaction modifications will be a key part of improving 
understanding the dynamics of communities, particularly the distribution of interaction modification signs across networks.

Keywords  Interaction modification · Food web · Stability · Feasibility · Interaction network · Non-trophic effect · Higher-
order interaction

Introduction

Explorations of how the structures of interaction networks 
influence the dynamics of ecosystems have been cen-
tral to the development of ecology (Dunne and Pascual 
2006; McCann 2011; Moore and de Ruiter 2012). Theo-
retical expectations that large random complex systems are 
unlikely to be locally stable (May 1972) have led to a search 
for features within ecological interaction networks that can 
mitigate this instability (Montoya et al. 2006; Thébault and 
Fontaine 2010). In particular, an extensive body of work has 
demonstrated features of trophic networks that can stabi-
lise communities—including the distribution of weak links 

(McCann et al. 1998; Neutel et al. 2002), pairwise correla-
tions (Tang et al. 2014), modularity (Grilli et al. 2016), row 
structure (Jacquet et al. 2016) and trophic level coherence 
(Johnson and Jones 2017). However, ecological communi-
ties are made up of multiple complex networks of inter-
actions beyond pairwise trophic relationships (Ings et al. 
2009). There is an emerging appreciation that studying the 
full spectrum of interaction types simultaneously can bring 
additional insight (Coyte et al. 2015; Fontaine et al. 2011; 
García-Callejas et al. 2018; Kéfi et al. 2012; Miele et al. 
2019; Olff et al. 2009; Pilosof et al. 2017).

A notable fraction of non-trophic effects are caused by 
interaction modifications (Kéfi et al. 2012), a type of higher-
order interaction where the strength of a pairwise interaction 
is dependent on a third species (Billick and Case 1994; Terry 
et al. 2017; Wootton 1994b, a). These ‘higher-order’ pro-
cesses induce non-trophic effects from the modifier species 
onto a pair of interactors (Fig. 1). Interaction modifications 
are pervasive within ecological networks (Werner and Pea-
cor 2003) and capable of exerting impacts as strong as direct 
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trophic interactions (Preisser et al. 2005). Their theoretical 
impact on small community modules has been widely stud-
ied (Bolker et al. 2003; Křivan 2014; Ohgushi et al. 2012) 
and the incorporation of interaction modification effects has 
been empirically demonstrated to be necessary to under-
stand the fitness of competing species (Mayfield and Stouffer 
2017), community persistence (van Veen et al. 2005), and 
the response of communities to species loss (Donohue et al. 
2017). Classic examples of trophic interaction modifications 
include behavioural shifts in foraging patterns in response 
to the threat of predators (Pringle et al. 2019; Suraci et al. 
2016) and species providing associational resistance to pre-
dation (Barbosa et al. 2009). However, the concept encom-
passes any biotic influences on foraging patterns, such as 
the availability of alternative prey (Abrams 2010) and the 
diverse array of ecosystem engineering effects (Sanders et al. 

2014). It is also increasingly recognised within microbial 
systems, where antibiotic degradation by third-species can 
attenuate inhibition between species (Kelsic et al. 2015).

This additional source of interactions introduces emer-
gent relationships between species that may not otherwise 
directly interact, greatly increasing the overall connectance 
of the system (Yodzis 2000). The incorporation of randomly 
distributed higher-order interactions (HOIs) has been shown 
to have substantial impacts on community stability (AlAd-
wani and Saavedra 2019; Bairey et al. 2016; Gibbs et al. 
2022; Grilli et al. 2017b; Wilson 1992). The assumption 
of random HOIs has allowed the development of sophisti-
cated formal analytical tools (Gibbs et al. 2022). However, 
the assumption of ‘random’ unstructured distributions can 
generate impacts distinct to any particular dynamic con-
sequences from their ‘higher order’ nature. For example, 

Fig. 1   Clarification of key terms. a Schematic representation of the 
relationship between a facilitatory trophic interaction modification 
(TIM, blue dashed line) and consequent two non-trophic effects 
(NTE, brown solid lines). We label this TIM ‘facilitatory’ (rather than 
‘interfering’) because an increase in the modifier species increases 
the strength of the interaction. b Resultant community matrix, where 
each column shows the effect of an increase in a species on the 

growth rate of species in each row (i.e. Aij =
�

�xj

dxi

dt
 ), where xi is the 

abundance of species i . Here, an interaction modification results in 
two non-trophic effects (in red). The modifier species k acts to 
strengthen a trophic interaction between consumer j on resource i . 
This results in a positive NTE on j and a negative NTE on i . c An 
example 4-way higher-order interaction where species j , k and l have 
a combined impact on the dynamics of focal species i
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Bairey et al. (2016) demonstrate a stabilising effect of ran-
dom 4-way HOIs stemming from the reduction in the vari-
ance of effective pairwise interactions—when increasing 
numbers of random zero-centred HOI elements are summed 
over more dimensions, they cancel out more frequently and 
the resultant pairwise effects are increasingly likely to be 
weaker and less destabilising.

Although the true distribution of HOIs at the network 
level is essentially unknown, it is reasonable to expect 
that interaction modifications will be structured, both with 
respect to each other and with respect to the underlying 
interactions being modified (Golubski et al. 2016; Kéfi 
et al. 2016). Both trophic and non-trophic interactions can 
be subject to modifications (Kéfi et al. 2012). Although net-
works of many HOIs in diverse communities have been more 
frequently studied in ‘horizontal’ communities defined by 
competition and facilitation (Gibbs et al. 2022; Grilli et al. 
2017b; Letten and Stouffer 2019; Levine et al. 2017; May-
field and Stouffer 2017), individual interaction modifications 
have been most studied within trophic networks, particularly 
around the behavioural modifications from predator avoid-
ance or prey switching (Ohgushi et al. 2012). A focus on 
trophic interaction modifications therefore offers an oppor-
tunity to build upon an understanding of the structure of 
trophic networks (Dunne and Pascual 2006; Moore et al. 
2017) to explore the possible consequences of structured 
HOIs on community stability.

Here we conduct two analyses using simulated communi-
ties. Firstly, we investigate the impact of a series of struc-
tured distributions of trophic interaction modifications on 
overall network structure and stability around assumed equi-
librium points. Secondly, we examine if a positive diversity-
stability relationship found when simulating dynamics with 
unstructured higher-order interactions (Bairey et al. 2016) 
can be reproduced when the structure is introduced.

Methods

Terminology

A consistent brake on research beyond pairwise interactions 
has been the highly varied terminology, with both distinct 
interpretations of terms between papers and multiple labels 
applied to the same process (Abrams 2001; Kleinhesselink 
et al. 2022; Letten and Stouffer 2019; Terry et al. 2017). 
Distinguishing between the underlying trophic interaction 
modification (TIM) processes, the resultant (pairwise) non-
trophic effects (NTEs, also termed trait-mediated indirect 
interactions (Ohgushi et al. 2012)), and higher order inter-
action (HOI) terms is a particular cause for confusion. For 
clarity, the meaning of key terms, acronyms and notation 
used here is described in Fig. 1. Here, trophic interaction 

modifications are a specific subset of possible higher-order 
interactions, while non-trophic effects are their representa-
tion in a community matrix.

Generating structured higher‑order interactions

Although databases of trophic networks have been estab-
lished for many years (Cohen 1978; Poisot et al. 2016), 
empirical distributions of interaction modifications are 
essentially unknown (although see Kéfi et al. 2015) and 
likely to significantly differ between communities. We 
therefore developed a suite of models to examine the range 
of properties that such networks may have in order to iden-
tify how interaction modifications may introduce additional 
structure into ecological networks.

We determined the underlying trophic topology of 
the artificial communities using the niche model (Wil-
liams and Martinez 2000), a network-generating algo-
rithm that has been shown to reproduce many of 
the features of real food webs (Williams and Mar-
tinez 2008). We parameterised each trophic interac-
tion withdraws from a bivariate Gaussian distribution 
N
(

�RC = −1,�CR = 1, sdRC = 0.5, sdCR = 0.5, � = −0.8
)

  . 
This simple approach generates a negative correlation 
between the impact of the consumer on the resource and 
the resource on the consumer, in line with empirical obser-
vations (Allesina et al. 2015). We generated 100 trophic 
networks each with 60 species and target connectance of 
0.2 to represent moderately large, fairly well-connected 
communities.

Building upon these trophic networks, we tested seven 
distributional models (one random, six structured) for iden-
tifying the location and sign of TIMs relative to the underly-
ing trophic network (Fig. 2). Trophic interaction modifica-
tions are defined by the identity of the three species involved 
(modifier, consumer, resource) and whether an increase in 
the modifier species would strengthen or weaken the trophic 
interaction. In the random baseline model, each possible 
interaction modification (combination of consumer, resource 
and third-party modifier species) has an equal likelihood of 
existing and has a random sign.

The non-random distribution models effectively generate 
distinctive network motifs (Milo et al. 2002) within the com-
munity. Two models introduced a simple dependence on the 
trophic distance between the modifier species and the trophic 
interactors: the ‘nearby-only’ model (Fig. 2a) required that 
the modifier was trophically connected to at least one of the 
interactors, while the ‘far-only’ model (Fig. 2b) excluded 
such cases. The sign of the modification was varied in two 
models, introducing either exclusively facilitating (Fig. 2c) 
or interfering (Fig. 2d) TIMs. A reciprocal model (Fig. 2e) 
introduced TIMs only in tightly reciprocal pairs to represent 
the clustering of interaction modifications within particular 
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subgroups of species. In this model, sets of three trophi-
cally linked species include two reciprocal modifications—a 
species that modifies an interaction between species i and 
species j would in turn have its interaction with j modified 

by i . Lastly, a widespread subset of interaction modifica-
tions are caused by foraging choices between two resources, 
where each resource reduces the consumption of the other 
by the shared consumer. We represented this with a ‘mutual 
interference’ model (Fig. 2f) where only negative reciprocal 
modifications that fit this description were introduced.

Building effective interaction matrices

To explore the impact of non-random interaction modifi-
cations on the structure and stability of communities, we 
represent the complete set of interactions in a system as a 
Jacobian matrix � . Specifically, this is a community matrix 
(Novak et al. 2016) assumed to be derived from a set of 
populations each at a feasible equilibrium. Each element �ij , 
represents the total instantaneous effect of a change in the 
population of species j on the population growth rate of 
species i . Although interaction modifications act through 
at least three species, the short-term consequences can be 
linearized to identify the effect of the modifier on the con-
sumer and the resource (Bairey et al. 2016; Wilson 1992) at 
the system state under consideration (Fig. 1b). These non-
trophic effects (NTEs) can be used to construct a matrix � 
of linearized pairwise effects caused by the TIMs. We build 
� from a matrix � specifying the trophic interactions and a 
matrix � specifying the non-trophic effects present in the 
community (Fig. 3).

Building interaction matrices with structured 
interaction modifications

Based upon the set of 100 trophic networks, NTE matri-
ces were generated using the seven TIM distribution mod-
els described above. TIMs were introduced at a target total 

Fig. 2   Illustration of the structured TIM distribution models used in 
this study. Cartoons illustrate the distinctive properties of each model 
compared to the baseline model that introduced interaction modifica-
tions such that each potential modification was equally and indepen-
dently likely to occur (see the main text for a full description of each 
model)

Fig. 3   Illustration of construction of community matrices that spec-
ify the linearized interactions between species as quantified by the 
impact on population growth rates. At an assumed equilibrium, a 
combined community matrix ( � ) is constructed from the sum of the 
impact of trophic ( �) and non-trophic effects ( � ). Here, the species 
are arranged approximately in trophic height order, with basal species 

in the first rows and columns, and top predators in later rows and col-
umns. The underlying trophic network depicted was generated with 
the niche model (Williams and Martinez 2000) with species num-
ber = 20, target connectance = 0.2 and parameterised with a bivariate 
Gaussian distribution. Intra-specific interactions are shown here in 
grey
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frequency per species ( � ) from 0 to 30, in increments of 2. 
We only considered TIMs where species modified the inter-
action between two other species—we did not allow species 
to modify their own interactions. Note that TIM frequency 
as defined here scales with, but is distinct to, both ‘TIM con-
nectance’ (the fraction of possible TIMs that are observed, 
which is dependent on the trophic connectance) and to ‘non-
trophic connectance’ (the resultant fraction of non-zero ele-
ments � ) which is dependent on the distribution and overlap 
of the TIMs). Note also that when motifs add two TIMs at 
a time each TIM is counted separately (see SI Figure S1 for 
examples of non-trophic effect matrices generated with each 
distribution model).

Each TIM was assigned an effect parameter, cijk , repre-
senting the size and direction of the modification by species 
k of the consumption of resource i by consumer j . A positive 
cijk indicates a facilitating modification where an increase 
in the modifying species would increase the strength of the 
interaction. It follows that an increase in such a modifier 
species would lead to a positive non-trophic effect of that 
species on the consumer and a negative non-trophic effect of 
the modifier on the resource (Fig. 1). An interfering modifi-
cation, where cijk is negative, would cause the reverse. Val-
ues for cijk were drawn from a Gaussian distribution of mean 
0 and standard deviation �

√

�∕
√

2 , where � is the target 
mean magnitude of individual NTEs. The standard deviation 
is scaled to maintain the mean magnitude of non-trophic 
effects as half the mean trophic interaction strength, in line 
with results from meta-analyses that suggest an approximate 
correspondence between the strength of trophic and non-
trophic interactions (Preisser et al. 2005). Where a species 
modified more than one interaction with another species, the 
consequent non-trophic effects were combined additively.

Properties of combined interaction matrices

We applied each of the distribution models at each TIM fre-
quency across each of the 100 underlying trophic networks. 
As a further baseline, an approach adding a corresponding 
number of randomly distributed NTEs was also tested in 
which elements of � were independently randomly distrib-
uted with their strengths drawn from a Gaussian distribution. 
For each community, we calculated structural properties of 
the resultant interaction matrices that have been established 
as influencing aspects of dynamic stability: connectance 
(fraction non-zero entries) of � and � , variance (V) of the 
off-diagonal elements � , degree heterogeneity of � as the 
variance of the normalised in and out-degree distribution, 
correlation ( ρ ) of the pairwise elements 

(

i.e.Aij, Aji

)

 within 
� , and lastly the covariance between elements of trophic and 
non-trophic effects cov(�,�).

We calculated two measures of system dynamics for 
each community based on the overall matrix � described 

below—the local asymptotic stability and the size of the 
feasibility domain. Both these measures assume that the 
community described by � is at equilibrium and any pertur-
bations are small enough that the collapse of the HOIs into 
an effective pairwise matrix is a reasonable approximation.

Local asymptotic stability is determined by the sign of the 
real part of the leading (dominant) eigenvalue of � , ℜ

(

λA
1

)

 , 
under the assumption that the community is at a feasible 
equilibrium. If negative, the system will eventually return 
to the original equilibrium after a small perturbation and is 
considered locally stable. The diagonal elements of � spec-
ify the self-regulation of each species and with sufficient 
self-regulation, any community can be stabilised. Although 
the distribution of self-regulation effects can have impor-
tant consequences (Barabás et al. 2017), we follow previous 
work (Allesina et al. 2015; Jacquet et al. 2016) and assume 
all diagonal elements of � to be zero in order to focus on 
the impact of the inter-specific interactions. Without self-
regulation, ℜ

(

λA
1

)

 will always be positive but can be inter-
preted as how far a system is from stability, i.e. how much 
self-regulation would be necessary to stabilise the system. 
Hence, although local stability is a binary property, we use 
‘less stable’ to refer to a system with a larger ℜ

(

λA
1

)

.
The size of the feasibility domain of a community is 

related to the set of environmental conditions under which 
all species have positive abundances (Saavedra et al. 2017; 
Song et al. 2018). Assuming that a community is feasible 
to begin with, it can be used to indicate structural stabil-
ity in terms of the tolerance to variation in intrinsic growth 
rates (caused by environmental conditions) without a species 
being driven extinct (Rohr et al. 2014). A measure of the 
size of this feasibility domain, Ω(�) , can be derived from 
the probability that a randomly sampled vector of intrinsic 
growth rates allows all species to exist given a set of inter-
actions specified by solely by a matrix � . This can then be 
scaled to calculate the average probability that a randomly 
chosen species can feasibly exist (i.e. have a positive equi-
librium density) as ω(�) = Ω(�)

1

S . We calculated Ω(�) fol-
lowing the method of Song et al. (2018). In contrast to local 
stability, feasibility is related in a non-trivial way to the 
values of the diagonal of the matrix being analysed (Grilli 
et al. 2017a). We therefore test the sensitivity of results to 
assigning all intra-specific interactions to be −2 but also test 
values of either 0 or − 5.

Diversity‑stability relationship under higher‑order 
interactions

We next examined if an observed reversal of diversity-
stability relationships for random higher-order interactions 
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(Bairey et al. 2016) also held true for structured HOIs. Fol-
lowing Bairey et al. (2016), we built Lotka-Volterra class 

models that included pairwise, three-way HOIs and four-way 
HOIs:

dxi

dt

1

xi
= ri −xi

⏟⏟⏟

self−regulation

+

N
�

j=1

√

�Aij xj

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

Pairwise

+

N
�

j=1

N
�

k=1

√

� Bijk xj xk

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

3−way HOIs

+

N
�

j=1

N
�

k=1

N
�

l=1

√

�Cijkl xj xk xl⋅

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

4− way HOIs

The model assumes N species each with an abundance xi 
and showing self-regulation. The intrinsic growth of each 
species, ri , was set to 1∕N . A , B and C are arrays with 2, 3 
and 4 dimensions, respectively with elements drawn from a 
Gaussian distribution with a fixed mean of 0 and variance 
of 1. The interaction strength of the array of interactions is 
scaled by the square root of � , β and γ terms respectively, 
following Bairey et al. (2016).

In contrast to our earlier analyses, a positive equilibrium 
was not assumed. Instead, the feasibility of a given system 
was tested numerically by initiating each population at an 
abundance of 1/N, then integrating the system until either 
a species went extinct (falling below 0.0001/N) or stabil-
ity was reached. Increasing the mean interaction strength 
will eventually lead to a loss of feasibility. The critical 
strength of an interaction order was defined as the highest 
strength where > 90% of 50 random communities showed 
no extinctions.

We tested how this critical strength depended on N (rang-
ing from 10 to 30) for a variety of scenarios. Firstly, we 
reproduced the results of Bairey et al. (2016), using random 
interaction arrays solely of pairwise, three-way or four-way 
interactions drawn from Gaussian distributions. Secondly, 
we then introduced a baseline pairwise trophic interaction 
network (with � = 0.001, and the variance of the elements 
further scaled by 1∕

√

N to maintain a constant impact on 
stability) and tested introducing random three-way or four-
way higher-order interactions. This tests if the underlying 
trophic network structure is influential. Thirdly, we again 
introduced a baseline pairwise trophic interaction network 
but tested introducing structured three-way or four-way 
higher-order interactions specified from trophic interaction 
modifications distributed non-randomly.

Structured Bijk arrays were generated by first identifying 
a set of trophic interaction modifications according to the 
‘mutual interference’ model described above at a frequency 
of 0.1N2 , then inferring the generated higher-order effects. 
To maintain average interaction strengths with poten-
tially varying connectance, elements of Bijk were initially 
assigned a value of +1 or −1, then all interaction arrays were 
first scaled to a variance of 1 before being rescaled by the 
strength terms ( β, γ ). Structured four-way Cijkl arrays were 
specified by first identifying interaction modifications in 
the same way to specify i , j and k , then for the remaining 

vector C[i,j,k,] defined by l , each possible four-way interaction 
occurred with a 10% probability.

Results

Impact on community structure

Different distributional models had highly distinct impacts 
on the structure of the network compared to the baseline, 
random, models (Fig. 4). Compared to random NTEs, the 
structured models could increase overall connectance faster 
(under the ‘Far’ TIM model) but for most the increase was 
considerably slower (Fig. 4a). The variance in NTE ele-
ments increased steadily with an increasing number of 
TIMs for most models but rose faster when the signs were 
fixed (facilitating/interfering-only models) and especially 
so under the mutual-interference model (Fig. 4c). High fre-
quencies of mutual-interference TIMs had a dramatic effect 
on the pairwise correlation within the overall interaction 
matrix, pushing it positive at high frequencies of modifica-
tions (Fig. 4e). The most complex patterns were seen in 
degree-heterogeneity (Fig. 4d)—while random NTEs had 
a marked smoothing effect, the various structured models 
initially increased the variance in the number of interac-
tion partners of each species. While most TIM distribu-
tion models did result in a covariance between trophic and 
non-trophic effects, those that introduced signed effects 
had marked effects (Fig. 4f) stemming from the distinct 
patterning at either the top or base of the trophic network 
(Figure S1).

Impact on dynamics

Across our measurements of system dynamics, we found 
a distinct split between TIM distributions that had notably 
divergent effects and those where impacts were barely dis-
tinguishable from random non-trophic effects (Fig. 5). As 
the frequency of TIMs increased, local stability always 
decreased (Fig. 5a). Most distributional models were not dis-
tinct to the random baseline models, except for the mutual-
interference model that has a strongly destabilising impact. 
As such, the topology of the TIMs interacted with sign-
based effects—the mutual interference model effectively 
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combines the ‘interfering’ and ‘reciprocal’ models, that did 
not have individual impacts on local stability.

By contrast, the response of the size of the feasibility 
domain as more TIMs were introduced was more diver-
gent between models (Fig. 5b). Interfering TIMs increased 
the size of the feasibility domain, while facilitatory 

modifications had a negative effect. The TIM distribution 
models that solely change the topology of the TIM net-
work relative to the food web, did not have a major differ-
ence from randomly distributed non-trophic effects. The 
results were qualitatively similar for alternative choices of 
the self-regulation term (SI, Figure S2).

Fig. 4   Impact of different distributions of non-trophic effects on net-
work structures. a Connectance (fraction non-zero entries) of over-
all interaction matrix � . b Connectance of non-trophic interaction 
matrix � . c Variance of the off-diagonal non-trophic elements � . d 
Degree heterogeneity of � (variance of the normalised in and out-

degree distribution. e Correlation of the pairwise elements within 
� ∶

(

Aij, Aji

)

i≠j
 . f Covariance between elements of trophic and non-

trophic effects ( cov(�,�) ). Colours denote different distributional 
models, lines are loess fits through 100 replicates at each TIM fre-
quency
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Contribution of higher‑order interaction structure 
on diversity‑stability relationship

Randomly distributed HOIs were found to nullify or reverse 
the pairwise diversity-stability relationship at 3rd and 4th 
order (Fig. 6a), reproducing earlier results (Bairey et al. 
2016). The introduction of underlying trophic structure 
did not affect this pattern (Fig. 6b). However, when HOIs 
structured by the mutual interference distribution model are 
incorporated, the direction of the diversity-stability response 
was negative for both 3- and 4-way interactions (Fig. 6c).

Discussion

Our results demonstrate that the structure of higher-order 
interactions can have strong impacts on the dynamics of food 
webs. Given that the study of the consequences of struc-
tured pairwise interaction networks has been a mainstay of 
ecological research for many decades (Dunne and Pascual 
2006), this should not necessarily be surprising. However, 
consideration of structured higher-order interactions within 
larger communities has been notably slow to develop beyond 
the random case. These results identify how the combined 
effects of both topology, sign structure and relationship to 
pairwise interactions will be central to understanding their 
community-level consequences. Higher-order interactions 
have been previously identified as a generic potential source 
of stabilisation (Bairey et al. 2016; Grilli et al. 2017b). How-
ever, our observation that plausible structures can reverse a 
previously identified stabilising effect implies these results 
are a consequence of assuming unstructured HOIs distribu-
tions that tend to average out, rather than build on each other.

Trophic interaction modifications have the potential 
to cause significant disruptive effects upon the pattern of 
interactions within ecological communities that can influ-
ence system-level dynamics. The inter-relationship between 
classes of interaction is critical to understanding their con-
sequences, reiterating the importance of the dependencies 
between superimposed interaction networks (Kéfi et al. 
2016; Pilosof et al. 2017). Interaction modifications can 
influence the stability of systems beyond introducing addi-
tional connectance. They can shift the average interaction 
sign, change pairwise correlation coefficients, introduce 
additional row structure and change the interaction strength 
distribution.

Our results highlight the particular importance of HOI 
sign effects within trophic networks, in line with results from 
horizontal networks (Gibbs et al. 2024; Singh and Baruah 
2021). Every interaction modification introduces two non-
trophic effects, one positive, one negative. As such, they can 
be ‘signed’ in multiple ways. Firstly, each interaction modifi-
cation is either interfering (weakening an interaction, result-
ing in a positive effect on the resource and a negative effect 
on the consumer) or facilitatory with the opposite effect. 
Furthermore, each pair of non-trophic effects can be unbal-
anced, with either greater positive or negative effects. Across 
the community, this could have a considerable impact on 
the overall sign distribution and dynamics. An empirical 
understanding of the distribution of these sign effects in real 
ecosystems is currently lacking, but our simulations suggest 
their balance could be central to understanding their impact 
at a system level.

Our results demonstrate how sign effects can be greatly 
magnified if they are also topologically structured. The most 

Fig. 5   Impact of structured non-trophic effects on dynamic prop-
erties. a Effect of increasing frequency of TIMs on instability 
log

(

ℜ
(

λ�
1

))

 , the degree of self-regulation necessary for local asymp-
totic stability. b The size of the feasibility domain ω(�) . Loess fitted 
lines have been added to highlight differences
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complex distribution model used here, reciprocal nega-
tive effects between resources that share a consumer, was 
designed to represent a structure likely to be particularly 
prevalent. It can be generated by a range of mechanisms, 
including predator satiation (Jeschke et al. 2004), adaptive 
foraging (Abrams 2010; Valdovinos et al. 2010) and asso-
ciational defence (Barbosa et al. 2009). These effects are 
widespread (Bruno et al. 2003) and are regularly included 
in general models of population dynamics (Delmas et al. 
2017) through multi-species functional responses (Koen-
Alonso 2007), yet the resultant dynamic linkages are rarely 
considered in network-based analyses. It is therefore strik-
ing that the mutual interference model of TIM distributions, 
which represent these effects, has some of the most marked 
and complex impacts upon the dynamics of our systems. 
It causes strong local destabilisation, despite the lower 
variance in overall interaction strength (since negative non-
trophic interactions overlap with positive trophic interac-
tion terms), driven largely by emergent pairwise mutualism, 
long-recognized as destabilising for interaction matrices 
(May 1973). The NTEs induced by TIMs structured in this 
way are very efficient at breaking down the negative correla-
tion between pairwise elements (Tang et al. 2014), inducing 
apparent mutualistic effects between resources that share a 
consumer. The mutual interference tends to focus negative 
and positive NTEs on to distinct groups of species (the high-
level consumers and low-level resources). The importance 
of the sign structure of interference can also be seen in the 
comparative lack of distinction of the tightly reciprocal inter-
action modification distribution (Fig. 3d) or the interfering 
modification models—it is the specific sign patterning of 
the links that drives the change to the dynamics. In terms of 
the size of the feasibility domain, the close match with the 
randomly distributed interfering TIM model suggests that 

this effect is largely driven by sign, rather than interactions 
with topology.

The distribution of non-trophic effects in real communi-
ties, including those caused by interaction modifications, 
is at present essentially unknown beyond surveys from a 
limited number of inter-tidal communities (Kéfi et al. 2015; 
Sander et al. 2015) and model systems (Barbosa et al. 2023; 
Buche et al. 2024; Vandermeer and Perfecto 2024). The 
fraction of interspecific interactions driven by interaction 
modifications is unknown, but likely to be large (Abrams 
1983; Werner and Peacor 2003). The set of models used here 
attempts to represent some of the properties real distribu-
tions of interaction modifications could have and identify 
features pertinent to dynamics. However, it can only be a 
stepping stone from fully random approaches towards real 
systems. It must be noted that the distribution of interaction 
strengths within real networks differs significantly from our 
randomly generated networks (Jacquet et al. 2016). They 
include both significant row-structuring and often show 
an approximately log-normal interaction trophic strength 
distribution.

Ideally, empirical data will need to include information 
about both the topology and strength of interaction modifica-
tions. Whilst it is unlikely that there will be strong mechanis-
tic drivers of non-trophic network structure equivalent to the 
role of body size within trophic interaction networks (Brose 
2010; Pawar et al. 2012; Petchey et al. 2008), there is nev-
ertheless room for a great improvement in our understand-
ing of the distribution of interaction modifications. There 
may be scope to develop broad categorisations of functional 
groups of species that cause, or respond to, changing biotic 
environments affecting consumption rates. A related area 
in need of progress is the development of consistent termi-
nology and metrics to describe the structure of multiplex 

Fig. 6   Dependence of critical strength of interactions on HOI order 
and distribution scenarios. Critical strength was the highest coeffi-
cient scaler ( � , β , γ ) where > 90% of 50 random communities showed 
no extinctions. a) Reproduction of results in Bairey et  al. (2016), 

where interactions at each order (2, 3, 4) cause qualitatively different 
responses to increasing diversity. b) introducing an underlying trophic 
network structure with random HOIs maintains the original result c) 
Structured HOIs (3 or 4 way) reduce stability as diversity increases
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interaction networks that span several orders. This problem 
is not unique to ecology (Aleta and Moreno 2019; Battiston 
et al. 2021; Majhi et al. 2022), but ecologists are likely to be 
interested in distinct summaries of these complex structures 
and need a vocabulary that can bridge between theory and 
empiricists.

Analytically identifying the unique ‘dynamic’ contribu-
tion of higher-order effects (distinct to their effective pair-
wise effects) is not straightforward as differences will arise 
away from any equilibrium, over varying timescales. Col-
lapsing higher-order effects into effective pairwise interac-
tions can help understand the impact on near-equilibrium 
dynamics but does not necessarily capture responses to 
larger disruptions (e.g. Letten and Stouffer 2019; Terry 
et al. 2019). We are currently limited to either trialling the 
effect of potential HOI distributions (this study), identifying 
features of particularly influential interaction modifications 
(Terry et al. 2020) or exploring the properties of HOI struc-
tures that can contribute to stability (Gibbs et al. 2024). All 
will ultimately require a firmer foundation in empirical data, 
but this need not prevent the exploration of alternatives.

Given the potential for interaction modifications to 
short-circuit established trophic interaction motifs such as 
tri-trophic cascades, the distribution of interaction motifs 
in ecological communities (Milo et al. 2002; Stouffer et al. 
2007) may need to be re-examined to incorporate non-
trophic effects that emerge. As a first step, our results suggest 
that assessments of the sign-balance of trophic interaction 
modifications could be highly informative about their impact 
in natural systems. The potential impact of HOIs on commu-
nity persistence may come down to a simpler question—will 
multiple effective impacts of higher-order interactions stack 
or cancel out?

Conclusion

Interaction modifications within trophic networks offer one 
of the few scenarios where plausible guesses can be made 
about the possible distribution of higher-order interactions 
within ecological communities. We have shown that they 
can have a significant impact on the structure and dynam-
ics of ecological communities and reverse diversity-stability 
relationships. While further data will be central, research 
should pay closer attention to the consequences of assuming 
unstructured higher-order interactions.
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