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Tritium, predominantly produced through spallation reactions caused by cosmic ray interactions,
is a significant radioactive background for silicon-based rare event detection experiments, such as
dark matter searches. We have investigated the feasibility of removing cosmogenic tritium from
high-purity silicon intended for use in low-background experiments. We demonstrate that signif-
icant tritium removal is possible through diffusion by subjecting silicon to high-temperature (>
400 ◦C) baking. Using an analytical model for the de-trapping and diffusion of tritium in silicon,
our measurements indicate that cosmogenic tritium diffusion constants are comparable to previous
measurements of thermally-introduced tritium, with complete de-trapping and removal achievable
above 750 ◦C. This approach has the potential to alleviate the stringent constraints of cosmic ray
exposure prior to device fabrication and significantly reduce the cosmogenic tritium backgrounds of
silicon-based detectors for next-generation rare event searches.

I. INTRODUCTION

Silicon is widely used as the sensitive target for low-
background rare event searches. The extremely low ra-
dioactive contamination in high purity silicon [1], cou-
pled with the ability to achieve eV-scale energy thresh-
olds, has led silicon-based detectors such as DAMIC
[2], DAMIC-M [3], SENSEI [4], SuperCDMS [5], and
TESSERACT [6] to be used in the direct search for dark
matter interactions. One of the primary challenges for
these experiments is radioactive decays that can mimic
a potential dark mater signal. Of particular concern are
radioactive isotopes produced within the active silicon
substrate of the devices by interactions of high energy
cosmic ray particles.

The dominant cosmogenic background is tritium
(3H) [7, 8] which has a half-life of 12.3 years and de-
cays through a pure beta decay with an endpoint en-
ergy of 18.6 keV. The tritium is primarily produced
by spallation of silicon nuclei from interactions with
secondary cosmogenic particles. At sea level, the pro-
duction of tritium is roughly 124 atoms/kg/day, dom-
inated by neutron-induced reactions [9]. This corre-
sponds to a low-energy (0-5 keV) background rate of
roughly 0.002 events/kg/keV/day for each day of sea-
level exposure of the silicon. Following the growing
of the high-purity silicon boule (which likely removes
any non-silicon contaminants from the crystal [10]),
the silicon needs to be sliced into wafers, fabricated
into devices, and packaged, before it can be deployed
within an experiment. All these steps typically occur
at above-ground facilities which can be separated by
several thousands of miles. Current generation exper-
iments such as DAMIC-M and SuperCDMS have gone
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to great lengths to reduce the cosmic ray exposure of
the silicon to less than 60-100 days sea-level equivalent,
by storing the silicon underground whenever possible
and utilizing custom shielded containers during de-
vice production and transport [11, 12]. However, next-
generation experiments such as Oscura [13] are target-
ing significantly lower radioactive background levels,
which will require additional mitigation strategies. In
this work, we aim to determine the feasibility of remov-
ing spallation-induced tritium from high purity crys-
talline silicon through diffusion at elevated tempera-
tures.

II. TRITIUM DIFFUSION IN SILICON

Hydrogen is widely used in the semiconductor in-
dustry to improve the performance of silicon-based de-
vices. The primary motivation for the incorporation of
hydrogen into the silicon lattice is to passivate dangling
bonds at interfaces or defects, thereby reducing recom-
bination, though there are several other applications
[14–16]. The widespread practice of introducing hy-
drogen into silicon has led to several studies of hydro-
gen movement and bonding within the silicon lattice.
While in a perfect silicon lattice hydrogen is expected
to be an interstitial impurity with a large diffusion con-
stant, it is now understood that hydrogen interacts with
nearly all impurities and defects in the lattice, leading
to diffusion characteristics that depend strongly on the
quality of the silicon material, the method of hydrogen
incorporation, and the molecular and charge state of
the hydrogen within the lattice [15, 17]. For these rea-
sons, measurements of the diffusion constant of hydro-
gen in silicon vary by several orders of magnitude (see
for example Figure 7 in Ref. [14]), though in most cases
the diffusion constant is found to be > 1×10−8 cm2/sec
above 700 ◦C.
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The relatively large diffusion constant of hydrogen
in silicon raises the possibility of removing cosmogeni-
cally produced tritium from silicon substrates used for
rare event searches [18]. However, previous results in
the literature indicate that the diffusion constant de-
pends strongly on the method by which tritium was in-
corporated into the silicon. Ichimiya and Furuichi [19]
thermally diffused tritium into single-crystal silicon at
high temperatures and measured diffusion constants
roughly consistent with other measurements of hydro-
gen in silicon. Saeki et. al. [20] looked for differences
in the diffusion constant between tritium injected ther-
mally and tritium injected as recoils from nuclear re-
actions. They found that for the recoil-injected tritium,
the diffusion constants were orders of magnitude lower
than those for thermally-injected tritium and also had
a significantly stronger temperature dependence. The
difference in the measured diffusion for the two meth-
ods was attributed to chemical trapping and radiation-
induced damage and defects in the crystal. Cosmogenic
tritium is primarily produced by neutron-induced spal-
lation of the silicon nucleus [9], a very energetic pro-
cess that is likely to cause damage to the lattice through
both the initial nuclear interaction and the stopping of
the energetically ejected triton particle. Thus, if cosmo-
genic tritium also has significantly retarded diffusion,
similar to recoil-induced tritium, removal of the tritium
may not be feasible on a reasonable time scale. In this
work we aim to directly measure the diffusion constants
and removal fractions as a function of temperature.

III. EXPERIMENTAL PLAN

We introduced tritium into silicon wafer samples us-
ing a high intensity, broad spectrum neutron beam at
the Los Alamos Neutron Science Center (LANSCE) and
measured the removal using a pyrolyser and liquid
scintillation counting at GAU-Radioanalytical labora-
tory.

The neutron beam at the ICE-HOUSE II facility
[21, 22] has a similar energy spectrum to that of cosmic
ray neutrons, but with a flux ∼ 5× 108 times larger than
the natural sea-level flux. This facility is well-suited for
cosmogenic activation studies and has previously been
used to measure tritium, 7Be, and 22Na production rates
in silicon [9]. The close similarity of the neutron beam
spectrum to that of the natural cosmogenic neutrons
at the Earth’s surface is critical for this measurement
as it allows for the automatic incorporation of particle
and energy-dependent secondary effects, such as local-
ized damage of the silicon lattice at the site of the triton
production and implantation, that can affect the subse-
quent diffusion and removal of tritium from the silicon
samples. Additionally, the high beam flux allows for
the production of easily measurable amounts of tritium
in the silicon samples with a beam exposure of just a
few hours.

The use of a pyrolyser allows for the extraction and
collection of tritium from the wafers with high effi-
ciency over a wide range of temperatures. Additionally,
by collecting the tritium in batches, one can measure the
time profile of the extracted tritium and calculate dif-
fusion coefficients. GAU-Radioanalytical, based at the
University of Southampton UK, is a long-established
and experienced laboratory specializing in the extrac-
tion and quantification of volatile radionuclides for nu-
clear and radiopharmaceutical facility decommission-
ing, land remediation, and environmental monitoring
surveys. Operating multiple Pyrolyser 6-Trio systems
(Raddec International, UK), the laboratory can process
a diverse range of sample types, including problematic
/ complex sample matrices [23]. Tritium measurement
is performed using Quantulus 1220 ultra-low-level liq-
uid scintillation counters (LSC) [24]. The laboratory is
accredited to ISO/IEC 17025:2017 for the extraction and
quantification of tritium.

IV. TRITIUM GENERATION

A. Silicon Wafers

23 high-purity silicon wafers were purchased from
Virginia Semiconductor Inc. (Virginia, USA) for this
work. The wafers were sliced from a float-zone
(FZ) grown single-crystal boule with a resistivity of
>10 000 Ω cm, matching the silicon substrate purities
typically used in rare-event searches. Each wafer
is (76.2±0.3)mm in diameter, with a thickness of
(1000±25)µm and a mass of roughly 10.6 g. The wafers
are undoped, polished on one side, and have a ⟨100⟩
crystal-plane alignment.

B. Beam Exposure

The samples were irradiated at the LANSCE WNR
ICE-HOUSE II facility [22] on Target 4 Flight Path 30
Right (4FP30R). A broad-spectrum (0.2–800 MeV) neu-
tron beam was produced via spallation of 800 MeV pro-
tons on a tungsten target. A 2-inch (50.8 mm) diam-
eter beam collimator was used to restrict the majority
of the neutrons to within the diameter of the wafers.
The neutron fluence was measured with 238U foils by
an in-beam fission chamber [25] placed downstream of
the collimator. The beam has a pulsed time structure,
which allows the incident neutron energies to be deter-
mined using the time-of-flight technique (TOF)—via a
measurement between the proton beam pulse and the
fission chamber signals [21, 25].

The beam exposure of the wafers took place over two
days between November 3rd and 5th, 2019. All 23 wafers
were placed back-to-back in a plastic wafer holder and
centered on the beam line with the individual wafers
separated by roughly 3-6 mm and the ends of the plastic
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holder removed to reduce attenuation of the beam. The
wafers were numbered by their position on the beam
line (1 was furthest upstream and 23 furthest down-
stream), and the wafer labels were tracked throughout
the experiment. The wafers were exposed to the beam
from 06:38 on Nov. 3, to 08:13 on Nov. 5. Following the
exposure the wafers were kept in storage for approx-
imately eleven weeks to allow short-lived radioactiv-
ity to decay prior to shipment from LANSCE to Pacific
Northwest National Laboratory (PNNL).

C. Neutron Fluence

The total fluence of neutrons during the silicon wafer
beam exposure, as measured by the fission chamber,
was (9.71±0.77)×1012 neutrons above 10 MeV. The en-
ergy spectrum of the neutrons was the same (within
statistical uncertainties) as the spectrum shown in Fig-
ure 5 of Ref. [26] where NaI crystals were exposed to
the LANSCE beam just prior to the silicon wafers. As
described in detail in Ref. [26], the uncertainty in the
neutron fluence is dominated by the systematic uncer-
tainity in the 238U(n, f) fission cross section used to
monitor the fluence. While the nominal beam diame-
ter was set by the 2-inch collimator, the cross-sectional
beam profile has significant tails at larger radii. At
the fission chamber approximately 13% of neutrons fall
outside a 3-inch diameter, as calculated with the beam
profile provided by LANSCE. Additionally the beam is
slightly diverging, with an estimated cone opening an-
gle of 0.233◦. A Geant4 [27, 28] simulation that included
the measured beam profile and beam divergence, the
measured neutron spectrum, and the full setup geome-
try (location and materials of the wafers, holder, mount-
ing apparatus, and fission chamber [25]), was used to
calculate the neutron fluence through the wafers. Addi-
tional details on the Geant4 simulation can be found in
Ref. [26]. Including all geometrical effects, attenuation
through the wafers, and systematic uncertainties, we es-
timate that a total of (8.59±0.68)×1012 neutrons above
10 MeV passed through the first silicon wafer (wafer 1)
and (8.00±0.64)×1012 neutrons above 10 MeV passed
through the last wafer (wafer 23).

D. Gamma Counting Verification

For isotopes with half-lifes that are long compared to
the 2-day beam exposure, the predicted isotope activity,
P [Bq], produced by the beam is given by

P =
na

τ

∫
S(E) · σ(E) dE (1)

where na is the areal number density of the target sil-
icon atoms [atoms/cm2], τ is the mean life [s] of the
isotope decay, S(E) is the energy spectrum of neutrons

[neutrons/MeV], and σ(E) [cm2] is the production cross
section. Previous measurements of the production rate
of 22Na on the same LANSCE neutron beam [9] allow
us to predict the induced activity in the wafer without
knowing the cross section (which has not been exper-
imentally measured across the entire energy range of
interest). Scaling the result in Ref. [9] by the relative
change in target thickness and neutron fluence, we pre-
dicted the 22Na activity in wafer 1 and 23 to be roughly
2.2 Bq and 2.1 Bq respectively.

Following the beam exposure and cooldown, the two
wafers at either end of the beam line (wafers 1 and 23)
were gamma counted to determine the beam-induced
22Na activity and cross-check the neutron beam expo-
sure. The wafers were individually placed in a low-
background germanium counter [29] in the Shallow
Underground Laboratory [30] at PNNL and counted
for 3-4 days in March 2021. The activity of 22Na in
wafers 1 and 23, decay-corrected to the end of the
beam exposure, was found to be (3.00±0.12)Bq and
(2.85±0.12)Bq respectively, where the uncertainty is
dominated by the uncertainty in the efficiency calibra-
tion. While the measured relative activities of the two
wafers is in good agreement with the prediction, the
absolute measured rates are roughly 30% larger than
expected.

E. Tritium Production

Spallation can produce light nuclei (e.g. tritons) with
kinetic energies that are a significant fraction of the in-
coming neutron energy. Due to their small mass, these
nuclei have relatively long ranges and can therefore be
ejected from their volume of creation and implanted
into another volume. The measured activity therefore
depends not only on the thickness of the target but also
on the nature and geometry of the surrounding materi-
als.

The Geant4 beam simulation described above was
also used to keep track of the origin and final location
of all triton nuclei generated within the geometry. For
each wafer we evaluated the tritium activity that was
produced within the wafer, the activity that was ejected
into the surroundings, activity that was implanted into
the wafer from the surroundings, and finally the resid-
ual activity remaining in the wafer (residual = produced
- ejected + implanted). After accounting for variation in
the expected activity from different Geant4 physics lists,
including the previously determined scaling factors [9],
we estimate the tritium activity in wafers 7 to 23 to be
(1.11±0.17)Bq. Wafers upstream of wafer 7 had smaller
estimated residual activity, due to a smaller contribu-
tion of implanted tritium, and were not used for this
study.
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FIG. 1. Diced wafer loaded in quartz sample boat.

V. TRITIUM EXTRACTION AND MEASUREMENT

A. Dicing

In order to fit the wafers into the Pyrolyser, the wafers
were diced into six 0.5”-wide slices at the Center for Ex-
perimental Nuclear Physics and Astrophysics (CENPA)
at the University of Washington, Seattle, using a CO2
laser and glass backing [31]. To ensure that the dic-
ing did not significantly heat up the wafer and cause
some of the tritium to diffuse out, we attached tempera-
ture sensors to test wafers and adjusted the laser power
and time intervals between cuts such that the wafer
temperature remained below 100 ◦C and the total dura-
tion of dicing for each wafer was less than 15 minutes.
Extrapolating our diffusion model (presented later in
Section VII B 3) to lower temperatures, we expect less
than 2% of the total tritium to have been removed dur-
ing dicing. The diced wafers were then shipped to
the University of Southampton. We note that because
the natural cosmogenic activity of tritium in the wafers
((15±3)µBq at sea-level saturation [9]) is negligible in
comparison to the beam-induced activity, no effort was
made to reduce activation during shipping.

B. Pyrolyser

The time profiles of tritium outgassing from silicon
wafers at elevated temperatures were obtained using a
Pyrolyser 6-trio furnace, which is a multi-sample, flow-
through, combustion/heating system [23]. Briefly, a
sample is loaded into a high-purity quartz boat and in-
serted into a high-purity quartz work tube. The sam-
ple is heated/combusted to a target temperature (T
≤1000 ◦C) that promotes the off-gassing of volatile ra-
dionuclides. A stream of air flows through the work
tube and over the sample during heating and carries
the combustion gases over a 0.3% Pt-Al catalyst bed
heated at 800 ◦C. The catalyst promotes conversion of
any tritium to tritiated water. The tritiated water then
exits the work tube and is trapped in a bubbler of 0.1M
HNO3. The work tubes used in this campaign have a
nominal internal capacity of 1L and therefore one com-
plete purge of process gases at the typical flow rate of
200 mL/min is expected to take approximately 5 min-
utes.

The diced wafer pieces were placed on a bed of acid
washed sand in a quartz sample boat (Figure 1). Care
was taken to prevent the pieces from coming in con-
tact with one another, allowing for maximum surface
exposure to the flow gases and to ensure uniform heat-
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FIG. 2. Bubbler change times at each temperature

ing. Each wafer desorption experiment was conducted
separately, with the Pyrolyser pre-heated to a set tar-
get temperature (400, 500, 750, and 1000 ◦C) before the
wafer was loaded.

1. Bubbler change schedule

In order to obtain a time profile of the removed tri-
tium for each wafer, we periodically changed the Py-
rolyser bubblers that collect the tritium. The desired
schedule of the bubbler changes was determined by
both the expected diffusion coefficient at a given tem-
perature and the minimum detectable activity of the liq-
uid scintillation counting. For planning purposes we
assumed diffusion coefficients according to the mea-
surements of Ichimiya and Furuichi [19] and set bub-
bler changes such that the collected tritium in each bub-
bler would be roughly three times the minimum detec-
tion limit (see Section V C for more details). The fi-
nal schedule of bubbler changes was determined by the
constraints of the laboratory’s working day. The total
run time to complete the tritium extraction varied be-
tween 8 hours for the measurements at 1000 ◦C and 440
hours (18 days) for the measurements at 400 ◦C (see Fig-
ure 2).

In order to determine the fraction of tritium re-
moved at each temperature (independent of our esti-
mates based on the neutron fluence), at the end of the
scheduled extraction period for the targeted tempera-
ture we ramped up the temperature of the Pyrolyser to
1000 ◦C and collected any residual tritium for a mini-
mum of 8 hours. Based on previous measurements in
the literature, this is sufficient to remove all residual
tritium from the silicon substrate [32, 33].

2. Adjustments to Pyrolyser setup

The recommended gas flow rate of 200 mL/min
causes evaporative losses in the bubbler of approxi-
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mately 300 µL/h at room temperature (20 ◦C). For the
typical combustion/heating time of non-organic-rich
materials of roughly 6 hours, these losses are relatively
small and can be accounted for using tritium recov-
ery factors. However, the desorption profiles for the
lower temperature measurements (400 and 500 ◦C) re-
quire bubblers to be connected to the Pyrolyser for ex-
tended periods of time (up to 18 days), in which case
the evaporative losses become significant and need to
be minimized. Therefore, the bubbler temperature and
flow rate for these measurements were reduced and as-
sessed. Reducing the temperature of the bubbler in
a water bath to 7 ◦C but maintaining a flow rate of
200 mL/min reduced the evaporative losses to 113 µL/h
(equivalent to 14% loss per day). Reducing the bub-
bler temperature further to 0.5 ◦C and restricting the
flow rate to 50 mL/min reduced the evaporative losses
to 25 µL/h (equivalent to 0.6% loss per day). In this
configuration (0.5 ◦C, 50 mL/min flow rate), the total
loss from the bubbler over the duration of the measure-
ments at 400 and 500 ◦C was within the measurement
and method uncertainties. It should be noted that the
reduction in flow rate also increases the purge-time of
the work tube but this is insignificant in contrast to the
time the bubblers were connected.

C. Liquid scintillation counting

The bubbler solutions (typically 8-9 mL 0.1M HNO3)
were transferred to a high density polyethylene scintil-
lation vial and were mixed with 12 mL Goldstar scin-
tillation cocktail (Hidex Oy, Finland). Measurements
were conducted using a Quantulus 1220 LSC [24] and
were calibrated using a certified tritium standard (PTB,
Germany) where the counting efficiency is determined
as a function of quench (the efficiency of light detection
through the test sample as determined by an external
152Eu standard). Samples were dark-adapted for a min-
imum of 8 hours to reduce the effects of chemilumi-
nescence on the measurement. Samples derived from
the 1000 ◦C bakes were counted for 8 hours each. All
other samples from the remaining bakes were counted
for 10 hours each as the activity was expected to be
lower. Counting efficiencies for samples were typically
17-18%. An instrument blank was prepared for each
batch of samples and was used to correct for instru-
ment background. Additionally, a quality control stan-
dard of known tritium concentration was counted with
each batch to verify instrument performance. The limit
of detection for an 8 hour count was determined to be
0.0017 Bq/g of wafer.

VI. RESULTS

Six wafers were randomly chosen for the measure-
ments and the time profiles of tritium removed from

each wafer are shown in Figure 3, including the final
bake at 1000 ◦C to collect any residual tritium. The mea-
surements were made between May 2021 and Decem-
ber 2022, with all data decay-corrected for the tritium
half-life (12.312 years) to the end of the wafer beam-line
exposure (5th Nov 2019).

A. Counting uncertainties & LSC stability

The standard systematic uncertainty was calculated
to be 1.2%. This includes uncertainty contributions as-
sociated with sample weighing, the calibration stan-
dard, instrument calibration, and decay correction.
The systematic uncertainty is then combined with the
counting statistical uncertainty to determine the com-
bined standard uncertainty.

All measurements were conducted using the same
Quantulus instrument (GAU-Radioanalytical Quantu-
lus no. 6). The long-term stability of the Quantulus
instruments has been assessed previously by the labora-
tory [34], and the instrument used in this study was cal-
ibrated three times around this study as part of the lab-
oratories annual calibration schedules. As mentioned
earlier, the counting efficiency of every batch of sam-
ples was checked by measuring an in-house standard
of known tritium activity. The measurement of the tri-
tium standard must produce a result within 3σ of the
control limits established by Shewhart Control Charts
for the corresponding wafer measurements to be con-
sidered valid. In the event of a failure, the entire sam-
ple batch must be recounted. The counting efficiency
(%) for the 8 ml 0.1M HNO3 + 12 ml Goldstar cocktail
was 19.44 ± 0.93, 18.33 ± 0.77 and 19.01 ± 0.67 (uncer-
tainties at coverage factor k=2) with quench values of
711.2, 706.4 and 713.0 for years 2021, 2022 and 2023 re-
spectively.

B. Method accuracy

For nuclear decommissioning and environmental
samples analyzed at GAU-Radioanalytical, the recov-
ery factor of tritium using the Pyrolyser is (90±12)%,
where the variability is due to sample composition, the
nature of tritium binding within the sample, and tri-
tium memory-effect (retention of tritium on the quartz
worktube and/or catalyst). Due to the stable wafer
composition and the extended time that each wafer was
held at the target temperature compared to the purge
time, these factors were deemed to be insignificant and
no correction was made for collection efficiency.

The combustion and collection of tritium coupled
with the measurement by a Quantulus liquid scintilla-
tion counter has been assessed by participation in profi-
ciency test exercises (PTE) coordinated by the National
Physical Laboratory (NPL, UK) and the Department of
Energy (DOE, USA). In the 20 years of participating in
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FIG. 3. Time profile of tritium outgassing from silicon wafers at different temperatures. The black bin edges mark the start and
end of each bubbler change while the central marker shows the measured activity and uncertainty for each bubbler. Results of
the final bake at 1000 ◦C are shown in green. The blue and red markers show the best-fit result to a diffusion-only and diffusion
+ de-trapping model (see Section VII B for details).

the NPL PTE, the average tritium deviation to the refer-
ence value is +4.2% with submitted vs certified values
R2 = 0.998. The US DOE exercises only had tritium in
water samples between 2012-15 where the average de-
viation to the reference value is +5.1% with submitted
vs certified values R2 = 0.981. These small deviations
are well within the accepted values for the test exer-
cises and no additional systematic correction is applied
to the results. We note that any overall systematic error
would only impact the absolute 3H activity measured
and would not impact the time profiles.

VII. ANALYSIS

A. Tritium fraction removed

We calculated the fraction of tritium removed by
summing the measured activity in each bubbler at a
fixed temperature and comparing to the total activity
(including the residual activity measured by the final
bake at 1000 ◦C), as shown in Table I and Figure 4. Even
at the relatively low temperature of 400 ◦C, more than
half of the neutron-induced tritium can be removed
from silicon wafers. The removal fraction increases
with temperature as expected, with complete removal
at 750 ◦C. While the total activity measured in some
wafers is consistent with the predicted activity from the
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FIG. 4. Fraction of tritium removed from the silicon wafers
at different baking temperatures. The black data points show
the experimentally measured fraction removed compared to
the total (data point at 1000 ◦C assumes complete removal).
The red data points are the results from the fit of the time
profile to the diffusion and de-trapping model, including both
the free and de-trapped contributions.

beam exposure, (1.11±0.17)Bq, only 0.75-0.86 Bq was
measured in other wafers. The cause of this variation
is unknown. No correlation of the total activity with
position of the wafer on the beamline, time between
beam exposure and measurement, or baking tempera-
ture and gas flow, is found. To further investigate this,
the measurements at 750 ◦C and 1000 ◦C were repeated
with two different wafers (11 and 7), however similar
variation was observed. Despite the variation in the to-
tal activity, the time profile of removed activity (shown
in Figure 5) was very consistent across wafers baked at
the same temperature, indicating that the variation in
total activity already existed at start of the baking.

B. Diffusion coefficient

To evaluate the diffusion coefficient we initially as-
sumed, similarly to References [19, 20], that the tritium
produced within the wafers is present in the silicon lat-
tice as a mobile interstitial [35] and that release of tri-
tium from the surface is relatively quick such that the
time profile of the outgassed tritium is dominated by
the diffusion of tritium through the bulk silicon. As will
be discussed later, a more sophisticated model was re-
quired to match the experimental data, but we present
this simplified model to better compare to previous
works in literature.

1. Simple diffusion model

To model the diffusion analytically, we have assumed
a semi-infinite slab of silicon of thickness 2a, with the

tritium concentration c(x, t) [Bq/cm3] initially uniform
within the bulk and no tritium concentration outside
the silicon. The Fick diffusion equation and boundary
conditions are therefore

∂c(x, t)
∂t

= D∇2c(x, t) (2)

c(x, t = 0) = c0 for − a < x < a (3)
c(a, t) = c(−a, t) = 0 for t > 0 (4)

where D [cm2/sec] is the temperature-dependent dif-
fusion coefficient of tritium in silicon. Solving these
equations assuming a constant, spatially uniform tem-
perature across the silicon, one can express the concen-
tration in terms of a trignometric-series expansion1

c(x, t) =

c0
4
π

∞

∑
n=0

(−1)n

2n + 1
cos

(
(2n + 1)π

2a
x
)

e−
(
(2n+1)π

2a

)2
Dt

(5)

The cumulative flux of tritium emitted from both sur-
faces, as a function of time, M(t) [Bq/cm2], can then be
calculated from Fick’s first law to be

M(t) = c02a

[
1 − 8

π2

∞

∑
n=0

1
(2n + 1)2 e−

(
(2n+1)π

2a

)2
Dt
]

(6)

2. Data fitting with simple diffusion model

The data at each temperature (excluding the final
measurement at T = 1000 ◦C) were fit to the simple
diffusion model with the initial concentration c0, dif-
fusion constant D, and the initial start time t0 left as
free parameters, and the summation evaluated up to
n = 100. To avoid correlations between data points
when fitting the cumulative outgassed tritium as a func-
tion of time, the individual bubbler measurements were
fit to M(ti

2)− M(ti
1), where ti

1 and ti
2 are the start and

end time of the ith bubbler collection respectively. For
easier visualization of the outgassing trends, the best-
fit model and the data are compared as a function
of the cumulative outgassed flux (the cumulative out-
gassed flux at each bubbler change was calculated as
the sum of all measured tritium measurements up until
that time and the uncertainty calculated as the sum, in
quadrature, of each of the independent measurements).

1 An equivalent solution can be expressed
in terms of error functions c(x, t) =

c0

[
1 − ∑∞

n=0(−1)n erfc
(
(2n+1)a−x

2
√

Dt

)
− ∑∞

n=0(−1)n erfc
(
(2n+1)a+x

2
√

Dt

)]
which converges faster at short times [36]. However, the difference
in the expressions for n ≥ 15 terms was found to be negligible over
the entire time span of our measurements.
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400 ◦C 500 ◦C 750 ◦C 1000 ◦C

Wafer 12 16 19 11 20 7

Beam to meas. [days] 692 820 769 1105 549 943

Activity removed [Bq] 0.65±0.01 0.74±0.01 0.84±0.02 1.04±0.02 1.03±0.02 0.75±0.02

Total activity (Atot) [Bq] 1.04±0.01 0.86±0.01 0.84±0.02 1.05±0.02 1.03±0.02 0.75±0.02

Residual activity [Bq] 0.39±0.01 0.116±0.007 < 0.013 < 0.016 - -

Fraction removed [%] 62.6±0.7 86.4±0.7 99.2±0.4 99.2±0.4 100 100

Fit parameters

Diffusion coeff. [10−8 cm2/sec] 6.2+1.0
−4.0 10.7±0.4 46.3±8.5 45.3±6.5 45±15 39.4±7.6

Detrapping rate [10−6/sec] 2.0+2.6
−0.1 6.7+1.5

−0.8 357±52 411±61 334±71 344±55

(Free + De-trapped) fraction [%] 62+1
−9 86±2 99±3 98+2

−17 99+2
−5 100+3

−7

TABLE I. Summary of results for tritium removed from wafers at different temperatures. Upper Rows: Direct experimentally
measured values. Residuals and fractions are calculated assuming all tritium is removed by the final bake at 1000 ◦C. The upper
limits on the residual activity are quoted at the 95% CL. Lower Rows: Fit results for the diffusion and de-trapping parameters,
including systematic uncertainties. See text for details on the model.

As can be seen from the fit results shown in blue in Fig-
ures 3 and 5, the simple diffusion curves do not match
the data very well. We investigated whether the dis-
crepancy at early times might be caused by a time lag
in the wafers reaching the setpoint temperature but the
measured time lag is not sufficient to account for the
data time profile (see Appendix A).

3. Diffusion model with de-trapping

As mentioned earlier, hydrogen isotopes can form
complexes with impurities and defects that are stable at
lower temperatures and can lead to trapping and lower
“effective diffusivity” [14, 15]. To better match the data,
we developed a model to include the effects of some
tritium trapped at defect sites within the silicon lattice.
The trapped tritium is considered immobile, but tritium
that is less tightly bound to defects can de-trap at ele-
vated temperatures and enter the interstitial space. We
assume a first-order de-trapping reaction with a rate
proportional to the de-trappable concentration. The
equations that govern the free interstitial tritium con-
centration (c(x, t) [Bq/cm3]) and the concentration of
trapped tritium that can de-trap (s(x, t) [Bq/cm3]) are

given by

∂c(x, t)
∂t

= D∇2c(x, t)− ∂s(x, t)
∂t

(7)

∂s(x, t)
∂t

= −µs(x, t) (8)

c(x, t = 0) = c0 for − a < x < a
(9)

c(a, t) = c(−a, t) = 0 for t > 0
(10)

s(x, t = 0) = s0 for − a < x < a
(11)

where µ [1/sec] is the rate of detrapping. The solution
of these equations (as well as a more general model that
includes trapping) is outlined in Appendix B, and here
we simply present the results

c(x, t) =
4c0

π

∞

∑
n=0

(−1)n cos
(
(2n+1)π

2a x
)

epnt

(2n + 1)

+
4s0

π

∞

∑
n=0

(−1)n cos
(
(2n+1)π

2a x
)

epnt

(2n + 1)(pn/µ + 1)

+ s0e−µt

cos (
√

µ
D x)

cos (
√

µ
D a)

− 1

 (12)

s(x, t) = s0e−µt (13)

where pn =
−(2n + 1)2π2D

4a2 (14)
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FIG. 5. Comparison of measured cumulative outgassed activity to the best fit models. Fits were performed on the independent
bubbler measurements (see Figure 3) but are shown in terms of the cumulative activity for easier visualization of trends. Blue:
Fit to simple diffusion model. Red: Fit to model with diffusion and de-trapping. Note that the horizontal axes of the plots span
different durations.

The cumulative tritium flux removed from the silicon is
given by

M(t) = (c0 + s0)2a

− 16a
π2

∞

∑
n=0

(c0 + s0µ/(pn + µ))epnt

(2n + 1)2

− 2s0

√
D
µ

tan
(√

µ

D
a
)

e−µt (15)

4. Data fitting with diffusion and detrapping model

The data were fit to the model with de-trapping, with
the initial free (c0) and de-trappable (s0) concentrations,

the diffusion constant (D), the de-trapping rate (µ), and
the initial start time (t0) left as free parameters. The
best-fit results are shown in red in Figures 3 and 5.
It can be seen that the model including de-trapping
matches the data much better than the simple diffusion
model. As discussed in Appendix B, the time profile of
the removed tritium depends on the relative magnitude
of the diffusion (D/a2) and de-trapping rates. At high
temperatures (≥ 750 ◦C) the de-trapping rate is fast
compared to the diffusion, and after a relatively short
initial period all the tritium is free and is removed fol-
lowing a simple diffusion curve. At lower temperatures
the de-trapping rate is slow compared to the diffusion,
leading to a slower emission of trapped tritium even
at later times. At the lowest temperature (400 ◦C) the
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de-trapping model still does not match the data very
well, perhaps indicating additional factors not included
in the model (see Section VIII for further discussion).
We note that the fit values for the initial free and de-
trappable concentrations are highly negatively corre-
lated at the higher temperatures (correlation coefficient
< −0.9) with the best-fit values not well-constrained.
However, the sum of the two fit components (including
correlations) as a fraction of the measured total activity
of each wafer, Atot, shows good agreement with the di-
rectly measured values (see Figure 4) indicating that the
model predicts not much additional tritium can be ex-
tracted at each temperature, beyond the experimentally
measured values. Systematic uncertainties were evalu-
ated by looking at the range of variation when varying
the start and end points of the fits and including a re-
trapping term. The fit results, combining statistical and
systematic uncertainties, for the diffusion constant, de-
trapping rate, and the combined concentration fraction
are shown in Table I.

C. Temperature Dependence

1. Diffusion vs Temperature

The temperature dependence of the diffusion coeffi-
cient in solids generally follows the Arrhenius equation

D(T) = D0 exp
(
−ED

RT

)
(16)

where ED [cal/mol] is the activation energy for diffu-
sion and R ∼ 1.987 cal/K/mol is the molar gas con-
stant. Figure 6 shows the fitted diffusion coefficient vs
temperature along with other previous measurements
of tritium diffusion in silicon. For comparison to the
other measurements in the literature that used a simple
diffusion model, we also show the central values of the
simple diffusion fit, even though it is not a good match
to our data. We have fit our diffusion and de-trapping
model results with Eqn. 16 (black line in figure), which
gives values of D0 = (5.6±1.7)×10−6 cm2/s and ED =
(6.1±0.5)×103 cal/mol.

2. De-trapping vs Temperature

If the µ parameter in our model does in fact rep-
resent a first-order rate constant for tritium being re-
leased from defects, one would expect it to also fol-
low the Arrhenius equation as a function of tempera-
ture. In Figure 7 we show the fitted de-trapping pa-
rameter µ versus temperature. Fitting the tempera-
ture dependence with the functional form of Eq. 16,
we obtain values of µ0 = (0.14±0.03)/s and Eµ =
(1.49±0.03)×104 cal/mol. Although the fit to the Ar-
rhenius equation is not very good, this de-trapping ac-
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FIG. 6. Fitted diffusion coefficient versus inverse temperature,
compared to previous results in the literature [19, 20]. The
filled circles show the results from the fit with the diffusion
and de-trapping model, while the empty circle shows the fit to
a simple diffusion model (central value only). The black like
is a fit to the filled data points with the Arrhenius equation.

tivation energy, (0.65±0.02) eV, is similar to previous
measurements of the de-trapping rate of deuterium in
silicon, which found the dominant de-trapping activa-
tion energy to be (1.2±0.1) eV, along with smaller con-
tributions at 0.33 and 1.8 eV [37]. It is also on the same
order of magnitude as the calculated bonding energies
of atomic hydrogen (protium) at different sites within
a silicon lattice (for example, see Ref. [38] which esti-
mates the Si-H dissociation activation energy to be less
than 3 eV).

3. High temperature behavior

It can be seen that both the diffusion constant and de-
trapping rate at 750 ◦C are consistent with the values
measured at 1000 ◦C. This is not an artifact of the fit;
the measured time profiles at those two temperatures
are very similar, across all four measurements at these
temperatures - see Section VIII for further discussion.
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VIII. DISCUSSION

Relevant to low-radioactivity applications that aim
to reduce cosmogenic tritium backgrounds in silicon
substrates, our results show that tritium produced by
cosmic-ray-like neutron spallation interactions in high-
purity silicon can be removed from the silicon substrate
at elevated temperatures. We have demonstrated com-
plete removal of tritium at ≥ 750 ◦C. This is similar
to the behavior observed with natural hydrogen intro-
duced into silicon, which is attributed to the break-
ing of Si-H bonds at temperatures around 700-800 ◦C
[15, 32, 39, 40]. The fraction of tritium that is remov-
able from the silicon decreases with decreasing temper-
ature, which indicates that some of the tritium is bound
within the silicon lattice and is not mobile at low tem-
peratures. However a significant reduction in tritium
backgrounds can be achieved even at moderate baking
temperatures (roughly 63% at 400 ◦C).

In addition to the removal fractions, the experimental
method presented in this paper allowed for measure-
ment of the time evolution of the tritium outgassing,
which can be used to model the behavior of tritium and
hence extrapolate removal times to different substrate
thicknesses and improve our understanding of hydro-
gen transport in crystalline silicon. The time profiles
of tritium outgassing from our irradiated silicon sam-
ples are not well described by a simple diffusion model.
However, by introducing a first-order de-trapping pa-
rameter in addition to free diffusion we are able to ac-
curately model the experimental data and extract the
temperature-dependent diffusion and de-trapping pa-
rameters.

Our fitted diffusion coefficients lie roughly between
the previous measurements of thermally-introduced tri-
tium in silicon obtained by Ichimiya and Furuichi [19]
and Saeki et. al. [20]. Those previous measurements
heated the silicon samples in molecular hydrogen (tri-

tium and protium), reaching concentrations of 1×1011-
1×1014 atoms/cm3 [19, 20]. In our samples, nuclear
spallation generates atomic tritium, and the much lower
concentrations (∼3×108 atoms/cm3) makes it more un-
likely to combine to form molecular tritium, which is
significantly less mobile than atomic tritium at lower
temperatures [15] and may contribute to the weaker
temperature dependence of our measured diffusion co-
efficient. For comparison, a silicon sample exposed
to natural cosmic rays for a year would only have an
atomic tritium concentration of ∼100 atoms/cm3.

Our results are orders of magnitude larger than the
recoil-implanted tritium measurements by Saeki et. al.
[20]. The reason for this discrepancy is not understood.
One of the hypothesized reasons for why the recoil-
driven samples showed significantly retarded diffusion
compared to the thermally-driven samples in the Saeki
et. al. measurements was the production of localized
defects in the crystal lattice during recoil implantation
[20]. However, spallation-induced tritium production
also produces significant radiation damage in the lat-
tice. In addition to the damage caused by the incident
high-energy neutrons, Geant4 simulations of the triton
particles produced by the LANSCE neutron beam esti-
mate a median triton kinetic energy of roughly 11 MeV,
significantly higher than the 2.7 MeV and 191 keV re-
coils from the 6Li(n,α)T and 3He(n,p)T reactions used
in Ref. [20]. We note that for the recoil-injected tritium
measurements, Saeki et. al. used an approximate lin-
ear relationship between the fractional release rate of
tritium and the square root of the annealing time to
determine the diffusion coefficients, assuming that dif-
fusion is the rate-determining step in the release of tri-
tium. However, even when our data are fit to a simple
diffusion model (using the full analytical solution) we
do not obtain diffusion coefficients that are as small as
those measured by Saeki et. al. It should be pointed
out that the wafers in this measurement were exposed
to a neutron fluence of roughly 8×1012 neutrons above
10 MeV, which corresponds to roughly 7×107 years of
sea-level exposure. Silicon substrates used for rare
event searches will typically have less than a year of
sea-level exposure and hence significantly less cosmic-
ray induced radiation damage, making it less likely for
the diffusion to be impeded by trapping of interstitial
tritium on defects.

As noted earlier, our single rate de-trapping model
does not match the data very well at the lowest (400 ◦C)
temperature, leading to large uncertainties in the esti-
mated parameters. This is likely because at these lower
temperatures there are several different trapping sites
that are active, each with their own characteristic en-
ergy that can trap and release the tritium as it migrates
through the lattice. Evidence for this can be seen for
example by the Si-H IR bands in neutron-irradiated
crystalline silicon shown in Figure 46 of Ref. [15]. At
higher temperatures many of these damage-produced
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IR bands anneal out, leading to behavior that is simpler
to model.

The close similarity of the tritium outgassing pro-
files at 750◦ C and 1000◦ C indicates a possible depar-
ture from the typical Arrhenius rate dependence at high
temperatures. While such behavior has been observed
in other materials, this is in tension with previous mea-
surements and models of hydrogen (protium) diffusion
in silicon [41] and needs additional temperature mea-
surements to resolve.

In summary, the measured removal fractions, diffu-
sion, and de-trapping coefficients in this work imply
that any tritium generated by cosmic ray exposure of
high-purity silicon can be completely removed by bak-
ing the silicon at ≥ 750◦ C for a relatively short time
period. For example, for the 200-mm wafers planned
for the next-generation Oscura CCD dark matter exper-
iment, > 95% of the cosmogenic tritium can be removed
by baking the 725 µm-thick wafers for 2.5 hours at 1000◦
C. This greatly reduces the constraints on above-ground
exposure of silicon intended for use in low-background
rare event searches before device fabrication, including
the growing of the silicon boule, transportation, wafer-
ing, etc.

IX. FUTURE WORK

Given that cosmogenic tritium can be removed from
pre-fabricated pure silicon, future work will focus on
mitigating the tritium background from cosmogenic ex-
posure during device fabrication, which often happens
in un-shielded above-ground facilities. The fabrication
of devices and detectors from silicon wafers typically
involves several steps, including the addition of thin
conductive, insulating, ion-implanted, and passivation
layers, which are then patterned by microlithographic
processes to obtain the final device structure (see for
example the CCD [42, 43] or SuperCDMS detector [44]
fabrication process). The details of the process vary de-
pending on the specific device and some fabricated de-
vices may not be able to withstand extended periods
of time at elevated temperatures, making removal of
the tritium generated after device fabrication unfeasi-
ble. We note that the CCD fabrication process already
involves several high temperature (≥ 750◦ C) interme-
diate steps [42] that could be extended to remove tri-
tium, though it also involves adding several additional
layers (nitride, oxide, metallization) that could impede
the diffusion out of the silicon. We are currently in-
vestigating whether tritium is able to efficiently diffuse
through the various CCD surface layers and hence if
tritium generated by cosmic ray exposure during fabri-
cation may also be at least partially removed.
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couple measurements is ± 0.25%
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Appendix A: Discrepancy at early times

One possible explanation for the difference in the
data and the diffusion model at early times is that the
model assumes a constant temperature for the wafer,
while in reality the wafers are initially at room tem-
perature and then heated to the set temperature in the
Pyrolyser. The lower temperatures at early times could
explain the slower than expected outgassing of tritium.
To explore this possibility, the time required for the
quartz boat and the sand (used to support the wafer)
to equilibrate with the set temperature was measured.
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400 ◦C 500 ◦C 750 ◦C 1000 ◦C

Time to reach 95%
of setpoint [sec] 844 667 285 138

First bubbler
measurement [sec] 11220 3180 1440 480

TABLE II. Comparison of time taken for quartz boat to reach
the setpoint temperature with the time of the first bubbler
measurement.
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FIG. 9. Fit results to outgassing data from wafer 20 at 1000 ◦C,
keeping the starting time fixed to zero. The continuous lines
show the fit with a fixed (red) and temperature-dependent
(blue) diffusion constant.

A K-type thermocouple was placed so that the junc-
tion end was partially in the sand bed and partially ex-
posed to the gas flow (to replicate the wafer position
in the quartz boat). While no silicon wafers were in-
cluded in the test, the time required for the wafer bulk
to reach equilibrium with the surface, given the wafer
thickness (1 mm) and the thermal diffusion constant of
silicon (88 mm2/s), should be negligible. The thermo-
couple was attached to a data logger and subsequently
downloaded to a PC for processing (see Figure 8).

As can be seen from the values in Table II, the time
required to thermally equilibrate is significantly shorter
than the collection time of the first bubbler, and so we
do not expect any effect on later bubbler measurements.

To confirm that the thermal equilibration time has a
small effect on the measurement, one can solve Fick’s
equations for a time-varying diffusion coefficient D(t)
by making a transformation of the time variable

s(t) ≡
∫ t

0

D(t)
D∞

dt (A1)

where D∞ is the diffusion coefficient at the equilibrium
temperature [36]. With this transformation, we recover
the original Fick equation in one dimension

∂c(x, s)
∂s

= D∞
∂2c(x, s)

∂x2 (A2)

which has the same solutions Eqs 5 and 6. To make
the transformation, one needs to define how the diffu-
sion coefficient varies with temperature. For this cross-
check, we assumed that the diffusion coefficient follows
the standard Arrhenius behavior (Eq. 16) where the
time dependence of the temperature (T(t)) was taken
from the thermocouple measurements shown in Fig-
ure 8 and the activation energy was taken from Ichimiya
and Furuichi [19] who measured Ea = 13 000 cal/mol.
The fit to the 1000 ◦C data (where the time lag is most
likely to have an effect) with both a fixed and time-
varying diffusion coefficient (keeping the start time
fixed) is shown in Figure 9. As can be seen, the dif-
ference between the models is minimal and is not suf-
ficient to match the data at early times. As a final
cross-check, we used the COMSOL Multiphysics [45]
software package to model the time-varying diffusion
in the silicon wafers, using the measured temperature
time profiles in Figure 8. At all temperatures the differ-
ences between the fixed and time-varying temperature
model were small and could not account for the trends
in the data.

Appendix B: Analytical diffusion model with trapping and
de-trapping

We consider the scenario in which tritium can be
trapped on stationary defects in the silicon lattice.
These defects can be pre-existing or created during the
spallation event and subsequent stopping of the triton
nucleus in the silicon lattice. We will assume that at any
given fixed temperature there is a rate of absorption of
free, interstitial tritium at defect sites that is propor-
tional to the concentration of free tritium and a rate of
desorption of trapped tritium into the interstitial space
(where it is free to diffuse) that is proportional to the
concentration of trapped tritium. We note that in real-
ity there could be several different types of defects, each
with their own characteristic temperature-dependent
trapping and de-trapping rate constants, but for sim-
plicity we only consider a single defect type here.

Modifying Fick’s second law to account for absorp-
tion and desorption, we have

∂c(x, t)
∂t

= D∇2c(x, t)− ∂s(x, t)
∂t

(B1)

∂s(x, t)
∂t

= λc(x, t)− µs(x, t) (B2)

where c(x, t) is the time and spatially dependent
concentration [atoms/cm3] of free, interstitial tritium,
s(x, t) is the time and spatially dependent concentra-
tion [atoms/cm3] of trapped tritium, D is the diffusion
coefficient [cm2/sec], λ [1/sec] is the rate of absorption,
and µ [1/sec] is the rate of desorption. For tritium ini-
tially distributed uniformly throughout a semi-infinite
slab of silicon with thickness 2a, and the concentration
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on the outside of the slab held at zero (infinite flushed
volume), we have the following boundary conditions

c(x, t = 0) = c0 for − a < x < a

(B3a)

c(a, t) = 0 for t > 0
(B3b)

c(−a, t) = 0 or
∂c(x, t)

∂x

∣∣∣∣
x=0

= 0 for t > 0

(B3c)

s(x, t = 0) = s0 for − a < x < a
(B3d)

We will follow the methods outlined in Ref. [36] Sec.
14.4 and solve this by taking the Laplace transform of
the differential equations, including boundary condi-
tions B3a and B3d

D
∂2 c̃(x, p)

∂x2 − p(c̃(x, p) + s̃(x, p)) + c0 + s0 = 0 (B4)

s̃(x, p)(p + µ) = λc̃(x, p) + s0 (B5)

Similarly transforming the remaining unused boundary
conditions

c̃(a, p) = 0 (B6a)
∂c̃(x, p)

∂x

∣∣∣∣
x=0

= 0 (B6b)

One can now solve the second order linear ordinary
differential equations to get

c̃ =
j(p)

k2(p)

(
1 − cos (kx)

cos (ka)

)
(B7)

k2(p) ≡ − p(λ + p + µ)

D(p + µ)
(B8)

j(p) ≡ − (c0(p + µ) + s0µ)

D(p + µ)
(B9)

s̃ =
λc̃ + s0

p + µ
(B10)

To take the inverse Laplace transform of these solutions
we will use the convenient result quoted in Ref. [36] Eq.
2.59 for the inverse Laplace transform of a ratio of two
polynomials (under certain conditions)

L−1
{

f (p)
g(p)

}
= ∑

r

f (pr)eprt

g′(pr)
(B11)

where pr are the roots of g(p) and g′(pr) ≡ dg
dp

∣∣∣
p=pr

.

Using this result we find the solutions for the free and
fixed concentrations of tritium as a function of position

and time

c(x, t) =

4
π

∞

∑
n=0

(−1)n(pn + µ)(c0(pn + µ) + s0µ) cos
(
(2n+1)π

2a x
)

epnt

(2n + 1)(λµ + (pn + µ)2)

(B12)

s(x, t) =

4λ

π

∞

∑
n=0

(−1)n(c0(pn + µ) + s0µ) cos
(
(2n+1)π

2a x
) (

epnt − e−µt)
(2n + 1)(λµ + (pn + µ)2)

+ s0e−µt (B13)

where − pn(λ + pn + µ)

D(pn + µ)
=

(2n + 1)2π2

4a2 (B14)

Note that in general the solutions above each have two
infinite series corresponding to the two roots of Eq. B14
for pn. The cumulative outgassed flux of tritium at
any time can be calculated by evaluating the difference
between the initial amount of tritium and the current
amount of tritium (both fixed and free)

M(t) ≡
∫ +a

−a
(c(x, 0) + s(x, 0))dx −

∫ +a

−a
(c(x, t) + s(x, t))dx

= (c0 + s0)2a − 16a
π2

∞

∑
n=0

(pn + µ + λ)(c0(pn + µ) + s0µ)epnt

(2n + 1)2(λµ + (pn + µ)2)

− 2ae−µt

(
s0 −

8λ

π2

∞

∑
n=0

(c0(pn + µ) + s0µ)

(2n + 1)2(λµ + (pn + µ)2)

)
(B15)

The numerical evaluation of these equations is compli-
cated by the slow convergence of these equations for
certain situations (see discussion in Ref. [36] Section
14.4) and including the trapping rate parameter λ did
not have any appreciable effect on the fit other than at
the lowest (400◦C) temperature. Here we focus on two
simplifications to allow us to easily fit the experimental
data.

1. Simple diffusion model

We can check what the equations reduce to if there is
no absorption or desorption to or from trapped states,
i.e. λ = µ = s0 = 0. Plugging this first into the equation
for pn (Eq. B14)

pn =
−(2n + 1)2π2D

4a2 (B16)

We can then calculate the concentration of the free term
(there is no fixed concentration) from Eq B12

c(x, t) =
4c0

π

∞

∑
n=0

(−1)n cos
(
(2n+1)π

2a x
)

e
−(2n+1)2π2D

4a2 t

(2n + 1)
(B17)
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which is the well-known result for simple diffusion (see
e.g. Ref. [36] Eq. 2.67). Similarly, for the cumulative
outgassed flux

M(t) = c02a

1 − 8
π2

∞

∑
n=0

e
−(2n+1)2π2D

4a2 t

(2n + 1)2

 (B18)

2. Diffusion and de-trapping model

For the case where trapping of free interstitial tritium
at defect sites is extremely unlikely, i.e. λ → 0, due to a
low concentration of pre-existing, unoccupied defects,
we only have to account for the de-trapping of tritium
from defect sites. In this case, defect sites that have
a characteristic trapping energy well above the set tem-
perature will retain the trapped tritium indefinitely and
are effectively de-coupled, while s0 now refers to only
the “de-trappable” component where the characteristic
energy is comparable to the thermal energy. We can
similarly solve the differential equations using Laplace
transformations to obtain

c(x, t) =
4c0

π

∞

∑
n=0

(−1)n cos
(
(2n+1)π

2a x
)

epnt

(2n + 1)

+
4s0

π

∞

∑
n=0

(−1)n cos
(
(2n+1)π

2a x
)

epnt

(2n + 1)(pn/µ + 1)

+ s0e−µt

cos (
√

µ
D x)

cos (
√

µ
D a)

− 1

 (B19)

s(x, t) = s0e−µt (B20)

where pn =
−(2n + 1)2π2D

4a2 (B21)

In this case the cumulative tritium flux removed from
the silicon is given by

M(t) = (c0 + s0)2a

− 16a
π2

∞

∑
n=0

(c0 + s0µ/(pn + µ))epnt

(2n + 1)2

− 2s0

√
D
µ

tan
(√

µ

D
a
)

e−µt (B22)

In this model, the time profile of removed tritium de-
pends critically on the relative size of the de-trapping
rate µ compared to the diffusion rate D/a2. To illus-
trate this dependence, in Figure 10 we have plotted
M(t) for different ratios of µ and D/a2, assuming an
equal initial concentration of free and de-trappable tri-
tium (c0 = s0 = 1 Bq/cm3), with no additional trapped
tritium. It can be seen that when the de-trapping rate is
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FIG. 10. Numerically evaluated cumulative outgassed frac-
tion, M(t)/M(∞), for different detrapping rates. We have
used a = 0.05 cm, D = 1 × 10−8 cm2/sec, c0 = s0 = 1
Bq/cm3.

large compared to diffusion, the trapped tritium is re-
leased very quickly and the outgassed tritium follows
a standard diffusion curve with all the tritium removed
(purple line). When the de-trapping rate is very slow
compared to diffusion (i.e. the trap energy becomes
large compared to the thermal energy), the free intersti-
tial tritium is removed following a standard diffusion
curve with the de-trappable component only removed
on much longer time scales (black line). Intermediate
values give modified diffusion curves with exponential
behavior at early or late times.

3. Solutions using Green’s Functions

Alternatively, one can also solve the diffusion and
de-trapping equations using Green’s functions. The
Green’s function describing an infinite plate with zero
concentration at the boundaries (x = 0 and x = 2a) is
[46]

GX11(x, t; x0, t0) =

1
a

∞

∑
m=1

e
−m2π2D

4a2 (t−t0) sin
(mπ

2a
x
)

sin
(mπ

2a
x0

)
(B23)

This describes the time and spatial evolution of an in-
jection of tritium at a point x0 and time t0 described by
δ(x − x0)δ(t− t0). The time evolution of a uniform con-
centration of tritium c0 at time t0 = 0 is the convolution
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of Equation B23 over x:

c f (x, t) = c0

∫ 2a

0
GX11(x, t; x0, t0 = 0)dx0

=
c0

a

∞

∑
m=1

e
−m2π2D

4a2 t sin
(mπ

2a
x
) 2a

mπ

(
1 − cos(mπ)

)

= c0
4
π

∞

∑
n=0

e−
(2n+1)2π2D

4a2 t sin
(
(2n+1)π

2a x
)

2n + 1

c f (x, t) = c0
4
π

∞

∑
n=0

e−k2
nDt sin(knx)
2n + 1

(B24)

where kn = (2n + 1)π/2a. This matches equation
B17 for the diffusion-only model with the boundaries
shifted from (−a,+a) to (0,+2a).

We can also use the Green’s function to model the
de-trapping tritium as a spatially uniform impulse in-
jected over time with amplitude µs = µs0e−µt if we ne-
glect re-trapping of free tritium. The evolution is the
convolution of the injection function with G:

ct(x, t) = s0µ
∫ t

0

∫ 2a

0
GX11(x, t; x0, t0)e−µt0dx0dt0

= s0µ
4
π

∫ t

0

∞

∑
n=0

e−k2
nD(t−t0) sin(knx)

2n + 1
e−µt0dt0

ct(x, t) = s0µ
4
π

∞

∑
n=0

e−k2
nDt − e−µt

µ − k2
nD

sin(knx)
2n + 1

(B25)

The total concentration is then the sum of the contribu-
tions from the initial free and initial de-trappable com-
ponents: c(x, t) = c f + ct.

The cumulative amount of tritium released, calcu-
lated from the time integral of the flux, is then

M(t) =2D
∫ t

0

∂c
∂x

(0, t0)dt0

=
4
a

∞

∑
n=0

1 − e−k2
nDt

k2
n

c0 + (B26)(
1 − e−k2

nDt

k2
nD

− 1 − e−µt

µ

)
µD

µ − k2
nD

s0

And alternatively calculated as the total initial amount
minus the free and de-trappable concentration remain-
ing:

M(t) = c0L + s0L
(
1 − e−µt)− ∫ 2a

0
c(x0, t)dx0

= c0L + s0L
(
1 − e−µt) (B27)

− c0
4
a

∞

∑
n=0

e−k2
nDt

k2
n

− s0µ
4
a

∞

∑
n=0

e−k2
nDt − e−µt

k2
n(µ − k2

nD)

These two expressions can be shown to be algebraically
equivalent, but the latter form converges much more
quickly when evaluated numerically. These expressions
are also numerically equivalent to Equation 15 when
evaluated over sufficiently large n.
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