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Evidence for Atlantic Ocean forcing
the atmosphere and the negative role
of model bias
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There is agreement on how the North Atlantic Oscillation forces the Atlantic Meridional Overturning
Circulation, but the existence of a reversed interaction is widely disputed. Here, we investigate this
type of ocean forcing the atmosphere by analysing several high- and low-resolution coupled climate
models, ocean observations and reanalyses products of ocean and atmosphere. We find that in
observations and about 50% of the coupled climate models, an ocean-forced negative North Atlantic
Oscillation occurs at a lag of 5 years after the Atlantic Meridional Overturning Circulation peaks.
Climate models with a strong cold temperature bias in the subpolar gyre and a positive sea-ice cover
bias in the Atlantic and Arctic Ocean are unable to correctly simulate the heat flux pattern, resulting
from the northward propagation of warm ocean temperatures, that forces the atmosphere. Efforts to
remove this bias could therefore lead to substantial improvement in current decadal prediction
systems.

The North Atlantic Oscillation (NAO) forces Atlantic Meridional Over-
turning Circulation (AMOC) variations on different timescales, depending
on whether wind or buoyancy forcing is addressed. The relevant mechan-
isms through which the NAO impacts the AMOC can be disentangled by
discriminating between intraseasonal, interannual and decadal fluctuations.
On shorter timescales wind forcing dominates through eastern boundary
upwelling by Ekman pumping, creating density anomalies that drive
changes in theAMOC.A delayed response is also seenwhere Rossbywaves,
excited at the eastern boundary, travel westward and impact the western
boundary density. At decadal timescales buoyancy forcing dominates,
affecting the stratification in the subpolar gyre (SPG) and deep-water for-
mation (DWF).On interannual timescales bothwind and buoyancy forcing
are important1.

Earlier studies, focusing on longer timescales used NAO-derived
buoyancy fluxes to demonstrate that variability in a coupled model can
be largely recovered by an ocean only model using low-passed buoyancy
fluxes, mainly heat fluxes2. When projecting such fluxes on the NAO
index it was shown that it was mainly the NAO that forced the AMOC3,4.
On shorter timescales wind variations related to the NAO were also
found to be dominant in explaining short-term variations in the RAPID-
data5,6.

A reversed interaction, namelyAMOCimpacting theNAO, is less clear
and more controversial. In the CCSM3 model, it was shown that after
AMOC intensification a horseshoe pattern in SST develops that on long

timescales is correlated with the Atlantic multidecadal variability (AMV)7,
invoking a negative NAO response. A weak negative NAO response on
multidecadal timescales was also detected in a multi-model analysis8. This
interaction was further corroborated by using AMOC-related SST (AMV)
patterns to force the NAO9,10 and supported by data analysis11.

The AMOC–AMV link, however, was in the last decade
challenged12–16, although a recent comprehensive review concluded that the
AMOC–AMV link does exist17 and that observed andmodelled subsurface
fingerprints ofAMV-variability are inconsistentwith thehypothesis that the
AMV is solely forced by radiative processes or stochastic noise. It was noted,
however, that model bias severely hinders a thorough understanding of this
link and thatmany climatemodels havedifficulty in correctly simulating the
observedAMV17. The link betweenAMVand (wintertime)NAO is severely
underestimated in most models18,19, and as a result, the multidecadal
variability in NAO is underestimated as well20,21. For this reason, it was
hypothesised that model bias may be a reason for the inconsistent NAO
response to AMOC/AMV fluctuations in climate models17. Recent studies
confirmed this to be the case for the AMOC response to NAO forcing22,23.
The enhanced SIC and stratification induced by a cold bias in the northern
North Atlantic results in reduced DWF in the Nordic Seas and thereby
reduced forcing of the AMOC.

Here, we address using an ensemble of themost recentmodelswith the
highest resolution (High Resolution Model Intercomparison Project
(HighResMIP)) (“Data and methods” section), the relation between model
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bias andNAO–AMOC interaction, focusing on the still controversial NAO
response to AMOC variations. Until now most analyses of the full
NAO–AMOC coupling, especially including NAO forcing by the ocean
have been limited to single model studies24, and with models hampered by
large biases8,25 leading to variable and inconclusive results. In addition, we
compare this interaction with observations and reanalyses (RAPID, ERA5
and ORAS5) (“Data andmethods” section). We argue that model bias may
affect the strength of theAMOCresponse toNAO forcing, but that this type
of forcing and response is qualitatively well simulated in most climate
models. Howmodel bias affects the lagged NAO response to the AMOC is
more controversial, with some studies pointing towards a lagged negative
NAO response and a warming of the SPG, while others do not confirm this
relation11,26,27. Our results explain this disagreement, which appears asso-
ciated with model bias and its impact on convective mixing and DWF.

Results
Relationship between AMOC strength and NAO
The cross-correlation analyses of the AMOC strength at 26.5° N with the
normalised winter NAO index, the SST in the SPG and the mixed-layer
depth (MLD) in the Labrador Sea, which is used here as a proxy for DWF
(“Data and methods” section), reveal a large spread among the models
(Fig. 1). Based on their NAO behaviour and their similarity with RAPID-
ERA5, we have divided the models in two groups NAO− (7 models) and
NAO+ (8 models). The NAO− models have a negative NAO around lag
+5 (positive lag is when the variable lags the AMOC, negative when it leads
the AMOC), as is the case in the RAPID-ERA5 data, with a positive SST
anomaly in theSPG, andenhancedMLDin theLabrador Sea around lag−3.
The NAO+ group does not reveal this behaviour. The main difference
betweenNAO− and RAPID-ERA5 is, apart from the higher correlations of

Fig. 1 | Cross-correlations between AMOC strength and state indices. Cross-
correlation between the AMOC strength at 26.5° N for different lags with a–c the
normalised NAO index (“Data and methods“ section), d–f SST averaged over the
SPG (45W–20W, 45 N–65 N), g–iMLD averaged over the Labrador Sea (80W–40
W, 50 N–80 N) and j–l THF averaged over the SPG (positive lag when the variable
lags AMOC, negative when it leads the AMOC, THF is defined as positive when

upward). NAO− models (a, d, g, j), NAO+ models (b, e, h, k), RAPID-ERA5/ORAS5
(c, f, i, l). The thick black lines denote the model mean of the NAO− andNAO+ groups.
The correlations are computed for the winter season (DJF) with a running mean of 5
years. The dashed horizontal lines denote the 95% significance values of the multi-model
mean (“Data and methods” section). Due to the short RAPID-ERA5/ORAS5 time series
no significance level could be assigned there.

https://doi.org/10.1038/s43247-025-02123-5 Article

Communications Earth & Environment |           (2025) 6:125 2

www.nature.com/commsenv


the latter, that the cross-correlation with the NAO index for the NAO−
group peaks at lag 0, whereas for RAPID-ERA5 around lag −3. The
buoyancy forcing (latent+ sensible heat flux), which drives the changes in
MLD associated with DWF, peaks around lag −3 for both NAO− and
RAPID-ERA5 (Fig.1g, i). The regression at lag−3 of the buoyancy forcing
on the AMOC is, however, weaker in the NAO−models than in RAPID-
ERA5 (Fig. S1a, c). The wind-driven forcing (taux), which is maximum at
lag 0, is on the other hand of the same value for the NAO− models and
RAPID-ERA5 (Fig. S1d, f). This explains why the positive correlation
between AMOC andNAO is in phase for theNAO− group and around lag
−3 in RAPID-ERA5 (Fig. 1a, c). Repeating the analyses using OAFlux28

insteadof ERA5fluxes confirmed this (Fig. S1g, h).However, for theAMOC
strength between 30 and 50 N, the NAO− models also peak at lag −3
(Fig. S2). To be able to compare model results with RAPID-ERA5, we will
show only results for AMOC at 26.5° N. A notable outlier in the NAO−
group is CMCC-VHR4, which does not show enhancedMLD in the SPG at
lag −3 (Fig. 1g). This model, however, features enhanced MLD in the
Nordic Seas at lag−3 (not shown). Together with its negative NAO peak at
lag +5, this motivated us to include it in the NAO− group.

Based on the above cross-correlation analyses, where NAO− and
RAPID-ERA5/ORAS5 reveal coherent and notable peaks at lags −3
(AMOC–SST and AMOC–MLD), 0 (AMOC–NAO and AMOC–THF)
and+5 (all cross-correlations) wewill focus in the rest of the paper on these
lags. We plotted the model mean of the regression of the mean sea-level
pressure (MSLP) on the AMOC for these lags for the NAO− and NAO+

groups and RAPID-ERA5 (Fig. 2). NAO− and RAPID-ERA5 reveal a
strong resemblance although regressions forRAPID-ERA5are substantially
higher. ForNAO+ the response is positive at bothpositive andnegative lags,
but weaker at negative lags comparedwithNAO− andRAPID-ERA5. Both
model groups and RAPID-ERA5 show a strong and similar response at lag
0. Further analyses (not shown) revealed that this is largelydue to theEkman
response, in agreement with earlier studies1.

Mechanism of NAO forced by the AMOC at positive lag
NAO− reveals a strong SST warm signal at positive lag in the SPG that is
absent inNAO+ but also observed in RAPID-ERA5. In the latter, thewarm
SSTs extend into the Labrador Sea, an extension of the warm anomaly
pattern that is absent in the models (Fig. 3a, g). In contrast, NAO+ reveals
prominent warm SSTs in the Gulf Stream in the neighbourhood of Cape
Hatteras, which is absent in NAO− and RAPID-ERA5.

Comparing regression plots betweenAMOCandTHF (Fig. 3b), which
is heredefinedaspositive if it is upward,with thosebetweenAMOCandSST
(Fig. 3a) reveal that the warm SPG-SSTs in NAO− are forced by the ocean,
because the atmosphere is cooling the ocean in this region. The oceanic heat
convergence in the SPG at positive lags has also been noted in other
studies24,29. The SPG in RAPID-ERA5 is warmed by the atmosphere, but
substantially less than the Labrador Sea that has similar warmSSTs as in the
SPG (Fig. 3g, h) indicating that in the SPG part of the warm SSTs is due to
the warming by ocean advection. The SST/THF regression for the longer
ERA5periods (1981–2023), being the satellite era, and even thewhole ERA5

Fig. 2 | Regression AMOC strength on MSLP. Regression of AMOC strength at
26.5° N on MSLP (Pa Sv−1). a–cModel mean of NAO−models; d–fmodel mean of
NAO+ models; g–i RAPID-ERA5. a, d, g, lag −3. b, e, h lag 0. c, f, i lag +5. The

regressions are computed for thewinter season (DJF)with a runningmean of 5 years.
Areas of statistical significance with a p value < 0.05 are indicated by stippling (“Data
and methods” section).
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period (1941–2023) supports the ocean warming of the eastern SPG
(Fig. S3), corroborating the assessment that ocean forcing is instrumental,
althoughnot fully responsible, for theSST/SICpattern that causes the switch
to NAO-sign 5 years after an AMOC peak. For NAO+ THF indicates that
the Gulf Stream signal is also forced by ocean advection, warming the
atmosphere there (Fig. 3d, e). The precise role of ocean advection is dis-
cussed further below.

Further analyses revealed that at lag+1 in NAO− (and NAO+) there
is a strong cooling of the Labrador Sea and SPG by the overlying cold air
(SST and THF anticorrelated; Fig. S4a, j), whereas in RAPID-ERA5 there is
only a weak cooling of the northern Labrador Sea (Fig. S4l) and even ocean
warming of the atmosphere in the southern Labrador Sea (SST and THF
positively correlated; Fig. S4c, l). At lag+5 inNAO− this has been switched
to a weak warming in the Labrador Sea by the atmosphere jointly with
warming of the air above of the eastern SPG by the ocean, whereas in
RAPID-ERA5 the weak cooling has been switched to a strong warming of
the Labrador Sea by the overlyingwarmair that extends over the SPGaswell
as shown in Fig. 3.

The forcing of a negative NAO forNAO− at lag+5 by the warm SSTs
in the SPG is further supported by the temperature distribution at 850 hPa
(Fig. 3c), revealing that the warm SST signal in the SPG is transferred into
the lower troposphere by the upward positive THF (Fig. 3b) induced by the
warm SSTs. Over the Northern Seas, the anomalous THF is dominated by
temperature anomalies, with a minor role for the wind component and
specific humidity30. Because the atmospheric background state over the
baroclinic region consists of a negative meridional temperature gradient
(Fig. S5), the warm anomaly over the SPG, together with the cold lower
troposphere signal over the Gulf Stream region that is associated with cold
SSTs in that region (Fig. 3a, c) south of it, results in a weakening of the

meridional temperature gradient in the baroclinic genesis region and
thereby a reduction of baroclinic instability as diagnosed by the Eady
Growth Rate (EGR) (“Data and methods” section)31,32 (Fig. S6a, c). As a
result of the reduced baroclinic genesis, the storm track as measured by the
2–6 day bandpass-filtered standard deviation of mean sea-level pressure is
reduced especially over the eastern flank of the North Atlantic storm track
for NAO− (Fig. S6g) which is the region of largest interannual 5-year
running mean storm track variability (Fig. S6d). This induces a negative
NAO response. RAPID-ERA5 reveals a similar meridional temperature
gradient response over the baroclinic genesis region (Fig. 3i), that is also
corroborated by the ERA5 data (Fig. S3), inducing a similar reduction in
EGR and storm track activity (Fig. S6c, i). NAO+misses this reduction in
the temperature gradient over the jet streamcompletely (Fig. 3f). The crucial
role of the temperature gradient between the SPG and the Gulf Stream for
the forcing of a negativeNAOat lag+5 is further revealed inFig. S7 showing
a linear relationship between this gradient and the NAO for the High-
ResMIP models.

Mechanism of AMOC forced by the NAO at negative lag and the
role of bias
The difference in model behaviour between NAO+ and NAO− can be
understood in terms of model bias (Fig. 4). Because the simulations are
forced with 1950s concentrations of GHG and aerosols33, the bias is com-
puted with respect to the 1940–1960 period of ERA5. Both ensembles are
characterisedbya coldbias over theNorthAtlantic (Fig. 4a, d) and toomuch
SIC (Fig. 4b, e). However, in the NAO+ ensemble, the cold bias is much
more severe, especially in the central SPG, and the Labrador Sea andNordic
Seas, and there is a larger sea-ice extent in the Labrador Sea and between
Svalbard and Scandinavia. The cold bias and larger sea-ice extent reduce the

Fig. 3 | Regression AMOC strength on SST, THF and T850. Same as Fig. 2, but now for the regression of AMOC strength at lag +5 on SST (°C Sv−1) (a, d, g) THF
(Wm−2 Sv−1) (positive is upward) (b, e, h), and temperature at 850 hPa (T850) (°C Sv−1) (c, f, i).
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mean MLD and subsequently also the NAO-forced increase in MLD22,23 in
those regions at negative lags preceding a peak in theAMOC (Fig. 4c, f).We
note here that for SIC < 1, periods of ice-free ocean and DWF are still
possible due to natural variability because the SIC values are seasonalmeans
with 5-year running means. The reduction of the MLD response to the
increasingly positive NAO that leads the AMOC peak (Fig. 1) diminishes
the AMOC response to NAO forcing in NAO+. The bias in this group of
models also inhibits the strengthening of the positive NAO-signal at the
surface associated with forcing an AMOC peak, even when this signal fully
appears in the mid-troposphere. This is caused by the cold-high warm-low
response at the surface, where an anomalous cold-high pressure system
develops over a cold surface that counteracts a positive NAO (Fig. S8). The
scatter plot of SST-SPG bias versus lagged regression with NAO at lag +5
(Fig. 4g) reveals a clear relationship between SST bias and the ability of the
ocean to force a negative NAO response. The only NAO−model that has a
strong negative SST bias is CNRM-LR. Summarising, inmost of themodels
a strong cold bias and larger sea-ice in the northern North Atlantic reduces
the ability of a positive NAO to induce strong increases in MLD that is
associated with DWF and thereby to force the AMOC that then ultimately
induces a negative NAO response.

Dynamics of ocean response
Thebias anddifferentAMOC–NAOrelations are also reflected in the extent
to which AMOC-driven SST anomalies propagate northward. Figures 1–3
show inNAO− andRAPID-ERA5howAMOCandNAOcombine to form
an interacted variation that remains coherent over ca. 8 years starting at lag
−3. In the NAO− ensemble and RAPID-ERA5 we see at lag −3 already a
warmsubtropical gyre (STG), but still a coldSPG(Fig. 5a, g). This results in a
cooling of the air over the SPG(Fig. S9a), togetherwith awarmingof air over
the STG. This results in an enhancement of the tropospheric meridional
temperature gradient over this nursery of Atlantic storms (Fig. S5) and a
reinforcement of storm tracks and the North Atlantic jet stream. The
associated increase in northward Ekman transport (Fig. S10) helps
advecting thewarmSSTs from the STGover the intergyre boundary into the
SPG: at lag 0 the warm SST anomaly starts invading the SPG via the eastern
branch of the SPG (Fig. 5b, h). At lag+3 the warm anomaly completely fills
the SPG (Fig. 5c, i). On the contrary in the NAO+ ensemble, the Gulf
Stream is still cold at lag−3 and there is only aweak positive anomaly in the
centre of the STG and along the eastern boundary of the Atlantic. At lag 0
bothGulf Streamand STGarewarmbut no sign of the warmSSTs invading
the SPG.At lag+3 thewarmSSTanomaly remains confined to thenorthern

Fig. 4 |Model bias, deep-water formation andNAO response.Model mean bias of
NAO− (a, b) and NAO+ (d, e) models with respect to 1940–1960 of ERA5. a, d SST
(°C) and b, e SIC (%). Regression of AMOC strength at 26.5° N (“Data andmethods”
section) on mixed-layer depth (m Sv−1) at lag−3 of model mean of NAO− (c) and
NAO+ (f) models. Dashed and dotted lines are the climatological MLD depth
contours of 500 and 1000 m, respectively (c and f). Scatter plots of the AMOC at

26.5° N regressed on the NAO (not normalised) (Pa Sv−1) at lag+5 (vertical axis) on
g the SST bias (°C) in the region of DWF (55W–40W, 50 N–60 N) (horizontal axis)
and h the AMOC at 26.5° N regressed on the mixed-layer depth (MLD) (m Sv−1) (as
a proxy for deep-water formation (DWF)) at lag −3 (horizontal axis). The crosses
belong to theNAO+ ensemble and the circles toNAO−. The black diamond in (h) is
RAPID-ERA5/ORAS5.
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boundary of the STG and the SPG remains cold (Fig. 5f). This lack of
northward propagation of SSTs in NAO+ is further corroborated by the
muchweaker Ekman response that increases northward advection in NAO
− and RAPID-ORAS5 and the more zonal Gulf Stream extension/North
Atlantic Drift in NAO+ compared with NAO− and ORAS5 (Fig. S11).
Thus, the different behaviour in the two ensembles is reflected by a lack of
northwardpropagationof SSTanomalies from the STG into the SPGduring
an intensification of the AMOC for the NAO+models which is associated
with a lack of forcing at subpolar latitudes from ocean to atmosphere,
necessary for reversing the positive NAO to a negative NAO.

Discussion
Thewhole chain of processes leading to an interactive variation inNAOand
AMOC that roughly ranges from 3 years before to 5 years after a positive
AMOC peak is summarised in Fig. 6. This interactive chain is present in
NAO− and observations but weak in the NAO+ group in the phase where
the NAO forces the AMOC (between lag −3 and lag 0) and completely
absent in the phase between lag 0 and lag+5 where mutual feedbacks drive
warming in theSPGandNordic Seas that induce a sign changeof theNAO5
years after anAMOCpeak inNAO− and theobservations.Themain reason
for this different behaviour in the NAO− and NAO+models is the larger
cold bias in the SPG and larger SIC-bias in SPG, Labrador Sea and Nordic
Seas inNAO+, whichhinders a strongMLDand relatedDWFresponse to a
positive NAO and also counteracts the strengthening of a positive NAO in
the build-up to a stronger AMOC. This, on its turn, diminishes the AMOC
response to positive NAO forcing. For NAO+models the weaker AMOC

response to the NAO is insufficient to initiate the poleward advection of
subtropical SSTs (dark thin blue arrows and red cross in Fig. 6), and the
subsequent chain of SPG warming and reduction in atmospheric mer-
idional temperature gradient leading to a reduction of baroclinic instability
and weakening of the storm track over the eastern flank of the North
Atlantic that results in a negative NAO response about 8 years after the
DWF response to a positive NAO and 5 years after an AMOCpeak (Fig. 6).
The lag −3 of DWF with respect to the AMOC is explained by the time it
takes for the induced density changes at high-latitudes to propagate via
advection andKelvinwave equatorward to affect theAMOCat 26.5°N. The
lag+5 of SPG SST and NAO response with respect to the AMOC is due to
the necessary time for poleward advection of warm subtropical water by the
enhancedAMOCandEkman transport into the SPG.The crucial role of the
bias and associatedDWF response in forcing a negative NAO about 8 years
later is demonstrated by a clear linear relationship between the amount of
deepening of theMLD at lag−3 and the NAO response at lag+5 (Fig. 4h).
This result is supported by RAPID-ERA5/ORAS5 data (Fig. 4h). A cau-
tionary note to be made is that RAPID-ERA5/ORAS5 only covers a period
of 18 years, inhibiting a rigorous statistical analysis.However, using 40 years
of ERA5 data still reveals that the SPG is warmed by the ocean (Fig. S3),
similar as the lagged regressions on AMOC from the RAPID-ERA5 period
suggest.

This storyline focuses at lag −3 on the NAO impact on DWF via
temperature-forcing in accordance with previous studies2. Also, haline
processes play a role in the DWF response. At lag −3 sea surface salinity
(SSS) patterns between NAO+, NAO− and RAPID-ORAS5 are quite

Fig. 5 | Regression of AMOC strength on SST. Regression of AMOC strength at 26.5° N on SST (°C Sv−1). a–cmodel mean of NAO−models; d–f, model mean of NAO+
models; g–i, RAPID-ERA5. a, d, g lag −3. b, e, h lag 0. c, f, i lag +3. The regressions are computed for the winter season (DJF) with a running mean of 5 years.
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diverse (Fig. S12). Comparing SSS with patterns at larger negative lags
excludednorthward propagation of these anomalies froma southern origin.
The link (regression) betweenNAO and sea-ice and precipitation also does
not support an origin of these anomalies based on changes in brine rejection
or surface fluxes. Our (tentative) conclusion is that in the Labrador Sea and
Nordic Seas, the signal associated with enhanced DWF is a response to
enhanceddeepconvection and increasedupward transfer of positive salinity
anomalies during periods of enhanced convection and thus associated with
a positive convective feedback.

With roughly 50% of the models used in HighResMIP being able to
simulate this coupledAMOC–NAOinteractionwithoceanandatmosphere
mutually forcing each other, and the other 50%not, it is tentative to assume
thatmodel resolution is crucial here. This is partly the case, as the real driver
of themodel differences in simulating this ocean–atmosphere interaction is
determined by model bias. When stratifying the different model behaviour
versus resolution amixed picture emerges (Table S1). TheNAO− ensemble
indeed is mainly, but not exclusively populated by the highest resolution
models. We hypothesise that resolution helps to reduce the cold bias. It has
been shown that eddy-permitting ocean models reduce the North Atlantic
cold bias, due to enhanced poleward heat transport by better representation
of ocean dynamics34. However, sometimes a low-resolution model, such as
CNRM-LR, may have undergone extensive tuning that reduces the impact
of cold bias on the processes discussed here.

The AMOC–NAO interaction we find in models and data might be
part of a decadal oscillation as has been found in onemodel24 andwould be a
topic for further research, although the process chain illustrated in Fig. 6
appears much weaker when the signs are reversed. Even then, our results
imply an important perspective for decadal prediction systems. Unfortu-
nately, at present most decadal prediction systems use model versions of
intermediate resolutionor less and are part of theNAO+ ensemble inwhich
the physical mechanisms that would support such predictability are absent
or degraded. On the other hand, our results imply that targeted tuning to
reduce the cold bias in the North Atlantic SPG and Nordic Seas is the most
prospecting route for increasing predictive skill.

Data and methods
Models and data. Six Global Climate Models (GCMs) models from the
EU-funded Horizon 2020 PRIMAVERA project are investigated. The
analysed GCMs are HadGEM3-GC3135, ECMWF-IFS36, EC-Earth3P37,
CNRM-CM638, MPI-ESM1-239 and CMCC-CM240. Each GCM has dif-
ferent configurations. They are, together with their characteristics,
summarised in Table 1. For each configuration, one member is analysed.
The differences between the configurations of each model are limited to
the horizontal resolution of the atmosphere, ocean or both components.

For these models, 100-year coupled simulations at “1950” conditions
following the HighResMIP protocol33 have been analysed. The constant
forcing consists of greenhouse gases and aerosols loading for 1950s clima-
tology (fixed values). Initialisation was provided by a 50-year spin-up
integration, with fixed forcing representative of the 1950s starting from the
observed ocean and atmosphere state in 1950.

Themodel nominal resolution based on grid point distance is less than
the effective resolutionwhich estimates the scales that are not affectedby the
horizontal resolution.The latter is usuallydeterminedby thedeviationof the
simulated kinetic energy spectrum from the observed k−3 spectrum,where k
is the total wavelength. For the GCMs used in this study, the effective
resolution41 is also listed in Table 1. The effective resolution is about 3–5
times the nominal resolution. For the ocean components a similar analysis is
not available, but we assume that a similar ratio applies.

In addition, we analysed the ERA5 reanalysis42 for the period
1941–2023, theORAS5ocean reanalysis43 for the period 1958–2023, and the
RAPID array data44 which is available for the period 2004–2022. Over the
Nordic Seas, the turbulent surface heat fluxes of ERA5 compare well to in-

Table 1 | Models that are analysed in this study

Model Atmos. resol. (km) Ocean resol.
(degrees)

Effective Nominal

CMCC VHR4 182 25 0.25°

CMCC HR4 571 100 1°

CNRM HR 313 50 0.25°

CNRM LR ≥625 250 1°

EC-Earth HR 238 50 0.25°

EC-Earth LR 351 100 1°

ECMWF HR 185 25 0.25°

ECMWF MR ≥185 50 0.25°

ECMWF LR 253 50 1°

HadGEM HH ≤185 50 0.083°

HadGEM HM 185 50 0.25°

HadGEM MM 364 100 0.25°

HadGEM LL ≥625 250 1°

MPI XR 256 50 0.25°

MPI HR 364 100 1°

Third and fourth columns are the nominal resolutions for the atmosphere and ocean, respectively.
The second column is the effective resolution for the atmosphere41.

Fig. 6 | NAO–AMOC feedbackmechanism. Schematic picture of theNAO–AMOC feedbackmechanism. The thick/thin blue arrows indicate the chain of processes for the
NAO−/NAO+ models. The red cross indicates the end of the chain of processes for the NAO+ models.
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situ observations and satellite estimates45. Only over the marginal ice zones,
the correspondence is noticeably less accurate due to the overly smooth sea-
ice distribution in the surface boundary conditions used in ERA545.

Analyses. The analyses have been done for winter (December–February,
DJF) seasonal means. During this season NAO is well-defined and
atmosphere-ocean coupling strongest. To remove spurious trends
second-order nonlinear detrending has been applied before the analyses.
All analyses have been done with a 5-year running mean applied on the
DJF data.

Both for the models and the RAPID array data the AMOC strength at
26.5° N is obtained by integrating themeridional transport at 26.5°N across
the Atlantic basin (zonally) and then doing a cumulative integral in depth.
The maximum value in depth is then taken as the strength in Sverdrups
(1 Sv = 106 m3 s−1). Before the analyses, the atmospheric data have been
regridded to a regular lat-lon grid of 1 × 1 degree. TheNAO is computed by
the normalised difference between theMSLP averaged over a southern box
(20 N–50 N, −60 E–20 E) and a northern box (55 N–85 N, −60 E–20 E)
over theAtlantic andWestern Europe. The normalisation is done by scaling
with the area mean standard deviation over the respective boxes. The
anomalies are computed with respect to DJF.

The change in MLD, which is associated with the change in subduc-
tion, is used here as a proxy for the change in DWF.

To analyse baroclinic genesis the EGR31 σ is used:

σ ¼ 0:31 ðf =NÞ ∂U
∂Z

� �

where f is the Coriolis parameter, N the static stability, Z the geopotential
height andU the zonal velocity. The EGR is computed between the 850- and
700-hPa levels using monthly mean data of air temperature, geopotential
height and horizontal wind32.

Statistical significance is computed using a student’s two-tailed t-test
and a p value of 0.05. The effective sample size is N* =N(1− r1 · r2)/
(1+ r1 · r2) whereN denotes the length of time series and r1 and r2 denote
lag-one autocorrelation coefficients of either variable46. Because the auto-
correlation for the 5-year runningmane variables is about 0.8 this results in
an effective sample size of 22 for the 100-year coupled runs and 4 for the 18-
year RAPID-ERA5/ORAS5 data.

Data availability
All data used in this study can be retrieved from publicly available reposi-
tories: Data of the climate model simulations from the Earth System Grid
Federation (ESGF) nodes: https://esgf.llnl.gov/. ERA5 atmosphere reana-
lyses data: https://climate.copernicus.eu/climate-reanalysis. ORAS5 ocean
reanalyses data: https://cds.climate.copernicus.eu/cdsapp#!/dataset/
reanalysis-oras5?tab=form. RAPID data: https://www.rapid.ac.uk/
rapidmoc/.

Code availability
The source codes used in this study are available from the corresponding
author upon request.
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