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Abstract

Traces form a coarse notion of semantic equivalence between states of a process, and have been studied coalgebraically for
various types of system. We instantiate the finitary coalgebraic trace semantics framework of Hasuo et al. for controller-versus-
environment games, encompassing both nondeterministic and probabilistic environments. Although our choice of monads is
guided by the constraints of this abstract framework, they enable us to recover familiar game-theoretic concepts. Concretely,
we show that in these games, each element in the trace map corresponds to a collection (a subset or distribution) of plays the
controller can force. Furthermore, each element can be seen as the outcome of following a controller strategy. Our results are
parametrised by a weak distributive law, which computes what the controller can force in a single step.
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1 Introduction

The problem of program synthesis can be phrased using a two-player game between a controller and its
environment: where the controller must achieve some linear-time property irrespective of environment
choices. We give a coalgebraic framework for game-based synthesis, which allows us to uniformly treat
modelling the environment as nondeterministic or stochastic.

The process-theoretic notion of trace is well studied in program semantics. A trace arises from a
sequence of choices a system can make, and records the observable behaviour of the resulting execution.
Plays in two-player games are more general: players make interleaved choices and have opposing objectives.
We work with an elegant coalgebraic representation of two-player games, where each player is modelled
with a monad. Combining the controller and environment monads with a weak distributive law, we obtain
a monad for the composite system, to which the general coalgebraic theory of finite traces [17] is shown
to apply. We then prove a close connection between controller strategies and traces, phrasing game-
theoretic notions like plays and strategies categorically along the way. Our parametric approach handles
non-deterministic and probabilistic environments uniformly, with two different monads.

We focus on two-player games where the observable outcome of a completed play consists of a fi-
nite sequence of basic observations, each arising after a simple controller-environment interaction. To
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illustrate, consider the game on the following page, made up of controller states (thick black dots), con-
troller transitions (solid arrows), and environment transitions (dotted arrows). A single observation from
A = {a, b, c, d, e} is output after each transition (when a play has not terminated), and an observation from
B = {✓} is output when a play terminates. We have chosen to model the environment as non-deterministic
in this example.

a

b, c

d ✓
a

b e
e

✓

x0

A one-step controller-environment interaction is viewed as a
single transition. First, the controller chooses an environment
state, then the environment picks a pair of observation from
A and controller state, or to terminate with an observation
from B. Each completed play from a state can be associated
with a trace: a sequence of observations from A ending with
termination and final observation from B. Our main theorem
shows that the trace semantics of a state, obtained by instan-
tiating the coalgebraic theory of finite traces to our monad,
gives the set of subsets of traces which the controller can force.
For example, from x0, the subsets of traces the controller can
force include {b✓, ad✓}, {abd✓, acd✓} and {b✓, acd✓, abcd✓, abbcd✓, abbbcd✓, abbbbd✓}, corresponding
to history-dependent controller strategies which force them. When the environment is modelled proba-
bilistically, the subsets of enforceable traces become distributions of traces that the controller can force.

In coalgebraic trace semantics, the type of system under consideration is modelled with a monad
(describing the computation type, e.g. non-deterministic or probabilistic) composed with an endofunctor
(describing the type of observations made along a trace). We begin, following work on alternating automata
[12,14], by identifying a composite monad built from the weak distributive law of powerset over itself as a
suitable model for controller-environment interactions in two-player games. We then refine our component
monads - to satisfy the requirements of the finite trace semantics theorem in [17] - to full powerset for
controller choices and finite, non-empty powerset for environment choices. In the process of examining the
conditions of [17], we reveal two mistakes in the literature: namely that composition in the Kleisli category
of the monad featured in [3] is not left-strict; and that the monad in [23] is not commutative. Section 4
proceeds by proving the conditions required to obtain a trace map, and then introduces execution maps
(where executions are the coalgebraic counterpart of game plays) as a special kind of trace map. The
required conditions also hold when using full powerset for controller choices, and the finite distribution
monad for environment choices, giving us a second example where the environment evolves probabilistically.
Finally, we show that the trace map factors through the execution map.

A standard definition of a player strategy in a two-player game, is a function from partial plays ending in
a state controlled by that player, to a valid move for that player. Such strategies need only be defined over
partial plays which they can force, so are partial functions. In Section 5, we give an equivalent definition
of a controller strategy as a chain of maps in the Kleisli category of the monad modelling the environment.
Then, in Section 6, we characterise the trace map in terms of collections (subsets or distributions) of finite
traces that a controller strategy can force. We show that a collection of traces is in the image of some state
x under the trace map if and only if there exists a strategy from x forcing exactly that collection. We see
this as a direct result of the underlying weak distributive law computing one-step outcomes of strategies.

Our general goal is to develop theory to underpin a general coalgebraic synthesis tool. The main result
in Section 6, confirms we have found the right monad for representing two-player games for controller
synthesis. The practical contribution of Theorem 4, is that outcomes of strategies in a game, which are
crucial in controller synthesis, are the finite trace semantics of said game, so can be computed with a least
fixed-point computation. Our choice to model a non-deterministic environment using the non-empty finite
powerset, also makes sense from a practical standpoint: a real environment can never deadlock, and it is
common practice to restrict the possible environment inputs to be finite 5 to make the synthesis problem
decidable. The composite monad will give convex sets of collections (subsets or distributions), meaning that
sets of subsets are closed under binary union, and sets of distributions are closed under convex combination.
In finitely branching games, with a non-deterministic environment, this yields a greatest choice at each
controller state, the union of all the other choices. This can allow strategy synthesis by approximating down

5 A similar assumption is made in geometric logic [29], where there is arbitrary disjunction and finite conjunction.
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from the largest strategy, yielding the most permissive strategy. When the environment is probabilistic, the
convexity requirement allows randomised strategies, which are standard in the theory of Markov Decision
Processes [7], to also be accounted for.

Finally, we comment on the role of category theory in this paper. Our main result, which equates finite
trace semantics with outcomes of strategies, cannot be known explicitly, as there is no definition of trace
semantics of two-player games in the literature. What our coalgebraic approach gives us, is a ready-made
definition of finite trace semantics: it is a fact (established in Section 4) that there is a final coalgebra in
the category where our games live. Thus, the role of coalgebra, and more generally category theory, is
pivotal in our work. In Section 5, we give a category-theoretic definition of strategies and plays, which is
not only enlightening, but also provides a clear road map for the proof in Section 6.

1.1 Related Work

A composite monad which we do not consider, but is conceptually very similar, is full powerset combined
with full finite powerset. This monad is a special case of the monad considered in [3], which combines
full powerset with a multiset monad over a semifield, when we choose the Boolean semifield. However, as
we will show, this monad is inadequate for trace semantics given by Theorem 3.6. Similarly, the monad
considered in [19] could instantiate to non-empty powerset combined with finite powerset. This is also
not suitable for Theorem 3.6, however is adapted to work in [19]. In doing so, they require an additional
assumption which, when expressed in terms of games, amounts to the controller always being able to force
the environment to deadlock immediately. This would be unsatisfactory in controller-versus-environment
games, as the controller would always have a (trivial) winning strategy.

When looking for monads on the double powerset functor, the neighbourhood monad N comes to mind
(generated from the contravariant powerset being dual adjoint to itself). The multiplication µN does not
model games, for example it only returns a non-empty set when given a subset containing an upwards
closed set. Similarly, double covariant powerset on a function always returns upwards closed sets. To
fix these oddities, a common choice for work on game logic [15,16] is to use the monotone neighbourhood
monad M; it has been suggested in [24] to useM to give a path-based semantics for a coalgebraic CTL.
This monad is generated by restricting the dual adjunction between Set and itself to one between Set
and Poset (see e.g. [20]) - and was derived independently in [2] in the context of alternating automata,
using a distributive law. We view the monotone neighbourhood monad as “fixing” the neighbourhood
monad because the contravariant nature is tamed: on upward closed sets PP (f) agrees with N (f) and
the multiplication agrees with the ∃ ∀ behaviour of picking a strategy 6 . This monad is also not suitable
for the assumptions required in Theorem 3.6, because its Kleisli category is not enriched in ω-cpos (see
Counterexample 1). It may also be possible, analogous to the approach taken in this paper, to restrict to
upwards closed sets of finite subsets, we leave investigating this to future work.

In [4], the authors consider a non-deterministic programming language, where game-like behaviour
arises from I/O interaction. The key difference with our work, is that the input to the program is part of
the (branching-time) behaviour - captured with a functor rather than a monad. The non-determinism of
the program, is treated with the powerset monad, thus the trace semantics is a set of possible computations
(rather than a set of subsets, like in ours).

Finally, while we have chosen to work with the Kleisli approach to finite trace semantics from [17], it is
worth mentioning other approaches and variants. Our games are generative (of the shape TF ), which rules
out the Eilenberg-Moore approach (which treats systems of type GT ). In [22], the authors give a way of
casting the Kleisli approach to the Eilenberg-Moore one, using an natural transformation TF → GT . We
find it unlikely that a suitable functor G and natural transformation exist in our case. Work in [8] provides
a different set of assumptions to obtain finite trace semantics, in regards to our work the only assumption
that makes a difference is they do not assume a zero object in the Kleisli category of the monad, however
they do still require the stronger condition of left-strictness (see [17, Lemma 3.5]). It may be possible to
phrase our work in terms of graded monads [27]. Although, as we currently rely on structure in the Kleisli
category of our monad (e.g. ω-cpo enrichedness and the existence of a certain limit) which is afforded to
us by the approach in [17,21], hence we leave a treatment in terms of graded monads to future work.

6 The monotone neighbourhood monad is not a submonad of P̃P , because the units do not agree.
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2 Outline

We now sketch the categorical ideas of our approach. Assume we model the controller with the full covariant
powerset monad P : Set → Set, and the environment with some monad T : Set → Set. Suppose we

have some way to combine these into a monad P̃ T : Set → Set, which fits the framework for finite

trace semantics in [17]. We model two-player games as P̃ TH coalgebras, with a functor H : Set → Set
describing the possible observations after one interaction. We will take H(X) = B +A×X, focussing on
games whose plays can terminate with an observation b ∈ B or proceed to a new state x ∈ X with an
observation a ∈ A, following a controller-then-environment choice of moves. Instantiating [17], we get a

trace map trc : X → P̃ T (A∗B) for each coalgebra c : X → P̃ TH(X), where A∗B is the initial H-algebra.
We answer two questions:

(i) There are no established notions of trace semantics in games, so what do the contents of trc(x)
correspond to?

(ii) How do strategies fit into the categorical picture?

We will summarise our answers shortly. First, fix a coalgebra c : X → P̃ TH(X), that we view as a
game. The states x ∈ X correspond to controller states, whereas elements U ∈ c(x) ⊆ T (AX + B) are
collections of observations from one-step plays which the controller can force from x. These elements can

be thought of as environment states. Similarly, iterating (in the Kleisli category of the monad P̃ T ) the

coalgebra gives a map X → P̃ THn(X), assigning each state to the set of collections of observations of
n-step plays which the controller can force.

To answer the first question, we follow [17], and unpack the generic construction of the trace map. The
colimit of the initial sequence of the endofunctor H gives the initial H-algebra A∗B. The elements of this
algebra are the possible observable outcomes of plays, each given by some κn(a1 . . . an−1b) with n ≥ 1:

Set

0 H(0) H2(0) · · ·

A∗B

!

κ0

H(!)

κ1

H2(!)

κ2

The trace map from [17] arises from the observation that the initial H-algebra is a final H-coalgebra

(where H : Kl(P̃ T )→ Kl(P̃ T ) is the extension of H : Set→ Set).

Kl(P̃ T )

X H(X) H2(X) · · ·

0 H(0) H2(0) · · ·

A∗B

c

!

H(c)

H(!) H2(!)

H2(c)

! H(!) H2(!)

π0

π1
π2

Specifically, iterating c up to some depth and then projecting into the final sequence of H yields a cone

over this final sequence, and the map trc : X → A∗B arises from the limiting property of A∗B in Kl(P̃ T ).
For x ∈ X, each element of trc(x) is a collection of observations of completed plays, which the controller
can force. This provides an answer to the first question.

For the second question, note that strategies (in the standard sense) resolve controller choices, so should
exist in the Kleisli category of the monad T used to model environment choices. In Section 5, roughly

speaking, we capture strategies using a family of maps σn+1 : Im(σn)→ Ĥn+1(X) for each n ∈ ω, depicted
below.

Kl(T )

X Ĥ(X) Ĥ2(X) . . .

1 Im(σ0) Im(σ1) Im(σ2) · · ·

σ0 σ1 σ2 σ3
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Here, Ĥ extends H to Kl(T ). The map σ0 picks the initial state of the play, whereas the maps σn+1 pick
subsequent controller moves from states that can be reached via σ0, . . . , σn, according to the allowed moves

in those states (as specified by (X, c)). Just like Hn(X), the elements of Ĥn(X) are either completed plays
of length up to n or incomplete plays of length exactly n. By composing along the bottom of the above

diagram we obtain maps playsσn : 1→ Ĥn(X), which give the set of complete plays (of length less than or
equal to n) and partial plays (of length n) which the strategy σ can force. We show in Section 5 that we

can lift these maps into Kl(P̃ T ), and they again form a cone over the final sequence.

Kl(P̃ T )

1

X H(X) H2(X) · · ·

0 H(0) H2(0) · · ·

playsσ0
playsσ1

playsσ2

! H(!) H2(!)

! H(!) H2(!)

This establishes a unique mediating map 1 → A∗B in Kl(P̃ T ) for each strategy σ, which we see as the
outcome of σ: which finite completed traces σ can force. We complete the answer to our second question
in Section 6, by proving that the trace semantics trc(x) at a state x coincides with the union of all the
finite observable outcomes of strategies from x. This gives us that there is a set U ∈ trc(x) if and only if,
there is a strategy which forces a set of completed plays underlying the traces in U .

3 Preliminaries

3.1 Two-player Games

We start by introducing the kind of two-player game we are concerned with, and the subsequent game-
theoretic concepts. These are represented coalgebraically in the remainder of the paper.

Fix two disjoint sets A and B, representing the continuing observations and terminating observations
respectively. Our two-player games are player over bipartite game graphs (X,Y,E1, E2), whereX and Y are
disjoint sets of controller and environment states respectively, and E1 ⊆ X×Y and E2 ⊆ Y × (B+A×X)
are the controller and environment edge relations respectively. For technical reasons discussed in Section 4,
we put two restrictions on the environment’s edge relation E2: that it is image-finite and left-total. Image-
finiteness means {u ∈ B+A×X | E2(y, u)} is finite for each environment state y ∈ Y . E2 being left-total
means for each environment state y ∈ Y , there exists some u ∈ B +A×X such that E2(y, u).

A partial play over a game graph is an element x0a1x1 . . . anxn ∈ (XA)∗X such that there is an
environment state y ∈ Y with E1(xi, y) and E2(y, (ai+1, xi+1)), for all 0 ≤ i < n. A completed play is an
element ρxb ∈ (XA)∗XB, such that ρx is a partial play and there exists an environment state y ∈ Y with
E1(x, y) and E2(y, b).

Let σ : (XA)∗X → Y be a partial function (i.e. not defined over the entire domain), which respects
our game: E1(x, σ(ρx)) for every ρx ∈ (XA)∗X which σ is defined over. We say that a partial play
x0a1x1 . . . anxn ∈ (XA)∗X conforms to σ, if for all 0 ≤ i < n: σ is defined over x0a1x1 . . . aixi and
E2(σ(x0a1x1 . . . aixi), (ai+1, xi+1)). Similarly, a completed play ρxb ∈ (XA)∗XB, made up of partial
play ρx and a terminating observation b, conforms to σ, when ρx conforms to σ and σ(ρx) is defined
with E2(σ(ρx), b). We call a pair (x, σ) a pointed standard strategy, precisely when σ is defined exactly
over the σ-conform partial plays which start in x. An n-step partial outcome of a pointed standard
strategy (x, σ), denoted playsσn(x), is the set of all partial plays of length n (elements of (XA)nX) and
of complete plays of length less than n (elements of (XA)<nXB) which conform to σ. The completed
outcome playsσ(x) ⊆ (XA)∗XB of a pointed standard strategy (x, σ), is the set of all completed plays
which conform to σ.

The objective of the game, from the point of view of the controller, is to force a completed play within
a set of “good” outcomes, where “goodness” is a property of the trace a1 . . . anb underlying a completed
play x0a1x1 . . . anxnb. The reader may have noticed that our notion of play differs slightly from the
standard one [26], in that it does not record environment states. This is not an issue, precisely because
the environment states visited along a play have no impact on whether the resulting outcome is good or
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not; and as a result, strategies can not benefit from recording environment states in the play history. The
controller states also do not affect the goodness of an outcome, but they need to be explicit because the
strategy may depend on them.

3.2 Markov Decision Processes

We also consider a probabilistic variant of these games, which are essentially Markov decision processes
(MDPs). These games are still four-tuples (X,Y,E1, E2), but now E2 is a function Y ×(B+A×X)→ [0, 1]
such that E2(y) : B +A×X → [0, 1] is a finitely supported probability distribution.

Here, a partial play is an element x0a1x1 . . . anxn ∈ (XA)∗X such that for all 0 ≤ i < n, we have
that there exists some y ∈ Y with E1(xi, y) and E2(y, (ai+1, xi+1)) > 0. A completed play is a sequence
ρxb ∈ (XA)∗XB, such that ρx is a partial play, and there exists a y ∈ Y with E1(x, y) and E2(y, b) > 0.

Let σ : (XA)∗X → Y be a partial function, which respects our MDP: E1(x, σ(ρx)) for every ρx ∈
(XA)∗X which σ is defined over. A partial play x0a1x1 . . . anxn conforms to σ, if for all 0 ≤ i < n we have
E2(σ(x0a0x1 . . . aixi), (ai+1, xi+1)) > 0. Again, a completed play ρxb conforms to σ, if ρx is a partial play
which conforms to σ, and E2(σ(ρx), b) > 0. We call a pair (x, σ) a pointed standard strategy, precisely
when σ is defined exactly over the σ-conform partial plays which start in x. The n-step partial outcome
and the n-step completed outcome, then become distributions over partial and completed plays. We leave
the definitions to the reader.

3.3 Linear Functors

We require a restriction of set-based polynomial functors (which are standard in coalgebra, see [21, p. 49])
to linear functors. To reduce clutter, we often use juxtaposition to denote the product of functors (we
never need to denote the application of a constant functor), e.g. AB := A×B. Technically, linear functors
are a class of functors built inductively out of arbitrary coproducts and 1, a constant functor assigning
every set to a singleton set. Linear functors have a general form H(Y ) ∼= A + BY , a consequence of
C(A+BY ) ∼= CA+CBY and (A0+B0Y )+(A1+B1Y ) ∼= (A0+A1)+(B0+B1)Y (extended to arbitrary
coproducts). We reserve H for a linear functor, and use HX for the linear functor HX(Y ) = X ×H(Y ).

Shorthand Y n ∼= Y {0,...,n−1} ∼=
∏

0≤i≤n−1 Y is used for lists of elements of Y of length n. Similarly, we

use Y <n ∼=
∐

0≤i<n Y
i for lists of elements of Y of length less than n. Finally, we use Y ∗ =

∐
n∈ω Y <n for

finite lists. We record the n-fold compositions and initial algebras of H and HX in the table below.

F Fn(Y ) Initial algebra

H A<nB +AnY A∗B

HX (XA)<nXB + (XA)nY (XA)∗XB

3.4 Distributive Laws

We assume knowledge of the definition of a monad, whose multiplication and unit, with functor part T , are
referred to as µT and ηT . Let P, P +, Q denote the full powerset monad, the non-empty powerset monad,
and the non-empty finite powerset monad respectively. We have submonads Q ↣ P + ↣ P . Let D denote
the finite distribution monad, mapping a set X to the set of distributions over X with finite support. We
will the monad morphism supp : T → P , for T = Q,D, which is an inclusion when T = Q, and maps a
distribution to its support when T = D.

Definition 3.1 Given two monads S, T : C→ C, a distributive law of T over S is a natural transformation
δ : TS → ST such that

[µS ]

TSS STS SST

TS ST

δ

TµS

Sδ

µS

δ

[µT ]

TTS TST STT

TS ST

Tδ

µT

δ

SµT

δ

[ηS ]

T

TS ST

TηS ηS

δ

[ηT ]

S

TS ST

ηT SηT

δ
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commute. A weak distributive law of T over S is a natural transformation TS → ST such that [µS , µT , ηS ]
hold. Note that any distributive law is a weak distributive law. A functor-monad distributive law of a
functor F over a monad S is a natural transformation FS → SF such that [µS , ηS ] (substituting T for F )
hold. In this paper, we refer to a functor-monad distributive law FS → SF as a distributive law when we
are not considering any monad structure on F .

We also require strength maps for a monad. Given a monad T : Set→ Set, the left strength map is a
functor-monad distributive law stlTA,X : A × T (X) → T (A × X) between A × (−) and T which interacts
well with the coherence isomorphisms for ×. This map must exist and is unique in Set. There is also a
unique right strength map strTX,A : T (X)×A→ T (X×A), defined analogously. A monad T is commutative
when the following holds for all sets X and Y :

µT
X×Y ◦ T (strX,Y ) ◦ stlTX,Y = µT

X×Y ◦ T (stlX,Y ) ◦ strX,TY (1)

Example 3.2 This paper is concerned with the following distributive laws.

(i) There is a weak distributive law (first appearing in [9]) δPP : PP → PP :

δPP ({Ui}i∈I) := {
⋃
i∈I

Vi | ∀i ∈ I (∅ ⊂ Vi ⊆ Ui)}

that restricts to a law δPP+

: P +P → PP +. There is a variant δPQ : QP → PQ, which only takes
finite subsets [12]:

δPQ({Ui}i∈I) := {
⋃
i∈I

Vi | ∀i ∈ I (∅ ⊂ Vi ⊆ω Ui)}

(ii) There is a weak distributive law δPD : DP → PD, distributing probability over nondeterminism [13]:

δPD([Ui 7→ pi]i∈I) := {µD
X [φi 7→ pi] | ∀i ∈ I (φi ∈ D(X) and suppφi ⊆ Ui)}

(iii) We have already noted that str is a functor-monad distributive law. The right strength is defined
w.r.t. the monoidal product (×, 1) in Set. We can define another strength map w.r.t. the monoidal
product (+, 0) in Set:

[ηTB+X ◦ inl, T (inr)] : B + T (X)→ T (B +X)

Composing these functor-monad distributive laws we get a distributive law λX : A + B(T (X)) →
T (A+B(X)), i.e. linear functors distribute over any Set monad.

3.5 Composite Monads

Any weak distributive law induces a composite monad [9]. To combine two Set monads S and T with
δST : TS → ST , we define the associated convex closure operator [3]: a natural transformation clSTX :
ST (X)→ ST (X), defined by SµT ◦ δSTT ◦ ηTST . The functor part of the composite monad is the image

of the convex closure operator, denoted by S̃T . The multiplication and unit of the composite, relying on
[12, Lemma 2.10, p. 48], can be given as the standard expressions µSµT ◦ SδST and ηSηT . When δST is a

(full) distributive law, S̃T ∼= ST .

Example 3.3 The closure operator associated with δPQ can be calculated:

clPQ
X (U) = {

⋃
V | ∅ ⊂ V ⊆ω U}

It closes a set of finite subsets under finite, non-empty union. We call a set of finite subsets U convex

precisely when clPQ
X (U) = U , i.e. when U, V ∈ U =⇒ U ∪ V ∈ U . The functor part P̃Q(X) is the set

containing all convex sets of subsets. The closure operator for δPD is given by

clPD
X (U) = {µD(Φ) | Φ ∈ DD(X), suppΦ ⊆ U})

7
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Similarly, we call a set U of distributions convex precisely when clPD
X (U) = U . P̃D(X) is the set of all

convex sets of distributions. Both of these closure operators satisfy standard closure operator properties:
U ⊆ cl(U), U ⊆ U ′ ⇒ cl(U) ⊆ cl(U ′) and cl(U) ⊆ cl ◦ cl(U).

Remark 3.4 The category of algebras associated with the monad P̃Q is a complete lattice (X,
∨
) with

a meet semi-lattice (without top) (X,∧), such that x∧
∨

i yi =
∨

i(x∧ yi) holds, i.e. ∧ distributes over
∨
.

Similarly, the algebraic theory of the monad P̃D is a complete lattice (X,
∨
) and a convex algebra (X,+r)

such that +r distributes over
∨
. This is discussed in [13, Section 3.2.2].

3.6 Kleisli Categories

Given a monad T : C → C, we can form its Kleisli category, denoted Kl(T ), which has the objects of
C and homsets Kl(T )(X,Y ) := C(X,T (Y )). Kleisli composition ⊙ is defined by composition with µT :
g⊙ f := µT ◦ T (g) ◦ f , and has the identity ηTX for each object X. We have an identity-on-objects functor
JT : C → Kl(T ), defined as JT (f) = ηT ◦ f , which is left adjoint to the forgetful functor Kl(T ) → C.
We denote JT (f) as f . An extension of F : C → C to Kl(T ) is a functor F : Kl(T ) → Kl(T ) such that
FJT = JTF . Kleisli extensions are in one-to-one correspondence with functor-monad distributive laws (see
e.g. [19, Chapter 5]). Given a distributive law λ : FT → TF , we can define F (f) := λ ◦ F (f). We often
require extensions of iterated functors in this paper, so highlight that extension distributes over functor
composition: Fn = F

n
. We also have F (f) = F (f).

3.7 Coalgebraic Traces

A finite trace is an element of the initial H-algebra A∗B, i.e. a finite sequence of observations a1 . . . anb
with ai ∈ A and b ∈ B.

To state the main trace semantics theorem from [17], we require some domain-theoretic concepts. An
ω-complete partial order (ω-cpo), is a partial order (X,≤) such that every ω-chain x0 ≤ x1 ≤ · · · has a
join

∨
{xn}n∈ω. A category is ω-cpo-enriched when homsets can be equipped with ω-cpo structure, and

composition preserves joins of ω-chains separately in both arguments. In an ω-cpo-enriched category, a
morphism i : X → Y is an embedding precisely when there is a (necessarily unique) projection p : Y → X
such that p ◦ i = idX and i ◦ p ≤ idY (where ≤ is the order on morphisms X → X). We also need
the concept of a zero map between objects X to Y , which exist in categories where there is a final and

initial object 0. The zero map is the composite X
!−→ 0

!−→ Y . Finally, a functor F : C → D between two
ω-cpo-enriched categories is locally monotone when f ≤ g implies F (f) ≤ F (g).

We require two results: the first from work in domain theory [28], and the second which applies this
result to obtain finite coalgebraic trace semantics [17]. Both of these results feature in [21, Chapter 5.3],
which our formulation is based on, but phrased in terms of the slightly more general ω-cpos (following
[17]) rather than dcpos, (the proofs in [21] only rely on joins of ω-chains).

Proposition 3.5 ([21, Proposition 5.3.3]) Let C be an ω-cpo-enriched category with some ω-chain X0
i0−→

X1
i1−→ X2

i2−→ · · · of embeddings, with colimit (A, κn : Xn → A) in C. Each coprojection κn is an
embedding, call the associated projection πn : A→ Xn. (A, πn) is a limit of the ω-cochain of the projections

X0
p0←− X1

p1←− X2
p2←− · · · . The mediating morphism of a cone (fn : Y → Xn)n∈ω can be calculated with

the join of an ω-chain of morphisms Y → A:∨
n∈ω

(Y
fn−→ Xn

κn−→ A)

The following theorem, from [17], gives a categorical account of finite traces for systems modelled as
coalgebras of certain functors on Set.

Theorem 3.6 ([21, Proposition 5.3.4]) Given a monad T : Set→ Set and a functor F : Set→ Set, if

(i) Kl(T ) is ω-cpo-enriched

8
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(ii) T0→ 1 is an isomorphism

(iii) Zero maps are bottom elements in the Kleisli homsets

(iv) We have a distributive law λ : FT → TF

(v) The extension F : Kl(T )→ Kl(T ) is locally monotone

(vi) The initial F -algebra F (IF )
α−→
∼

IF is the colimit of 0
!−→ F (0)

F !−→ F 2(0)→ · · ·

Then J takes the initial F -algebra to a final F -coalgebra, i.e. J(α−1) : IF → F (IF ) is final in
CoalgKl(T)(F ).

In the above theorem, the monad T describes the type of computation (e.g. non-deterministic), whereas
the functor F specifies what can be observed along single computation paths. The final F -coalgebra gives
us a unique F -coalgebra morphism from any F -coalgebra c : X → TF (X) into J(α−1) : IF → TF (IF ).
This coalgebra morphism (X, c)→ (IF , J(α

−1)) is usually referred to as the trace map, because it recovers
the definition of finite traces in many different examples [17].

4 Traces and Executions

We now show that a two-player game modelled as a coalgebra X → P̃ TH(X), is susceptible to the
coalgebraic framework for finite trace semantics given by Hasuo et al. [17]. We have two different choices
for the monad T . We either take T = Q, which gives us something similar to the two-player games
discussed in Section 3.1, or T = D, which give the MDPs from Section 3.2.

Thus, we must show that the requirements of Theorem 3.6 are met by the monads P̃Q and P̃D, and
a linear functor H. To motivate our choice of monads P and Q, and our restriction to linear functors, we
also examine what doesn’t work. Two of these failures exist, in some form, as mistakes in the literature.
These are outlined in Counterexamples 2 and 3. Once we have established the existence of trace maps, we
introduce execution maps (as a special type of trace maps) and show that every trace map factors through
an execution map.

4.1 Kleisli Enrichment and Zero Maps

This subsection examines the requirements for Theorem 3.6 for the monad P̃ T , namely whether (i)Kl(P̃ T )

is ω-cpo enriched, (ii) P̃ T (0) ∼= 1 and (iii) the zero map X → 0 → Y in Kl(P̃ T ) is the least element in

Kl(P̃ T )(X,Y ). When choosing a powerset monad T to model the environment non-deterministically, we
explain why the finiteness and non-emptiness restrictions are required. To ensure (ii), we must choose a

non-empty variant. Counterexample 1 exhibits that Kl(P̃P +) is in fact not ω-cpo enriched (at least not in

the natural way), meanwhile Proposition 4.1 shows that Kl(P̃Q) is. Hence, we are left with the choice of
finite non-empty powerset Q to model a non-deterministic environment. For a probabilistic environment,
the standard choice of the finite distribution monad D works out of the box: it already contains finite
collections, and distributions summing to one mean they can’t be “empty”.

To show Kl(P̃ T ) is ω-cpo enriched, we follow the general approach in [3, Chapter 5]. Let T = P,Q or

P + (we briefly consider P + only to rule it out after the next counterexample). Firstly, P̃ T (Y ) is a complete
lattice with an order given by standard subset inclusion and joins given by

∨
:= clPT ◦

⋃
. This order is

lifted pointwise to an order ⊑ on morphisms X → P̃ T (Y ). What is left is to show that Kleisli composition
preserves joins in each argument:∨

n∈ω
gn ⊙ f =

∨
n∈ω

(gn ⊙ f) g ⊙
∨
n∈ω

fn =
∨
n∈ω

(g ⊙ fn)

We see that the left condition breaks in the case of P̃P +.

9
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Counterexample 1 Take f : {x} → P̃P +(ω) and a ω-chain {gi : ω → P̃P +({w, z})}i∈ω. Define f(x) :=
{ω} and

gi(n) =

{
{{a}} if n ≤ i

{{a}, {b}, {a, b}} otherwise

We find {b} ∈
∨
{gi}i∈ω⊙ f(x) because {b} ∈ gi(i) for each i ∈ ω. However {b} ̸∈

∨
{gi⊙ f}i∈ω(x) because

there is no i ∈ ω such that {b} ∈ gi(n) for all n ∈ ω. Hence Kl(P̃P +) is not ω-cpo-enriched. The same
reasoning will apply to the monotone neighbourhood monad.

Arguably the most difficult property to establish is that Kl(P̃ T ) is ω-cpo-enriched. Note, that the
similar property of being enriched in the category directed complete partial orders has been proven for the
similar monad considered in [19], in [5] and [10].

Proposition 4.1 Kl(P̃ T ) is ω-cpo-enriched, for T = Q,D.

Proof. We show where the finiteness assumption for T = Q is required (note that the proof for T = D is

along same lines). Given f : X → P̃Q(Y ) and some ω-chain {gn : Y → P̃Q(Z)}n∈ω:∨
n∈ω

gn ⊙ f(x) = µPµQ ◦ PδPQ ◦ PQ(
∨
n∈ω

gn) ◦ f(x)

= {
⋃ ⋃

y∈V
Wy | V ∈ f(x), ∀y ∈ V :Wy ⊆+

ω cl
⋃
n∈ω

gn(y)}

(∗)
= cl{

⋃ ⋃
y∈V
Wy | n ∈ ω, V ∈ f(x), ∀y ∈ V :Wy ⊆ gn(y)}

=
∨
n∈ω

(µPµQ ◦ PδPQ ◦ PQ(gn) ◦ f(x)) =
∨
n∈ω

(gn ⊙ f)(x)

(∗)(⊆) Assume some V ∈ f(x) andWy ⊆+
ω cl

⋃
n∈ω

gn(y). LetWy = {
⋃
Wyj}j∈J whereWyj ⊆ω

⋃
n∈ω

gn(y)

for each j in a finite set J . Let Any :=
⋃
j∈J
Wyj ∩ gi(y). Notice A0y ⊆ A1y ⊆ · · · (from g0 ⊑ g1 ⊑ · · · ), and

⋃
n∈ω
Any =

⋃
n∈ω

(
⋃
j∈J
Wyj ∩ gn(y)) =

⋃
j∈J
Wyj ∩

⋃
n∈ω

gn(y) =
⋃
j∈J
Wyj

is finite, so for all y ∈ V , we have some ky ∈ ω with Akyy =
⋃
n∈ω
Any. We set k := max

y∈V
ky, so we have that⋃ ⋃

y∈V
Aky is an element of the RHS. We still need to show that it is equal to the element we started with:⋃ ⋃

y∈V
Aky =

⋃ ⋃
y∈V

⋃
j∈J
Wyj =

⋃
y∈V

⋃
j∈J

⋃
Wyj =

⋃
y∈V

⋃
Wy =

⋃ ⋃
y∈V
Wy.

(∗)(⊇) Because the LHS is a convex set, we can ignore the closure on the outside of the RHS. Hence,
assume we have some n ∈ ω, V ∈ f(x), and Wy ⊆+

ω gn(y) for each y ∈ V . We can immediately see that
Wy ⊆+

ω cl
⋃

n∈ω gn(y), so are done. 2

[3, Theorem 5.14] also proves that composition in Kleisli is left strict : ⊥⊙ f = ⊥. We find this to be

a mistake, because left strictness is a sufficient condition for the isomorphism P̃ T (0) ∼= 1 (see [17, Lemma
3.5]), which also does not hold for the choice of T in [3]. We construct a direct counterexample for T = Pf ,
the finite powerset monad, below.

Counterexample 2 Take f : {x} → P̃Pf (Y ) as x 7→ {∅}. We have ⊥ ⊙ f(x) = {∅}, which means this

10
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composite is not equal to ⊥ (we should have x 7→ ∅).

⊥⊙ f(x) = µPµPf ◦ PδPfP ◦ PPf (⊥)({∅}) = µPµPf ◦ PδPfP ({∅}) = µPµPf ({{∅}}) = {∅}

The condition of left strictness says that controller deadlocks are preserved by pre-composition. In our
counterexample, the environment deadlocks first (in the f above), and as a result, the environment also
deadlocks in the composition: ⊥⊙f(x) = {∅}. This is different from the controller deadlocking: ⊥(x) = ∅.
This counterexample also exists in monad considered in [3] (we believe for any positive semifield: by having
f point to the singleton “null distribution”).

The requirement which is violated in Theorem 3.6 is that P̃Pf (0) ∼= {∅, {∅}} ̸∼= 1. A natural fix is to
prevent one player from deadlocking; we choose to disallow environment deadlocks, as this ensures bottom
elements remain intact.

Proposition 4.2 Zero maps in Kl(P̃ T ) form bottom elements, for T = Q,D.

Proof. We have P̃ T (0) = {∅} for T = Q,D, hence:

X P̃T (0) P̃ T P̃T (Y ) P̃ T (Y )

x ∅ ∅ ∅

! P̃ T (!Y ) µP̃T

because the multiplication µP̃ T (and the distributive law δPT ) preserves the empty set. 2

4.2 Commutativity and a Functor-Monad Distributive Law

Now we have an appropriate ω-cpo structure on the Kleisli homsets, we turn our attention to the behaviour
functor F : Set→ Set, and meeting the requirements (iv), (v) and (vi) of Theorem 3.6. For (iv), we require

a functor-monad distributive law FP̃T → P̃ TF . It is known that any polynomial functor distributes over
a commutative monad [17, Lemma 2.4], and [19, Lemma 5.2] claims their similar monad is commutative.
Unfortunately, this appears to be a mistake, as the following counterexample demonstrates. Note that
this was also noticed recently (and independently) in [25].

Counterexample 3 Condition (1), required for the commutativity of P̃Q, fails for the sets
{{x1}, {x2}, {x1, x2}} and {{y1, y2}}. If we think of these sets as one-step interactions in games, compos-

ing them in different orders give different sets that can be forced. This counterexample also exists for P̃D,
the monotone neighbourhood monad, and the semifield monads considered in [19,3].

The underlying reason for this failure is that δPQ is not a weak distributive law of commutative monads
in the sense of [18]. To solve this issue, we restrict F to be a linear functor H, and obtain the required

functor-monad distributive law λ : HP̃T → P̃ TH automatically (recall Example 3.2 (ii)). Point (iv)
automatically holds for a linear functor (see Section 3.4), and so does point (vi). Finally, (v) is easily
proven.

Proposition 4.3 The extension H : Kl(P̃ T )→ Kl(P̃ T ) is locally monotone.

Proof. Given some f, g : X → P̃ T (Y ) such that f ⊑ g, we must establish λ ◦ Hf ⊑ λ ◦ Hg, where

λ : HP̃T → P̃ TH is the functor-monad distributive law, this is easily verified. 2

4.3 Trace Maps

X A∗B

H(X) H(A∗B)

trc

c

H(trc)

∼

Instantiating Theorem 3.6 for P̃ TH-coalgebras gives us a final H-coalgebra

in Kl(P̃ T ). Hence, given a coalgebra c : X → H(X), we can form the trace

map trc : X → A∗B in Kl(P̃ T ) as the unique H-morphism into the final
H-coalgebra. Recall (from Section 3.3) that A∗B is the carrier of the initial
H-algebra.

11
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This takes a state and maps it to a convex set of collections of A∗B. We
can give this map directly using Proposition 3.5. Let κn : Hn(0)→ A∗B be the coprojection in Set over

the initial sequence, and recall that cn is the iterated coalgebra map X
c−→ H(X)

H(c)−−−→ . . .
Hn−1(c)−−−−−→ Hn(X).

Then

trc =
∨
n∈ω

(X
cn−→ Hn(X)

Hn(!)−−−→ Hn(0)
κn−→ A∗B) .

4.4 Execution Maps

Recall that a finite trace is an element of A∗B. Traces describe the observable outcomes of plays. To
capture the actual plays, we also need to incorporate information about the controller states they visit.
We call the resulting concept executions. Formally, an execution is an element of the initial algebra
(XA)∗XB of the functor HX from Section 3.3, i.e. a sequence x0a1x1 . . . anxnb.

X (XA)∗XB

HX(X) HX((XA)∗XB)

execc

c∗

HX(execc)

∼

Following [6], we modify an H-coalgebra c to include state in-
formation, obtaining a HX -coalgebra c∗:

c∗ := (X
⟨id,c⟩−−−→ X × TH(X)

stl−→ T (X ×H(X))

Then, as HX is still a linear functor, we can apply Theorem 3.6

again to obtain the execution map execc = trc∗ : X → (XA)∗XB in Kl(P̃ T ).
We will use the following standard result, from the theory of coalgebras, to prove that a trace map for

a coalgebra c arises from an execution map for c∗, followed by forgetting the states.

Proposition 4.4 Suppose functors F,G : C→ C with final coalgebras ζF : ZF
∼−→ F (ZF ) and ζG : ZG

∼−→
G(ZG) respectively. A natural transformation α : F → G induces a G-coalgebra morphism fα : ZF → ZG

and a functor Eα : Coalg(F )→ Coalg(G) such that for any coalgebra c : X → F (X) we have that

X ZF ZG
behc

behEα(c)

fα

Proposition 4.5 (Traces via Executions) The projection π2 : HX → H is a natural transformation,
inducing a function fπ2 : (XA)∗XB → A∗B. The trace map can be factored via the execution map and
fπ2: we have fπ2 ⊙ execc = trc for any c : X → H(X).

Proof. This follows from Proposition 4.4 with the fact that Eπ2(c
∗) = π2 ⊙ c∗ = µ ◦ η ◦ π2 ◦ c∗ = c. 2

5 Strategies

This section shows how we recover (i) the usual notion of strategy in a two-player game, as a chain of
maps in the Kleisli category of the monad T , and (ii) the outcome of a strategy, by lifting this chain to

Kl(P̃ T ) (where our games, and the appropriate limit, exist). Recall that a strategy σ maps incomplete
plays which conform to σ ending in a controller state x, to a successor of x (an environment state). The
latter is an element of TH(X), and thus the natural home for strategies is Kl(T ).

The reason to lift each σn : Im(σn) → Ĥn
X(X) to Kl(P̃ T ) is threefold. Firstly, we need (XA)∗XB

to be the limit of the final sequence, which gives us a unique mediating map 1 → (XA)∗XB in Kl(P̃ T ).

We also need to be able to reason that σn picks a successor in c, which is a morphism in Kl(P̃ T ), the

order structure in Kl(P̃ T ) lets us do this. The final reason is conceptual, we want the outcome of a

strategy to be from the controllers perspective, which is captured in Kl(P̃ T ), rather than Kl(T ) which is
the environments perspective. This distinction is particularly prominent when a particular strategy does
not force a collection of completed plays (see Remark 5.6).

This lifting is provided by a functor K in the following proposition.

12
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Proposition 5.1 There is an identity-on-objects functor K : Kl(T )→ Kl(P̃ T ), defined by

K(X
f−→ T (Y )) := (X

f−→ T (Y )
ηP−−→ PT (Y )

clPT

−−−→ P̃ T (Y ))

Proof. Functoriality of K follows from clPT ◦ ηP being a monad morphism, see [12, Proposition 2.7]. 2

We are now ready to give a categorical definition of a strategy. It will involve a chain of maps that
live in Kl(T ), so we also need liftings and extensions to Kl(T ). To differentiate Kleisli categories, we use

f̂ for lifting functions to Kl(T ), and F̂ for extensions to Kl(T ).
In the following definition, we also use the projection π1 : X(B + AX) → X out of the product. For

the reader’s intuition, we spell out the map

Hn
X(π1) : (XA)<nXB + (XA)nX(B +AX)→ (XA)<nXB + (XA)nX

as preserving complete plays of length n or less, and mapping complete and partial plays of length n+1 to
the partial plays of length n which they extend. We also use image Im(−) slightly informally. Technically,
Im(−) maps a Kl(T ) morphism f : X → TY to the set

⋃
◦P (supp) ◦ Pf(X).

Definition 5.2 Let (X, c) be an H-coalgebra, and x ∈ X be a state. A strategy σ from x is a chain of

maps {σn}n∈ω in Kl(T ), where σ0 : 1 → X picks ηT (x), while σn+1 : Im(σn) → Ĥn+1
X (X) for n ∈ ω, is

such that

Ĥn
X(X) Ĥn+1

X (X)

Im(σn)

Ĥn
X(π̂1)

σn+1

⊒
Hn

X(X) Hn+1
X (X)

Im(σn)

Hn
X(c∗)

K(σn+1)

commute. Denote the set of strategies from x as Σc(x). Define an n-step strategy from x as a finite
collection of maps {σ0, . . . , σn} with the same conditions. Denote the set of n-step strategies from x by
Σn,c(x).

The left condition states that σn+1 preserves completed plays and extends incomplete plays (by either
completing them or by adding a successor). The right condition states that σn chooses out of the successors
in (X, c). Notice that σn cannot force a play ending in a state x ∈ X with no successors (i.e. a controller
deadlock), because then σn+1 is not definable, as there is no way to satisfy the right condition above.
Hence, there are n-step strategies {σ0, . . . , σn} which cannot be extended to a (full) strategy {σn}n∈ω.

We recall (see Section 3.1 and 3.2), that a standard strategy (x, σ) for a P̃ TH-coalgebra is a partial
function from (XA)∗X to controller states, defined over exactly the partial plays which conform to it,
which extends partial plays ending in x with a move chosen from the controllers edge relation. With a
few inconsequential assumptions on the two-player games and MDPs defined in Section 3.1 and 3.2, they

are equivalently coalgebras X → P̃ TH(X), for T = Q and T = D respectively. Furthermore, standard
strategies are then in one-to-one correspondence with strategies defined in Definition 5.2.

Given an strategy σ at a state x, the set of plays from x up to some depth n naturally arises from
composition in Kl(T ). For example, in the T = Q case, composition takes a union at each step, so
composing with σn+1 takes a set of complete plays (of length ≤ n) and partial plays (of length n) to a
set of complete (of length ≤ n + 1) and partial plays (of length n + 1). This is the content of our next
definition. Again, this can be seen to agree with the n-step partial outcome of a standard strategy in
discussed Section 3.

We require the dashed morphism and injection in the commutative diagram below (the unique
surjective-injective factorisation of σn+1 in Set), which can be lifted into Kl(T ) with JT .

THn+1
X (X)

Im(σn) Im(σn+1)

σn+1

13
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Definition 5.3 Let σ be a strategy from x. For n ∈ ω, define playsσn(x) : 1→ Ĥn
X(X) as the composition

of the dashed arrows to Im(σn) with the injection to Hn
X(X).

X ĤX(X) Ĥ2
X(X)

1 Im(σ0) Im(σ1) Im(σ2) · · ·

σ0 σ1 σ2

We refer to playsσn(x) as the n-step partial outcome of σ.

For simplicity, the following discusses T = Q, but the same reasoning applies to T = D too. The

map playsσn(x) : 1 → Ĥn
X(X) gives the set of complete plays of length less than or equal to n and partial

plays of length n, which can be obtained from fixing the controller strategy σ from x. We now want the
completed outcome of a strategy: all σ-conform complete plays from a state x. It is tempting to try to
apply Theorem 3.6 to obtain a final H-coalgebra in Kl(Q), and then to obtain a mediating map from a
cone over the final sequence. However we can see, due to Q being finite subsets, that joins of chains of
morphisms are not guaranteed to exist. For example, the union of {x0} ⊆ {x0, x1} ⊆ {x0, x1, x2} ⊆ . . . is
not a finite set. This failure means Kl(Q) is not ω-cpo enriched, so Theorem 3.6 and Proposition 3.5 do
not apply.

We solve this problem by using K to lift the chain to Kl(P̃ T ), where we use it to form a cone over

the final sequence. Note that, from the proof of Theorem 3.6 in [21], we know that 0
!←− HX(0)

HX(!)←−−−−
H2

X(0)← · · · is the final sequence of HX in Kl(P̃ T ).

Proposition 5.4 Fix a strategy σ from x, in some H-coalgebra. (1
K(playsσn(x))−−−−−−−−→ Hn

X(X)
Hn

X(!)
−−−−→ Hn

X(0))n∈ω

defines a cone over the final sequence of HX 0
!←− HX(0)

HX(!)←−−−− H2
X(0)← · · · .

Proof. The top square commutes by finality (0 is final in Kl(P̃ T )), the rest commute from definitions.

Hn
X(0) Hn+1

X (0)

Hn
X(X) Hn+1

X (X)

1 Im(σn)

Hn
X(!)

Hn
X(!)

Hn
X(π̂1)

Hn+1
X (!)

K(playsσn(x))

K(playsσn+1(x))

K(σn+1)

2

We are now ready to define the completed plays that conform to an (X, c)-strategy from a state x.

Definition 5.5 Fix an H-coalgebra (X, c) and a state x ∈ X. For σ ∈ Σc(x), define playsσc (x) : 1 →
(XA)∗XB in Kl(P̃ T ), as the unique mediating map from the cone in Proposition 5.4. This represents the
completed outcome from a state x using a strategy σ. Explicitly, from Proposition 3.5, we have:

playsσc (x) =
∨
n∈ω

(1
K(playsσn(x))−−−−−−−−→ Hn

X(X)
Hn

X(!)
−−−−→ Hn

X(0)
κn−→ (XA)∗XB)

where κn : Hn
X(0) → (XA)∗XB is the coprojection from the initial chain for HX into the initial HX -

algebra.

Remark 5.6 We stress that the outcome of a strategy from a state is a map into P̃ T ((XA)∗XB), rather
than T ((XA)∗XB). The set playsσc (x) will be a singleton if all plays which conform to σ are completed
in a finite number of steps, and will otherwise be empty. For example, consider the game below with a
non-deterministic environment, where there is only one strategy.
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b

a

x

We compute the n-step partial outcomes (which include incomplete plays) as
{x}, {b, xax}, {b, xaxb, xaxax}, . . . The set playsσc (x) will however be empty, as none of the n-step
partial outcomes will ever be a set of completed plays. In Definition 5.5, the map Hn

X(!) performs this
operation of removing sets which contain incomplete plays, this is discussed further in Proposition 6.2.
This example also points to another reason why defining the outcome of a strategy σ should be done

in Kl(P̃ T ) and not in Kl(T ): unlike Hn
X(!), if a similar map Ĥn

X(!) existed in Kl(T ), it would remove
the incomplete plays. So even if joins of chains of morphisms did exist in Kl(T ), the resulting joins
would describe the outcomes that the environment could force when playing against σ, and not the set of
completed outcomes which the controller can force when playing σ.

6 Executions via Strategies

X

(XA)∗XB

Hn
X(0) Hn+1

X (0)

Hn
X(!)⊙ c∗n

Hn+1
X (!)⊙ c∗n+1

πn πn+1

Hn
X(!)

We are now ready to prove our main result, Theorem 6.5,
which states that the executions from a state x are precisely
the unions of the completed outcomes of all strategies from
x. The proof is spread over the three next lemmas. The goal
is to show that the map which sends a state to the union of
the outcomes of all strategies for that state, depicted using
a dashed arrow, makes the diagram on the right commute.
The limiting property of (XA)∗XB (recall that this is the
limit of the final sequence of HX) then equates this map

with the execution map. Let T be either Q or D, and fix an arbitrary P̃ TH-coalgebra (X, c) for the
remainder of the section.

Our first lemma describes how n-step partial outcomes of n-step strategies from x correspond to

elements of c∗n(x) ∈ P̃ THn
X(X). It is important we only consider n-step strategies rather than full strategies

here, as a deadlock in the future prevents some σn+i from existing (see the comments under Definition 5.2).
This lemma is an inductive version of what happens when applying the weak distributives once: where
they reverse the branching by giving the one-step outcome of each of the controller choices.

Lemma 6.1 Unfolding c∗ n times at a state x gives the set of n-step partial outcomes of all n-step
strategies starting at x.

c∗n(x) = {playsσn(x) | σ ∈ Σn,c(x)}

Proof. (Sketch) The proof proceeds by induction. The base case (n = 0) holds as both sides are {ηT (x)}.
Now we provide a sketch the inductive case for T = Q. To simplify notation, we assume that playsσn(x) =
{ρσ1xσ1 , ρσ2xσ2} for every σ ∈ Σn,c(x), i.e. that each pointed n-step strategy (x, σ) forces a set of two partial
plays after n steps - a similar argument works in general.

c∗n+1(x) = Hn
X(∗c)⊙ c∗n(x) = µPµQ ◦ PδPQ ◦ PQ(λn) ◦Hn

X(c) ◦ c∗n(x)
= µPµQ ◦ PδPQ ◦ PQ(λn) ◦Hn

X(c)({{ρσ1xσ1 , ρσ2xσ2} | σ ∈ Σn,c(x)})
= µPµQ({δPQ({{{ρσi xσi · U} | U ∈ c∗(xσi )} | i ∈ 1, 2}) | σ ∈ Σn,c(x)})
= µPµQ({{Vσ1 ∪ Vσ2 | Vσi ⊆ {{ρσi xσi · U} | U ∈ c∗(x)} for i ∈ 1, 2} | σ ∈ Σn,c(x)})
= {

⋃
(Vσ1 ∪ Vσ2 ) | σ ∈ Σn,c(x), Vσi ⊆ {{ρσi xσi · U} | U ∈ c∗(x)} for i ∈ 1, 2}

The equality after the first line follows by assumption, and the inductive hypothesis. We also find that:

{playsσn+1(x) | σ ∈ Σn+1,c(x)} = {σn+1(ρ
σ
1x

σ
1 ) ∪ σn+1(ρ

σ
2x

σ
2 ) | σ ∈ Σn+1,c(x)}

We now show these two sets are equal. (⊇) Assume some (n+ 1)-step partial strategy σ ∈ Σn+1,c(x). We
immediately have an n-step partial strategy {σi}i≤n (and we know it forces ρσ1x

σ
1 and ρσ2x

σ
2 by assumption).
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Choosing Vσ1 := {σn+1(ρ
σ
1x

σ
1 )} and Vσ2 := {σn+1(ρ

σ
2x

σ
2 )}, recovers the element

⋃
(Vσ1 ∪Vσ2 ) = σn+1(ρ

σ
1x

σ
1 )∪

σn+1(ρ
σ
1x

σ
1 ) in c∗n+1(x). For the (⊆) direction, assume some n-step partial strategy σ ∈ Σn,c(x), and

appropriate sets of subsets Vσi . We can extend σ to a (n+1)-step strategy by choosing σn+1(ρ
σ
1x

σ
1 ) :=

⋃
Vσ1

and σn+1(ρ
σ
2x

σ
2 ) :=

⋃
Vσ2 . This gives us an element in the RHS, corresponding to each element in c∗n+1(X)

because
⋃
(Vσ1 ∪ Vσ2 ) =

⋃
Vσ1 ∪

⋃
Vσ2 . Checking this is a well-defined (n + 1)-step partial strategy follows

from Vσi ⊆ {{ρσi xσi · U} | U ∈ c∗(x)}. 2

The next lemma describes how composing with Hn
X(!) equates the set of all the n-step partial outcomes

of n strategies in Σn(x), and the set of all the n-step partial outcomes of whole strategies in Σc(x). The map

Hn
X(!) : (XA)<nXB + (XA)nX → (XA)<nXB in Kl(P̃ T ) removes collections which contain incomplete

plays. By direct calculation we can see:

Hn
X(!)⊙ U =

⋃
u∈U

(PµT ◦ δPT ◦ T (λn ◦Hn
X(!))(u))

Now Hn
X(!) = λn ◦ Hn

X(!) : Hn
X(X) → P̃ THn

X(0) maps a completed execution χ to {ηT (χ)} and an

incomplete execution ρ to ∅. Both laws δPT : TP → PT we use have the property δ(u) = ∅ ⇐⇒ ∅ ∈
suppu, Thus, in the expression above, only u’s which only contain completed traces will be kept. We
summarise our finding in the following proposition.

Proposition 6.2 Recall that ! : X → P̃ T (0) is the unique morphism into the final object in Kl(P̃ T ).

Composition with Hn
X(!) : Hn

X(X) → P̃ THn
X(0) in Kl(P̃ T ) filters out collections (elements of THn

X(X))

which contain incomplete executions. Formally: given some U ∈ P̃ THn
X(X),

Hn
X(!)⊙ U = {u ∈ THn

X(X) | u ∈ U and suppu ⊆ Hn
X(0)}

Lemma 6.3 The n-step partial outcomes of n-step strategies which only contain completed plays, are equal
to the n-step partial outcomes of full strategies which only contain completed plays. For all x ∈ X, we have

Hn
X(!)⊙ {playsσn(x) | σ ∈ Σn,c(x)} = Hn

X(!)⊙ {playsσn(x) | σ ∈ Σc(x)}

Proof. (⊆) To extend some σ ∈ Σn,c(x), we take

σn+i+1 := (Im(σn+i) ↣ Hn+i
X (0) ↣ Hn+i+1

X (X)
ηT−→ THn+i+1

X (X))

for all i ∈ ω, which just maps a completed trace χ to ηT (χ). This clearly has no impact on the n-step
partial outcome. (⊇) Suppose σ ∈ Σc(x), we can immediately see that {σi}i≤n ∈ Σn,c(x), and both will
result in the same n-step partial outcome. 2

Now for the final lemma. We require the map πn : (XA)∗XB → P̃ THn
X(0), which is the unique

projection of the embedding κn which is lifted from Set. It is easily calculated as sending χ ∈ (XA)∗XB

to ηP̃ T (χ) if χ ∈ Hn
X(0) and ∅ otherwise. Composition with π in Kl(P̃ T ) thus filters out collections which

contain complete executions which have length greater than n (are not elements of Hn
X(0)).

πn ⊙ U = {u ∈ THn
X(0) | u ∈ U}

Lemma 6.4 The union of the outcomes of strategies which only contain completed plays of length less
than n, equals the set of n-step partial outcomes of strategies which only contain completed plays.

πn ⊙
⋃

σ∈Σc(x)

playsσc (x) = Hn
X(!)⊙ {playsσn(x) | σ ∈ Σc(x)}
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Theorem 6.5 (Executions via Strategies) The execution map recovers, at a state x ∈ X, the union
of the completed outcomes of all the strategies originating from x.

execc(x) =
⋃

σ∈Σc(x)

playsσc (x)

Proof. We prove the triangle commutes discussed at the top of the section:

Hn
X(!)⊙ c∗n(x) = Hn

X(!)⊙
⋃

σ∈Σn(x)

K(playsσn(x)) Lemma 6.1

= Hn
X(!)⊙

⋃
σ∈Σc(x)

K(playsσn(x)) Lemma 6.3

= πn ⊙
⋃

σ∈Σc(x)

playsσc (x) Lemma 6.4

which implies that
⋃

σ∈Σc(−) plays
σ
c (−) : X → (XA)∗XB is the unique map by the limiting property of

(XA)∗XB with projections πn : (XA)XB → P̃ THn
X(X). 2

Recall fπ2 : (XA)∗XB → A∗B from Proposition 4.5.

Corollary 6.6 (Traces via Strategies) trc(x) = fπ2 ⊙
⋃

σ∈Σc(x)

playsσc (x)

7 Conclusion

We have shown how to fit two-player controller-versus-environment games into the finite trace semantics

framework of Hasuo, Jacobs and Sokolova [17], by identifying that the monads P̃Q and P̃D, built from
a weak distributive laws, and the class of linear functors satisfy the necessary requirements. Along the

way we uncovered two mistakes in [3] and [19], which manifest in our work as composition in P̃P not

being left-strict, and P̃Q not being a commutative monad respectively. We gave a categorical definition
of strategies in games, and showed how the execution map recovers the set of collections of plays which
can be forced by a controller strategy.

Building on the automata-theoretic approach to synthesis, future work will include using a non-
deterministic automaton to describe the desired linear-time behaviour of game plays, and using a product
construction to aid synthesis. By our main result, if the set of collections of traces from a state in the
product is non-empty (and if traces on the product give traces on the game), then the controller has a
strategy to realise the desired behaviour. We have some preliminary results in this direction.

In the future we would like to extend our results to infinite traces, since in the context of verification and
synthesis one is mainly interested in linear-time properties of potentially infinite computations. Results
in [11] show the appropriate weak distributive laws exist for monads modelling continuous probability on
certain categories of topological spaces, which will be required when moving to infinite traces. Another
possible extension would be incorporating simple stochastic games into our results, however work in [1]
indicates that the natural approach of lifting the weak distributive law PP → PP to the category of
convex algebras may not be possible.
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