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ABSTRACT

Tidal disruption events (TDEs) can generate non-spherical, relativistic, and optically thick outflows. Simulations show that the
radiation we observe is reprocessed by these outflows. According to a unified model suggested by these simulations, the spectral
energy distributions (SEDs) of TDEs depend strongly on viewing angle: low [high] optical-to-X-ray ratios (OXRs) correspond
to face-on [edge-on] orientations. Post-processing with radiative transfer codes has simulated the emergent spectra but has so
far been carried out only in a quasi-1D framework, with three atomic species (H, He, and O). Here, we present 2.5D Monte
Carlo radiative transfer simulations which model the emission from a non-spherical outflow, including a more comprehensive set
of cosmically abundant species. While the basic trend of OXR increasing with inclination is preserved, the inherently multi-D
nature of photon transport through the non-spherical outflow significantly affects the emergent SEDs. Relaxing the quasi-1D
approximation allows photons to preferentially escape in (polar) directions of lower optical depth, resulting in a greater variation
of bolometric luminosity as a function of inclination. According to our simulations, inclination alone may not fully explain the
large dynamic range of observed TDE OXRs. We also find that including metals, other than O, changes the emergent spectra
significantly, resulting in stronger absorption and emission lines in the extreme ultraviolet, as well as a greater variation in the
OXR as a function of inclination. Whilst our results support previously proposed unified models for TDEs, they also highlight

the critical importance of multi-D ionization and radiative transfer.
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1 INTRODUCTION

Tidal disruption events (TDEs) occur when a star’s self-gravity
is overwhelmed by tidal forces during a close encounter with a
supermassive black hole (SMBH; Hills 1975; Rees 1988). Roughly
half of the disrupted stellar debris becomes bound to the SMBH,
eventually forming a quasi-circular accretion disc that feeds the
SMBH (Cannizzo, Lee & Goodman 1990; Shiokawa et al. 2015;
Bonnerot et al. 2016; Hayasaki, Stone & Loeb 2016; Bonnerot, Lu &
Hopkins 2021). The initial fall-back of material and also the early
accretion rate of the disc are typically super-Eddington, eventually
becoming sub-Eddington as the fall-back rate decreases and the mass
reservoir empties (Strubbe & Quataert 2009; Wu, Coughlin & Nixon
2018). Since fallback and accretion convert gravitational potential
energy into heat which is radiated away, TDEs are accompanied
by a powerful and transient flare visible across the electromagnetic
spectrum (Alexander et al. 2020; Saxton et al. 2020; van Velzen et al.
2020; Gezari 2021; Jiang et al. 2021). The basic theory of TDEs
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was developed decades ago (e.g. Hills 1975, 1978; Young, Shields &
Wheeler 1977; Frank 1978; Rees 1988), but recent breakthroughs
in transient astronomy and numerical simulations have uncovered
significant gaps in our understanding.

If the observed spectral energy distribution (SED) is dominated
by thermal emission from the hot inner edge of a quasi-circular
accretion disc, we would typically expect it to peak in the (soft) X-
ray. However, there are some TDEs with non-thermal X-ray emission
thought to be associated with inverse-Comptonization (e.g. Lin et al.
2017). At late-times the ultraviolet (UV) and optical emission is
consistent with thermal emission arising from an accretion disc (e.g.
van Velzen et al. 2019; Mummery & Balbus 2020; Mummery et al.
2023; Wen et al. 2023). However, in early times the characteristic
SED temperatures are often significantly lower than expected (e.g.
Gezari et al. 2012), and there is a growing population of TDEs
whose SEDs peak in the UV or optical band with weak X-ray
emission (e.g. van Velzen et al. 2021). There are at least two ways
to account for these observations. First, the luminosity could be
generated by powerful shocks that are produced when infalling stellar
debris streams collide (Dai, McKinney & Miller 2015; Piran et al.
2015; Shiokawa et al. 2015; Ryu, Krolik & Piran 2020; Steinberg &
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Stone 2024). The other is that emission from a hot accretion disc
is reprocessed by an optically thick envelope, such as a mass-
loaded outflow, shifting the peak of the SED from the X-ray band
to UV/optical wavelengths (Strubbe & Quataert 2009; Metzger &
Stone 2016; Roth et al. 2016; Roth & Kasen 2018; Lu & Bonnerot
2019; Piro & Lu 2020; Bonnerot et al. 2021; Parkinson et al. 2022;
Thomsen et al. 2022).

Reprocessing is likely to be important regardless of which emis-
sion mechanism dominates. After all, given the extreme luminosities
generated by TDEs at early times, radiation pressure alone would be
expected to drive highly mass-loaded and powerful outflows. This
expectation has been confirmed by the discovery of broad blue-
shifted absorption lines — a smoking gun signature of outflowing
material — in the UV spectra of several TDEs (Blagorodnova et al.
2019; Hung et al. 2019, 2021). These features provide unambiguous
evidence for the existence of sub-relativistic outflows, while further
possible evidence for outflows comes from blueshifted broad UV
emission lines (Arcavi et al. 2014; Roth & Kasen 2018; Hung
et al. 2019; Nicholl et al. 2020)." X-ray observations have provided
evidence for more highly ionized outflowing gas (Miller et al. 2015;
Kara et al. 2018; Yao et al. 2024). These outflows could naturally
provide the reprocessing medium required to explain redder-than-
expected SEDs.

Three-dimensional (3D) general-relativistic radiation magneto-
hydrodynamics (GRRMHD) simulations of TDEs (e.g. Dai et al.
2018, (hereafter D18); Curd & Narayan 2019; Bonnerot et al. 2021;
Huang, Davis & Fei Jiang 2024) support this reprocessing picture.
In these simulations, the early super-Eddington phase produces
powerful mass-loaded outflows and collimated jets. However, it
is not yet possible to predict observable SEDs directly from such
simulations since radiation is treated in a simplified manner. For
example, in their modelling of the accretion disc scenario, both D18
and Curd & Narayan (2019) use the M1 closure relation (Levermore
1984). In this scheme, the radiation field is represented by a single
frequency, and the ionization state is not calculated. Therefore, to
predict the emergent spectra, both D18 and Curd & Narayan (2019)
use radiative transfer codes to post-process their simulations and
generate synthetic spectra. The post-processing calculations that have
been carried out, to-date, are also subject to significant limitations.
For example, Curd & Narayan (2019) neglect bound-bound opacity
and use a simplified treatment for bound-free opacity. D18 include
a wider range of opacities, but restrict themselves to a quasi-1D
calculation. Specifically, D18 discretize the outflow into four 6-
averaged spherical models to explore the inclination dependence
of the observed SED.

Despite these limitations, based on the results of their post-
processing D18 proposed a unification scenario for X-ray and
optically bright TDEs. They propose that the existence of both X-
ray bright and optically bright (i.e. X-ray weak) TDEs is explained
via an inclination dependence associated with reprocessing in a
non-spherical outflow. Polar observers see bare disc emission that
has not been reprocessed, thus observing an X-ray bright TDE.
Observers at intermediate and equatorial inclinations do not see

! Blueshifted absorption lines represent the ‘gold standard’ when it comes to
outflow signatures because their formation has to take place along the line of
sight to the continuum source. They therefore require the presence of material
moving away from the continuum source. There is no comparable constraint
on the spatial relationship between an emission-line-forming region and a
continuum source. A blue-shifted emission line must be formed in material
that is approaching the observer, but this does not automatically imply that it
is moving away from the continuum source.
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direct disc emission. Along these sightlines, X-ray (disc) photons are
reprocessed, shifting the luminosity away from X-ray wavelengths
and towards longer optical wavelengths. The net effect of this
reprocessing is enhanced UV/optical emission, but attenuated X-
ray emission. In a related study, Thomsen et al. (2022, hereafter
T22) proposed a dynamical unification of UV/optical and X-ray
bright TDEs, using a similar approach to D18. More specifically, T22
simulate and produce post-processed spectra for a TDE accretion disc
at multiple accretion rates. In addition to finding the same inclination
dependence of the D18 unified model, T22 show that the optically
brightness depends also on the accretion rate: larger accretion rates
result in denser outflows and greater reprocessing, culminating in
an enhanced optical continuum. Thus at later times, as the accretion
rate and outflow density decreases, the observed X-ray emission
dominates over optical emission for most inclinations.

However, the quasi-spherical radiative transfer calculations carried
out by D18 and T22 cannot capture all of the key physics involved
in producing the wavelength- and orientation-dependent SED. For
example, in a 1D treatment, photons are forced to diffuse through
sightlines of arbitrary optical depth, even though in reality they would
preferentially travel and escape along more transparent directions
with lower optical depth. Similarly, in 1D, the dense inner parts of
an outflow can effectively shield the outer parts from the ionizing
photons produced by the central engine. The same is not true in 2D,
or 3D, where photons can scatter such shields, leading to a much
higher ionization state in the flow (c.f. Sim, Drew & Long 2005;
Higginbottom et al. 2014, 2024).

Our goal in this work is to carry out detailed 2.5D ionization
and radiative transfer post-processing simulations for the GRRMHD
simulation presented by D18. We use the same snapshot used by
D18 for their set of 1D post-processing calculations, extending
the post-processing into 2.5D. We can therefore more accurately
predict the orientation- and wavelength-dependent SEDs and test the
reprocessing scenario at the very heart of their unified model. We
also check explicitly how 1D and 2.5D post-processing simulations
differ (both quantitatively and qualitatively), as well as how different
assumptions regarding abundances can affect the results.

2 MONTE CARLO RADIATIVE TRANSFER
POST-PROCESSING

Our post-processing calculations were performed using our Monte
Carlo radiative transfer and ionization code for moving media,
employing the Sobolev approximation (e.g. Sobolev 1957; Rybicki &
Hummer 1978). This code, SIROCCO?, was initially described by
Long & Knigge (2002). Over time, the code has been enhanced
and applied to model a variety of systems with biconical outflows,
from cataclysmic variables to active galactic nuclei (Higginbottom
et al. 2013, 2014; Matthews et al. 2015, 2016). It has recently been
further detailed by Matthews et al. (2025). Here, we provide only a
brief overview and refer readers to Matthews et al. (2025) for further
details.

2.1 Basic procedure

SIROCCO consists of two separate calculation stages. The first stage
calculates the ionization state, level populations, and temperature

2SIROCCO, previously known as PYTHON, is an open-source collaborative
project available at github.com/sirocco-rt/sirocco. The name change was
made to avoid confusion with the programming language of the same name.
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structure of an outflow spatially discretised on to a grid. This is
done iteratively by tracking a population of Monte Carlo energy
quanta (‘photon packets’) which are transported through the grid.
Photon packets are randomly generated over a wide wavelength
range, sampled from the spectral energy distribution (SED) of the
radiation sources included in the simulation. Photon transport occurs
in what is referred to as 2.5D, where photons propagate in 3D
space through a 2D axisymmetric grid. As the photon packets travel
through the grid, they interact with the outflow and update Monte
Carlo estimators used to model the radiation field in each cell. The
heating effect of photon packets is recorded and is used to iterate
the temperature towards thermal equilibrium, where the amount of
heating and cooling in each cell is eventually balanced.

Once the photon packets have been transported through the
grid, updated temperature and radiation field estimators are used to
recalculate level populations and the ionization state of the outflow.
This process is repeated until the simulation has converged. A grid
cell is considered to be converged when (i) the electron and radiation
temperature have stopped changing between iterations to within 5
per cent and (ii) when the heating and cooling rates are balanced to
within 5 per cent. It is usually not necessary, or expected, for all grid
cells to converge. Cells with poor photon statistics with noisy Monte
Carlo estimators tend not to converge. These cells are usually located
near the outer edge of the computational domain, and are generally
unimportant to the final result.

The second calculation stage produces synthetic spectra for a
converged simulation. Additional populations of photon packets are
generated, typically over a narrow wavelength range to ensure high
signal-to-noise, and flown through the converged grid to generate
spectra for a selection of defined sightlines.

2.2 Atomic data

Other than for a subset of simulations discussed later in Section 4.4,
we adopt SIROCCO’s default solar abundances which are based on
Verner, Barthel & Tytler (1995) and Verner, Verner & Ferland (1996).
The atomic data we use is based on that outlined by Long & Knigge
(2002), with improvements described by Higginbottom et al. (2013)
and Matthews et al. (2015) and includes H, He, C, N, O, Ne, Na,
Mg, Al Si, P, S, Ar, Ca, and Fe. We treat H and He with the multi-
level ‘macro-atom’ formalism of Lucy (2002, 2003) and metal lines
are treated using a two-level approximation described by Long &
Knigge (2002). The resulting hybrid scheme is described by Sim
et al. (2005), Matthews et al. (2015), and Matthews et al. (2025).

2.3 Simulation setup

D18 presented a 3D GRRMHD simulation of a super-Eddington
accretion disc, such as which may be formed during a TDE. The
initial conditions in this simulation (as well as in those carried out by
Curd & Narayan 2019 and Thomsen et al. 2022) include a gas torus
at large radii that provides the mass reservoir for the accretion disc.
The mass and angular momentum of this torus are comparable to
those expected for the disrupted star. The central object is an SMBH
with mass Mgy =~ 5 x 10° Mg, and spin parameter a = 0.8.

The 2D snapshot they analysed and post-processed to develop
their unified TDE model was constructed as an azimuthal and time-
averaged snapshot over the quasi-steady accretion phase of the
simulation. During this phase, the accretion rate was Myee ~ 15 Mggq,
comparable to the peak fallback rate expected during the tidal
disruption of a solar-mass star by such an SMBH. In this work,
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we utilize the same 2D snapshot that was employed by D18 for their
post-processing analysis, extending their 1D approach into 2D.

We first have to remap the snapshot on to a different coordinate
grid. This is necessary as the GRRMHD simulation by D18 is on a
warped spherical-polar coordinate grid. SIROCCO, however, requires
the density and velocity structure to be defined on to a structured grid.
The new grid we defined splits the snapshot finely into 256 x 128
cells, spaced logarithmically in the r direction from 1.3 to 8478 r,,
and linearly in the polar 6 direction covering 0° < 6 < 90°. This
resolution is sufficient to capture even the most finely resolved
polar regions in the original warped-grid. The properties of the
snapshot are interpolated on to the new structured grid using
scrip.interpolate.griddata (Virtanen et al. 2020). In
SIROCCO, the density and temperature of each cell are defined at
the centre, whereas the cell coordinates and velocities are defined at
the inner vertex of each cell.

The inner and outer boundaries of our computational domain
are set to r/r, = 30 and r/r, = 4000, respectively. These choices
are guided by the characteristics of the GRRMHD simulation. The
inner boundary is placed to avoid the computational challenges of
modelling radiative transfer in the very optically thick region and
is where the velocity field has transitioned from inflow to outflow
in most directions. The outer boundary is chosen conservatively to
ensure that only converged regions of the simulation snapshot are
included. In the GRRMHD simulation, the accretion disc achieved
inflow equilibrium within r /r, >~ 200, with constant fluxes of mass,
energy, and angular momentum. Most of the outflowing gas that
dominates the reprocessing arises from this steady-state part of the
disc. Given the simulation time window from which our snapshot
was constructed (between 15000 r,/c and 20000 r,/c), as well as
the characteristic outflow speeds (see Fig. 2), all but the outermost
regions near the equatorial plane should also have reached outflow
equilibrium. Since edge-on viewing angles may cut through non-
equilibrium parts of the simulation — yet are by far the most optically
thick (see Fig. 3) — the predicted spectra for these viewing angles are
not as reliable.

We have removed the region dominated (and evacuated) by the
relativistic jet launched in their simulation, corresponding to polar
angles 6 < 5°. This is done by setting p = 0 in this region. Fig.
1 shows the density and radial velocity of our remapped grid for
six different inclinations. The density and velocity measured on the
native (warped) grid are shown as dashed lines, while the same
parameters after remapping are shown as solid lines. The level
of agreement between original and remapped values is adequate
throughout the computational domain.

The snapshot constructed by D18 for their post-processing analysis
does not include information about the rotational velocity in the flow
vs.> This is an important limitation for all post-processing efforts;
those carried out by D18 and those presented here. While the neglect
of rotation should not impact the global reprocessing picture being
tested, it will affect the detailed radiative transfer and, in particular,
the appearance of spectral lines. We have included only one quadrant
of the simulation (0° < 6 < 90°) because SIROCCO is designed to
model outflows that are symmetric about the equatorial plane and
the rotation axis. We do not expect this to significantly affect our
results, since both quadrants in the original snapshot share similar
density and velocity structures (see fig. 2 in D18).

3The GRRMHD simulation itself did include this information. However, it
was discarded in constructing the snapshot for post-processing and is no
longer available.
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Figure 1. Density and velocity profiles from D18 and our remapped grid for
a selection of sightlines, as a function of r. The remapped grid, used in this
work, is shown with solid lines, whilst the original is shown with dashed lines.
The profiles shown for the remapped grid are generally in good agreement
with the original.

Prior to performing the spectral synthesis in this work, we verified
that our remapped grid is sufficiently similar by re-constructing the
1D models by D18 and re-producing their post-processing results.
We found the spectra generated with SIROCCO are in good agreement
with D18. This is described in further detail in Appendix A.

2.4 Input radiation field

Following D18, we model the input radiation field by including
an isotropically emitting central point source. Photons are injected
into the simulation domain from the centre, with a frequency and
luminosity uniformly sampled from a blackbody SED characterized
by temperature Tgg ~ 2.2 X 10° K, which is the radiation tempera-
ture of the GRRMHD simulation at our selected inner boundary of
r/ry = 30. The luminosity of our SED is Lgg > 12 Lggq following
from the accretion rate found in D18’s simulation. In reality, the
emission from the inner accretion region is likely to be anisotropic
with an SED much more complex than a simple blackbody. However,
the structure, evolution, and stability of such discs and the radiation
fields they produce are active areas of research and still highly
uncertain (e.g. Hirose, Krolik & Blaes 2009; Jiang, Stone & Davis
2013; Blaes 2014; Shen & Matzner 2014). The use of a simple
input radiation field also makes it easier to (i) isolate and understand
the impact of reprocessing and (ii) compare to previous work and
understand the multi-D effects.

2.5 Reprocessing mechanisms
We assume the outflow is in radiative equilibrium, except for

adiabatic cooling. Energy absorbed by the outflow is reprocessed
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via two main mechanisms: (i) re-radiation (i.e. emission) and (ii)
conversion to PdV work. We will often refer to re-radiation as
‘atomic reprocessing’, since it describes reprocessing via atomic
processes, such as radiative recombination, free—free emission, line
emission, or via Compton scattering. All of these processes are also
included in the heating and cooling balance of the plasma. The other
mechanism is the conversion of radiative energy into PdV work. This
is referred to as ‘adiabatic reprocessing’ by Roth & Kasen (2018),
although we prefer to describe it as ‘bulk scatter reprocessing.’
Both terms refer to the redshifting of the SED as photons undergo
successive electron scatterings in a diverging, optically thick outflow
(see e.g. Titarchuk & Shrader 2005; Laurent & Titarchuk 2007;
Roth et al. 2016; Roth & Kasen 2018). Bulk scatter reprocessing
depends on the divergence and velocity of the outflow, and is the
effect of the Doppler shift when transforming between the co-moving
frame of the outflow and the observer frame. Generally speaking,
in a diverging flow, where V .v > 0, photons are successively
redshifted each time they scatter in the outflow. In a converging flow
(e.g. inflow) where V - v < 0, the opposite occurs and photons are
blueshifted.

Broadly speaking, D18 find that bulk scatter reprocessing is
important throughout the entire outflow of their TDE simulations,
as photons are trapped by the high optical depths along virtually
all directions. Along the mid-plane, densities are higher and ion-
ization states are lower, so the dominant reprocessing mechanism
for equatorial (edge-on) sightlines is reprocessing from atomic
processes. Photons in this region are absorbed by, for example, the
photoionization of H and He. This absorbed energy is re-emitted at
longer wavelengths via recombination, free—free and/or line emission
(Roth et al. 2016; Dai et al. 2018; Roth & Kasen 2018). The thermal
state of electrons and Compton scattering also modify the spectrum,
by up- and down-scattering photons.

3 RESULTS

3.1 Physical properties

A selection of physical properties of our simulation is shown in Fig.
2. However, not represented in the figure is the convergence of the
outflow. Approximately 70 per cent of the cells are fully converged,
with the remaining struggling to converge in one of the criteria.
The cells struggling to converge are located at the outer edge of
the outflow, where the density is low and photon statistics are poorer.
Due to the low density and high ionization state, these cells contribute
very little to the generated spectra.

The electron temperature of the outflow is shown in the top left
panel. It is the largest at the launching point of the outflow, reach-
ing temperatures of log,,(7,) 2 5.4 K. The electron and radiation
temperature (middle left) are roughly equal here. As the radius
increases, both the electron and radiation temperature decrease.
At polar and equatorial angles at log,,(r/r,) ~ 3.3, the electron
temperature suddenly drops to log,,(7,) ~ 4.4. This cooler material
is a result of line cooling by collisional excitation, producing a
family of EUV emission lines. Line cooling is able to dominate
in these regions because the radiation field has become sufficiently
soft, and the ionization state sufficiently low. Under these conditions,
bound-bound transitions can provide an efficient emission, and hence
cooling, mechanism.

The H density (top right) tracks the matter density. The most dense
region corresponds to the accretion disc region along the mid-plane.
At the inner boundary, the H density reaches log,,(ng) ~ 13 cm™>
and decreases to log,,(ng) ~ 12 cm™ by log,o(r/ry) ~ 2.7 before
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Figure 2. Colour plots for a selection of physical parameters from the output of the 2.5D radiative transfer simulation, constrained to 5° < 6§ < 88°. The grey
lines correspond to sightlines, which are labelled in the legend in the top left panel. The markers for the i = 14° and i = 77° sightlines correspond to the radial
sample points in Fig. 9. All quantities are calculated from our radiative transfer simulation, other than the H density, which was calculated in D18’s GRRMHD
simulation. Top left: electron temperature. Top right: H density. Middle left: radiation temperature. Middle right: ionization parameter. Bottom left: H I ion
fraction. Bottom right: He 11 ion fraction.

dropping further past log,,(r/r,) ~ 2.7. For intermediate regions, and is typically an order of magnitude, or two, less dense than along
the density is not as large and is roughly log,,(ng) ~ 11 cm™ in intermediate inclinations.

the inner region, decreasing to log;o(ng) ~ 7 cm™ by the outer Throughout most of the wind, H and He are almost entirely ionized.
boundary. Along polar directions (i < 10°), the gas is more dilute The edge of the disc atmosphere, which has been shielded, houses

MNRAS 540, 3069-3085 (2025)
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a small enhanced population of both neutral and singly ionized He
and neutral H (bottom right and bottom left panels, respectively).
This part of the outflow is illuminated by an SED which has been
reprocessed and attenuated, resulting in a lower ionization state. The
level of reprocessing can be traced using the radiation temperature
(middle left panel), which represents the mean photon frequency of
a blackbody radiation field, defined as

_hp
T 3.832kg’

where ¥ is the average photon frequency (in a cell), 4 is Planck’s
constant, and kp Boltzmann’s constant. At the same position where
H and He are in a lower ionization state, the radiation temperature
is lower. This shows that this region is illuminated by a softer
SED, since the average photon frequency is lower. The radiation
temperature is also lower in the cooler regions, suggesting there is a
softer SED here as well. To quantify the ionization state, it is possible
to use the ionization parameter, Uy, where,

4z [ U,
nHC J13.6% hv
7

T, )]

Un = @)
and where v denotes frequency, ny is the number density of H, c is the
speed of light, & is Planck’s constant, and J, is the monochromatic
mean intensity. The ionization parameter measures the ratio of the
number density of H ionizing photons to the number density of
H, making Uy a useful predictor of the global ionization state.
However, Uy has no knowledge of the SED shape, meaning it is
a poor indicator for the ionization state of other ionic species. In
the outflow, the ionization parameter is fairly uniform throughout,
with log,,(Un) ~ 5.5 meaning H is ionized. However, the ionization
parameter is substantially lower in the disc along the mid-plane at
log,o(r/rg) < 2.5. This region is illuminated by a reprocessed SED,
meaning a reduced number of H ionizing photons. However because
log,,(Un) ~ 3, there is actually a very small population of neutral H
as shown in the bottom left panel, where the disc atmosphere has a
larger ion fraction for H I. Along low inclination angles, at the inner
boundary, the ionization parameter is large. This comes from high-
energy photons being able to escape along this path of low optical
depth and ionizing the outflow. However, by log,,(r/r,) ~ 2.7, the
ionization parameter has been moderated via radiative and bulk
scatter reprocessing.

3.2 Optical depth

The continuum optical depth for multiple sightlines is shown in Fig.
3, with (solid lines) and without (dashed lines) electron scattering
included. For the majority of the wavelength range considered, the
scattering optical depth dominates over any other source of opacity,
such as photoionization or free—free absorption. For polar sightlines,
Tes S 10. For higher inclination observers, t.; ~ 50 but this reaches
closer to 7,5 ~ 1000 along the mid-plane. There is also significant
opacity from photoionization of singly ionized He and other metals
such as O and C at short wavelengths. This suggests that, close to
the mid-plane, atomic reprocessing (due to photoabsorption) will be
efficient for high-energy photons.

Even though the scattering optical depth dominates throughout
most of the outflow, by removing its contribution to the opacity it is
revealed that there still is significant opacity from photoionization.
Close to the mid-plane, photoionization of the H Lyman and Balmer
edges, as well as He I are large with T ~ 10 but are not as important
than, for example, He 11 or C v when it comes to reprocessing the
emission.
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Figure 3. The continuum optical depth, integrated from emission to escape,
as a function of frequency for various sightlines with electron scattering
included (solid lines) and without electron scattering (dashed lines). Along
the base of the wind, there is significant opacity due to the photoionization
of He 11, O vI, and O VIL.

Several electron scattering ‘photospheres’ (strictly speaking, con-
stant optical depth surfaces) are shown in Fig. 4, for radially
integrated inward optical depths of 7, =1, 5, 10, 50, and 100.
The 7. = 1 photosphere is located at log,,(r/r,) ~ 3, but moves in
closer to the central source for low inclinations close to the polar
jet region. For larger values of 7., the surfaces are located nearly
entirely within the accretion disc atmosphere, with 7., = 50 almost
tracing out this boundary. Along lower inclination angles (8 < 15°),
the surfaces are located further in, suggesting that photons travelling
along these sightlines travel more freely and will be reprocessed less
by the outflow. This should mean that polar observers are far more
likely to see bare un-reprocessed SED emission. However, there is
nothing to stop reprocessed photons from other parts of the outflow
from escaping along these lower optical depth inclinations.

3.3 Synthetic spectra

In Fig. 5, we show synthetic spectra generated along four sightlines
(labelled in each panel), compared to the input SED. The synthetic
spectra take the shape of a modified version of the input spectrum,
that is to say that they take the form of a reprocessed (multicolour)
blackbody redshifted to longer wavelengths, with an enhanced
optical continuum relative to the input. This trend exists for all
four sightlines; however, the amount of and dominant mechanism
of reprocessing, which is reflected in the details of the spectra,
changes with inclination. The luminosity escaping is roughly an order
of magnitude lower than what is injected into the outflow: whilst
Lgg = 12Lgqq Wwas injected, only L ~ 2Lggq escapes. Most of the
luminosity is lost due to photons back-scattering into the absorbing
inner boundary, which are removed from the simulation. Whilst this is
far fromideal, we are not attempting to model the radiation source and
are using, instead, an idealized single-temperature blackbody. The
aim of our work is to correctly model the matter and radiation field at
radii larger than the inner boundary. Our approach here is consistent
with the radiation field in the original GRMMHD snapshot, which
has a low radiative efficiency, and is also consistent with D18 and
T22.
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Figure 4. Colour plots showing the mass density (left) and electron temperature (right) of the outflow and solid lines showing the outline of multiple electron
scattering optical depth surfaces for values of s labelled in the legend. The grey lines in each panel correspond to sightlines, which are labelled in the legend
in the left panel. The markers for the i = 14° and i = 77°sightlines correspond to the radial sample points in Fig. 9. The outflow is optically thick to electron
scattering (Tes > 1) out to a radius of 1000 r, with the highest electron scattering in the disc atmosphere which is traced by the 75 = 50 surface.
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Figure 5. Rest-frame synthetic spectra for four sightlines. Each panel shows a different inclination spectrum, which has been labelled in the top left, as well as

the input SED shown by a dashed black line. The spectra have been smoothed. Each spectrum has been reprocessed, resulting in the emergent spectra taken the
form of a stretched and redshifted blackbody SED, with an enhanced optical continua.

Ignoring the details of the spectra, the trend of the optical-to-X- to the input. However, even in this case, bulk scatter reprocessing
ray (OXR) emission increasing with inclination found by D18 is also has increased the spread of photon energies, which has stretched the
found in our synthetic spectra. The lowest inclination (i.e. closest to spectrum across a wider wavelength range. There is also a high energy
face-on) spectrum appears the least reprocessed and is most similar ‘shoulder’ in the lowest inclination spectrum, created by photons
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scattering in regions where the velocity field is inflowing. Whilst the
amount of atomic reprocessing is low in the outflow when looking at
low inclination angles, there is still an enhanced optical continuum.
This is both a result of bulk scatter reprocessing shifting the spectrum,
and also a consequence of atomically reprocessed photons coming
from the optically thick parts of the wind. These photons escape, and
are beamed, along sightlines of low optical depth, something which
cannot happen in a 1D geometry. So whilst a low inclination observer
is more likely to see bare SED emission, they also see reprocessed
photons which are beamed along columns of low optical depth. This
multi-D transport effect results in the optical continuum being fairly
insensitive to inclination (this is shown clearer later in Fig. 6), as
reprocessed photons escape in all directions, no matter where they
come from.

The highest inclination spectra, which look info the optically thick
region of the outflow, show signatures of photons being reprocessed
by atomic interactions. The high-energy tail of the spectra is sig-
nificantly absorbed, primarily from photoionization. Photons which
push and scatter their way along the mid-plane of the outflow become
trapped by the high optical depth (see Fig. 4), so are reprocessed
multiple times. Along these high inclination sightlines, the proportion
of X-ray photons contributing to the observer spectrum is small, as
most of the energy escapes at EUV and longer wavelengths.

The spectra also contain strong EUV emission and absorption
features, particularly at the two lowest inclinations. These lines and
the EUV continuum are difficult to observe, as EUV photons are eas-
ily extinguished by interstellar absorption in the host galaxy and/or
the Milky Way. The fact that a large amount of the (reprocessed)
emission is in the EUV could help solve the TDE missing energy
problem and merits further investigation (e.g. Piran et al. 2015; Lu &
Kumar 2018; Thomsen et al. 2022).

4 DISCUSSION

4.1 The optical-to-X-ray ratio as a function of inclination

In the D18 unified model, the OXR ratio increases with inclination.
This led to their proposal that X-ray bright TDEs correspond to
systems observed at low (polar) inclinations, where X-ray emission
escape along an optically thin funnel region. Optically bright TDEs,
on the other hand, correspond to systems which are observed at high
inclinations along the mid-plane, where the SED/X-ray emission
has been reprocessed by the optically thick outflow resulting in
an optically enhanced spectrum. This result is also found by T22,
who, expanding on the original results of D18, conduct three new
GRRMHD and MCRT post-processing simulations for different
Eddington accretion ratios. They find that the inclination of an
observer is the main parameter influencing the OXR ratio.

Fig. 6 shows synthetic spectra generated for five sightlines for our
simulations, as well as two coloured regions representing the X-ray
and optical bands. To quantify the inclination dependence of the
OXR ratio, we have defined two X-ray bands. The first band includes
photons with energies of 0.2-10 keV, and the second band includes
photons with energies of 0.1-10 keV. We include two X-ray bands
as the OXR is very sensitive to the band definition, as well as the
frequency distribution of the input SED. We define the optical band
as the wavelength region between 1700 and 6500 A.

Fig. 6 shows that the short wavelength emission decreases as
inclination increases, with almost no emission coming from the
X-ray band where i 2 56°. Interesting to note is how the optical
emission is fairly insensitive to inclination. This is an effect of multi-
D photon transport, as reprocessed photons from the mid-plane of
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Figure 6. Rest frame synthetic spectra for five sightlines (labelled in the
legend). The input SED is shown in black. Shown by the shaded areas on the
left and right of the figure are the X-ray and optical bands, respectively. The
X-ray band has been defined to include photons with energies 0.2 keV and
above, and the optical waveband is defined between 1700 and 6500 A. The
OXR ratio increases with inclination angle. At high inclinations, observers
see a bright optical spectrum with little accompanying X-ray emission. This
result is consistent with the unified model proposed by D18.

outflow are able to escape along sightlines of low optical depth. In
the low inclination spectra, where i 2 14°, there is increased X-ray
emission especially when looking directly into the funnel region. This
is from photons which scatter in the inflowing regions of the flow
and are blueshifted, which then escape through the (jet evacuated)
optically thin funnel region without being reprocessed. In Fig. 7,
we show the values of the OXR ratio as a function of inclination
for two simulations (the ‘reduced’ simulation will be discussed in
more detail in Section 4.4) and two X-ray band definitions. This
shows, clearer, that the spectra become optically dominated as the
inclination increases.

Both Figs 6 and 7 suggest that our 2D results are qualitatively
consistent with the trend identified by D18. However, there are
some caveats. When we calculated the OXR using X-ray band 1
(0.2-10 keV) there is no inclination where the X-ray luminosity is
significantly greater than the optical. We find a ratio of roughly
unity at the lowest inclination in Fig. 7, where as D18’s Bin 4
(corresponding to 14° in our 2D simulations) has an OXR of 0.003
(see Fig. 8 below). However, there are inclinations when we use X-
ray band 2 (0.1-10 keV) where the X-ray emission dominates with
an OXR of ~ 0.1 for the 14° measurement.

In Fig. 8, we directly compare the OXRs for both of our 2.5D
simulations with those obtained from D18’s quasi-1D calculations.
Before discussing this comparison, it is important to note that the
input SED in our 2.5D simulations is characterized by different
BB temperature (Tgg = 2 X 10° K; see Section 2.4) than that in
D18 (Tgg = 2 x 10° K). This difference affects the predicted OXRs,
since these two input SEDs produce very different amounts of X-ray
emission. In Section 4.3, we directly compare our 2.5D simulations
to a set of quasi-1D models that use the same input SED (i.e.
Tgs = 2 x 10° K). The resulting spectra are shown in Fig. 11, and
these quasi-1D models do not produce any X-ray emission.

Returning to Fig. 8, we see that there is a larger variation in the
OXR - and a much stronger dependence of the OXR on inclination
— in the 1D simulations compared to the 2.5D simulations. Even
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Figure 7. The integrated OXR luminosity ratios as a function of inclination
angle. The X-ray band has been defined in two ways: one band includes
photons with energies 0.2 keV and above, and another includes photons with
energies 0.1 keV and above. The optical wavelength is defined between 1700
and 6500 A. Two sets of results are shown: ‘Full’ refers to the simulation
shown in Fig. 6 and ‘reduced’ refers to a simulation with only H, He, and O
(this is discussed in more detail in Section 4.4). The UV/optical luminosity
of the spectra increases with inclination, whilst the high-energy luminosity
decreases. The ratio depends sensitively on how the bands are defined, as
well as the input SED.
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Figure 8. The integrated OXR luminosity ratios as a function of inclination
angle for D18’s quasi-1D and our 2D simulations. The X-ray band has been
defined to include photons with energies 0.2—-10 keV. The optical band is
defined between 1700 and 6500 A. The OXR depends much more strongly
on inclination in the quasi-1D simulation, whereas the 2D results are not as
sensitive.

allowing for the differences in the input SEDs, this suggests that
inclination alone may not be enough to explain the wide range of
variation in observed TDE OXRs (see e.g. Saxton et al. 2021; Guolo
et al. 2024). In particular, Guolo et al. (2024) show that there is a
variation in the OXRs at early times ranging from ~ 1072 to 103,
which is the epoch represented by D18’s GRRMHD simulation,
and consequently our post-processing too. This range of OXR is
not seen in our simulations — which only probes the inclination
dependence of the OXR — as the smallest OXR is ~ 1. There are
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no inclinations where X-ray emission dominates. The OXR range is
also significantly smaller in the 2.5D ‘reduced’ simulation, where
we have included only three atomic species.

Simulations by T22 have been used to propose a quasi-1D
dynamical unification model. In their simulations, they found that
whilst inclination is the primary parameter which influences the
OXR, the OXR also correlates with the accretion rate, and therefore
the mass-loss rate of the wind. In particular, they found that the OXR
decreases as the accretion rate on to the central engine declines.
Therefore TDEs can evolve from being optically to X-ray dominated,
as the amount of obscuring/reprocessing material decreases. Our
simulations support the idea that other variables are needed to explain
the large dynamic range of observed OXRs.

It is important to keep in mind that we have only post-processed
a single time-independent snapshot at a fixed Eddington ratio for
a restricted range of inclinations. It could be that for this 2.5D
simulation we would only observe an X-ray dominated spectrum
for extreme polar angles. Moreover, the variation of TDE OXRs also
suggests that there could be a wide range of reprocessing rates in
TDE outflows (Saxton et al. 2021), which would not be captured in
a single time-independent snapshot. Another important limitation is
the use of single temperature blackbody to model the SED of the
central engine. As noted above, this input SED will certainly impact
the measured OXR. All that said, our results do confirm that multi-
D photon transport impacts the OXR, since reprocessed photons
can escape along paths of low optical depth. These photons then
contribute to the UV/optical emission seen at low inclinations.

4.2 Reprocessing by the outflow

Reprocessing is a core component of the D18 unified model of
TDEs and for follow-up simulations by T22. It also is a core part
of radiative transfer simulations carried out by Roth et al. (2016)
and Parkinson et al. (2022), which model the optical continuum
and emission lines found in TDEs. Reprocessing is also important
in our simulations, although it is more complex. Fundamentally,
reprocessing via bulk scattering will tend to smoothly broaden
and shift the SED, while atomic reprocessing will introduce more
complex features (e.g. photo-ionization edges, line blanketing, and
individual strong emission/absorption lines).

To visualize how the SED is reprocessed, we show in Fig. 9
the local SED along two sightlines, a characteristic low and high
inclination, at multiple radial positions. The exact location of these
cells is also indicated in Fig. 2. In general, the SEDs become weaker
and softer as the radius increases, due to the radiation field becoming
more and more dilute and reprocessed. In interpreting these SEDs, it
should be kept in mind that, in 2-D, the radiation field in any given
cell can contain significant contributions from cells that do not lie
along the line of sight to the central source.

The left panel of Fig. 9 shows the evolution of the local SED along
a low-inclination sightline. The SEDs of the cells located within
log,(r/rg) < 3 exhibit mainly atomic reprocessing. Due to the low
densities in these regions, bulk scatter reprocessing is less important.
More specifically, the low electron scattering optical depth between
the origin and these cells (relative to higher inclinations, see Fig. 4)
means that photons emerging here will have typically undergone far
fewer scattering events (in the optically thick limit, Ny, o 72) for
both spherical and slab-like geometries (e.g. Seon et al. 2023)). On
the other hand, the electron temperatures and ionization states in these
cells are low enough for metals to retain some of their electrons, so
the optical depths associated with several photoionization edges are
sufficient for atomic reprocessing to play arole. Fig. 3 shows that even
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Figure 9. Rest-frame synthetic spectra generated for various grid cells at different logarithmic gravitational radii (labelled with markers in Fig. 2) along the
two sightlines indicated in the top right corner of each panel. Each solid coloured SED represents the SED of a grid cell at that given radius and inclination.
The input SED is shown by the black dashed lined. In general, the SEDs become weaker, broader, and softer as the radius increases due to the radiation field

becoming more dilute and reprocessed.

along these lower density sightlines, the continuum opacity for X-
ray and EUV photons is large, with T = 100. The cumulative effects
of bulk scatter reprocessing do become more apparent as we move
towards larger radii along this sightline (log,,(r /r,) > 3), since here
the velocities are largest (Fig. 1). These cells do exhibit a broadening
of the SED together with a clear shift to longer wavelengths.

The evolution of the local SED along a high-inclination sight line
is shown in the right panel of Fig. 9. The SEDs of the cells located
within log,,(r/r,) < 3 are affected little by atomic reprocessing,
but are strongly affected by bulk scatter reprocessing. This leads
to strong bulk scatter reprocessing, as is evident from the clear
shift of these SEDs to the red, coupled with the absence of strong
photoionization edges or emission/absorption lines characteristic of
atomic reprocessing. This behaviour is caused by the rapid rise in the
electron scattering optical depth along this sightline, with 7., 2 10
at log,o(r/ry) ~ 2.9 and v 2 100 at log,,(r/r,) ~ 2.4. There is a
strong change in the shape of the SED between log,,(r/r,) = 2.9
and log,,(r/r,) = 3.1. The latter is strongly attenuated relative to
the former, with clear atomic reprocessing features (photoionization
edges and emission lines). This transition in the SED shape is
due to the sightline passing through a dense, cool, and relatively
low-ionization zone around log,,(r/r,) >~ 3; see Fig. 2 and the
continuum optical depths for this sightline in Fig. 3. For example,
this region has by far the highest He 11 ionization fraction across the
entire computational domain, which explains the appearance of the
corresponding photoionization edge and absorption near 54 eV in
the SED.

In broad terms, the reprocessing in our 2.5D simulation is similar to
the reprocessing in the quasi-1D picture presented by D18 and T22.
Although the non-spherical outflow structure and multi-D photon
transport have made the reprocessing picture far more complicated.
One such complication is how reprocessed photons are able to —
and do — travel and escape along any sightline. Photons can do
this as they are not forced to scatter through an optically thick
barrier as they are in spherical geometries. Instead, they either scatter
around the obstacle or travel in a completely opposite direction with
lower opacity. Whilst there are still distinct regions where different
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reprocessing mechanisms dominate, those reprocessed photons can
be anywhere in the outflow and contribute to the local SED of each
cell. This means that reprocessed photons in the quasi-1D framework,
which could only contribute to the escaping radiation in one bin, now
contribute to each spectrum in our simulation. This is demonstrated
by how the optical continuum is fairly insensitive to inclination; refer
again to Fig. 6. Optical photons generated by atomic reprocessing,
for example, escape along the mid-plane and also polar inclinations,
which is not possible in D18’s 1D setup.

4.3 How important is multi-D radiative transfer?

The purpose of this work is to extend previous 1D post-processing
simulations by D18 and T22 into 2.5D, exploring how multi-D
photon transport, in a non-spherical outflow, affects the inclination
dependence of reprocessing by the outflow and the OXR. So, just
how important is multi-D radiative transfer and how limiting is a
spherical symmetry? To explore this question, we simulate with
SIROCCO the four O-binned spherical simulations by D18, with
some modifications. We compare the emergent spectra from these
spherical simulations with those generated from our 2.5D simulation.
To ensure a more meaningful comparison, we adjust the original setup
by D18, including modifications to the inner and outer boundaries
and the input SED to align with the parameters of our 2.5D
simulation. D18 uses an input SED characterized by a blackbody
of temperature of Tgg = 10° K with a luminosity set such that the
escaping luminosity is & 2Lg4q. In our 2.5D simulation, the input
SED is characterized by a blackbody of temperature Tgg = 2 x 10°
K (which is the radiation temperature at our selected inner boundary
of the GRRMHD simulation) with a luminosity Lgg >~ 12 Lggqg. In
both setups, we include only H, He, and O to simplify the comparison.
We discuss the implications of different atomic abundances later in
Section 4.4. In Appendix A, we include a detailed description on how
the computational grids for the spherical simulations are constructed.
We also include a direct comparison between SIROCCO and D18 using
their original parameters; e.g. the original input SED and inner/outer
boundaries.
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Figure 10. Rest-frame synthetic spectra of the 2.5D simulation and a spectra of a comparable 1D simulation using the same bins as D18, but with a modified
input SED and outer boundary. Both the 1D and 2.5D simulations include only H, He, and O and have the same input SED. The 2.5D spectra are picked to be
the respective mid-point inclination angles for the opening angles of each 1D simulation by D18. Shown by a black dashed line is the input SED. The emergent
spectra in 1D and 2.5D are broadly similar, appearing as reprocessed blackbodies which have been stretched and redshifted to longer wavelengths. However,
the spectrum is reprocessed far more in 1D due to the lower ionization state and lack of multi-D photon transport, which does not allow photons to escape along

sightlines of lower optical depth and avoid repeated reprocessing.

A comparison between the synthetic spectra obtained for the
1D and 2D simulations is shown in Fig. 10, including the input
SED. Note that our new 1D simulations produce different spectra
compared to the original D18 simulations. They are not as smooth
and include line features not present in D18. This is due to the
changes of the inner/outer boundary and input SED. Most notably
the larger outer radius adds in additional (reprocessing) material
not present in the D18 simulations. Ignoring the details of the
spectra in Fig. 10, there is a similar qualitative reprocessing picture
between the two geometries. The spectra takes on the form of
reprocessed blackbodies; discussed earlier in Section 3.3. The top left
panel, showing the equatorial spectra, includes evidence of atomic
reprocessing due the strong absorption of the SED and the absorption
edges present. The bottom right panel, by contrast, represents a
regime dominated by bulk scatter reprocessing, evident from the
SED shift to longer wavelengths due to repeated scattering, with
significantly fewer absorption and line features, particularly in 1D.

This is where the similarity between the two geometries ends.
In each panel of Fig. 10, the details of the 1D and 2D spectra
are very different, with more and stronger atomic features in 1D.
These differences arise from the contrasting geometries and radiation
fields, which influence the thermal and ionization states of the

outflows, as well as photon propagation and reprocessing, ultimately
shaping the final converged states. In all panels, the input SED is
reprocessed much more in the spherical simulations. Not only are
the spectra shifted further towards longer wavelengths via bulk scatter
reprocessing, there are also strong absorption and emission lines as
well as absorption edges which are not in the 2.5D spectra. The 1D
spectra also do not have a high-energy tail as in the high-inclination
spectra in the 2.5D simulation, as it has been absorbed via atomic
reprocessing.

To show the difference in reprocessing between the geometries,
in Fig. 11 we show a comparison of the local SED, for four grid
cells, for the Bin 4 simulation and the 14° sightline of the 2.5D
simulation (bottom right panel). This figure shows that SED is being
modified more by the spherical outflow. In each grid cell, the SED in
the spherical simulations are weaker and peak at lower frequencies.
They also exhibit edges from photoionization edges, and the high-
energy part of the SEDs is significantly more absorbed. There is also
a stronger optical continuum in the furthest-out spectra in the bottom
right panel.

Whilst these differences are, in part, a symptom of the different
ionization and thermal states, the fact that photons can easily become
trapped in spherical geometries when the scattering optical depth in
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Figure 11. Rest-frame synthetic spectra generated for multiple grid cells for a 1D and 2.5D model along a 14° sight line, corresponding to the spectra in the
lower right panel of Fig. 10. The radius of the grid cells is labelled in the top left of each panel. The input SED is reprocessed more in 1D, evidenced by the
atomic features in the 1D spectra and short wavelength absorption which is not present in the 2D results.

moderate to high is also incredibly important.* In a non-spherical
outflow, like our 2.5D simulation, photons can — and preferentially
do —travel around high optical depth, so photon trapping is much less
efficient than in a non-spherical geometry. In spherical geometries,
there is simply no way around an optically thick barrier, so photons
have to push through and can become trapped. When a photon
becomes trapped, it is reprocessed again and again, and it interacts
with the outflow. In our spherical simulations, the scattering optical
depths are high, causing photons to interact with the outflow multiple
times. This means more bulk scatter reprocessing shifting the SEDs
to longer wavelengths and more absorption of high-energy photons
by the dense regions. The spectrum for the spherical simulation
in the top left panel of Fig. 10, in particular, is most affected by
photon trapping, resulting in a heavily reprocessed spectrum. The
spherical simulation has a lower scattering (and continuum) optical
depth than the equivalent sightline in the 2.5D simulation, but because
photons have to push through the optical thick barrier, they scatter
more and are more likely to be absorbed (and re-emitted at longer
wavelengths).

In the spherical simulations, the bolometric luminosity is roughly
similar across all the synthetic spectra. But there is a dependence of
the bolometric luminosity on inclination in the 2.5D simulation, with

“4Photon trapping also contributes to shaping the radiation field, which in turn
influences the ionization state.
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the luminosity decreasing with inclination: the luminosity is brightest
when looking at polar inclinations. This is another side effect of
multi-D photon transport in a non-spherical outflow and is caused
by photons preferentially travelling along sightlines of low optical
depth, which results in a beaming effect along polar directions, e.g.
Figs 3 and 4 show there is less optical depth along low inclinations.

Overall, these two side effects suggest that multi-D photon
transport through a non-spherical outflow matters. Not only does
it matter in terms of the derailed reprocessing picture, but it
also introduces a new inclination dependence on the bolometric
luminosity. Whilst quasi-spherical models can, and do, produce an
inclination-dependent unified model for optical and X-ray TDEs, it’s
clear from our results that detailed modelling in the future requires
multi-D photon transport in non-spherical outflows.

4.4 How important are the adopted abundances?

The radiative transfer by D18 considered the opacity and ionization
from only H, He, and O. In our simulation we have included
more metals, increasing the number of routes for photons to be
radiatively reprocessed. To explore how important the adopted
atomic abundances are, we create synthetic spectra for a modified
simulation where we include only H, He, and O. We refer to this
as the reduced simulation, whereas the original is known as the fu/!
simulation.
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Figure 12. Rest-frame synthetic spectra for a simulation using the atomic data outlined in 2.2 and a reduced atomic data set containing only H, He, and O.
Shown by a black dashed line is the input SED. The broad qualitative reprocessing picture is the same between the atomic data sets. However, the inclusion of

additional metal opacity results in numerous EUV emission and absorption lines.

Synthetic spectra of the two simulations are shown in Fig. 12
for four sightlines. Broadly speaking, the reprocessing picture is
the same between the atomic data sets. Both simulations produce
qualitatively similar reprocessed SEDs, sensitive to the inclination
of the observer, and are therefore consistent with the D18 unified
model — this is also shown in Fig. 7. But there are a number of
detailed differences to consider. The first is that the inclusion of
more metals results in a family of EUV emission and absorption lines,
which are missing in the reduced simulation. The additional metal
opacity in the full simulation also results in increased absorption
and reprocessing of high-energy photons. Fig. 7 also shows this,
with the full simulation producing orders of magnitude larger OXRs
for the 0.2-10 keV band for i > 14°, resulting in a larger dynamic
range of OXRs. In the low inclination spectra for both simulations,
there are high-energy tails produced by scattering with high-velocity
electrons. This is absorbed in the full simulation, but it is not the case
in the reduced abundance simulation. At wavelengths longer than
1000 A, the inclusion of the additional metals in the full abundance
simulation has little impact on the spectra. This is because the metals
do not provide significant (continuum) opacity to photons in this
wavelength range (refer back to Fig. 3).

Future detailed modelling to compare theory to observation there-
fore requires, according to the results here, as detailed as possible
ionization and radiative transfer, which also means using realistic
atomic abundances. Differences to the ionization structure, opacity,
and from photon transport all contribute to the detailed structure of

the synthetic spectra generated. Given that we have included all of
the dominant atomic species, we do not expect the spectra to change
by much with more metals. Since the shape of the SEDs between
the two setups is broadly similar, the reduced simulation — which
is easier to interpret — is still useful for the purposes of developing
physical intuition.

4.5 Limitations

Whilst we have been able to relax some approximations and
assumptions made in previous post-processing simulations, there
are still several which remain. The main approximation we have
not been able to relax is the radiation source. The input radiation
field is modelled by including an isotropically emitting central
source, with an SED governed by a single temperature blackbody
distribution. If the emission comes from an accretion disc, then
a single temperature blackbody is a poor approximation for the
shape of the SED and the angular distribution is likely to be rather
anisotropic. Whilst our choice of radiation source is a reasonable first
approximation, a more realistic model of the continuum is required
to obtain quantitative, rather than qualitative, results to compare with
observations. However, the structure, properties, and emissions of
radiation dominated and vertically extended accretion discs are still
an area of on-going research (e.g. Hirose et al. 2009; Jiang et al.
2013; Shen & Matzner 2014).
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We have assumed that the outflow is in radiative near-equilibrium
and in a steady state. However, in a handful of TDEs, such as
AT2018zr (Hung et al. 2019) and AT2019qiz (Hung et al. 2021;
Nicholl et al. 2020), the optical and UV spectra have been observed
at early times to change over time-scales as short as 10-20 d. The
snapshot we have post-processed represents the At =~ 5 d epoch,
when inflow equilibrium of the disc and only a quasi-steady state
has been reached. By post-processing this time-averaged snapshot,
the evolution of the outflow, including its effect on the emergent
light, is completely ignored. An obvious next step would be to post-
process multiple snapshots at different time snapshots/evolutionary
stages, in a vein similar to T22. The outflow is also still limited
to two dimensions (without rotational velocity). Whilst this is an
advancement on the earlier 1D treatments, it is still an incomplete
picture.

Finally, we have neglected general relativistic effects. In SIROCCO,
there is no concept of an event horizon; although it is crudely
approximated by having an absorbing inner boundary. Photons also
travel in straight lines between interactions. Close to the SMBH, the
curved paths of photons could subtly change the value of Monte Carlo
estimators (such as the mean radiation field or heating and cooling
rates) from which the properties of the outflow and its ionization state
are determined by. However, the majority of reprocessing happens
at r /r, ~ 500, where GR effects are less likely to matter, so this is
perhaps a minor concern compared to other approximations in our
work.

5 SUMMARY

The reprocessing of disc emission by an optically thick outflow,
or extended envelope, has been a promising mechanism to explain
the prevalence of optically bright, but X-ray weak, TDEs at early
times. It is, in fact, a core feature of the unified model suggested
by D18, which is based on the quasi-1D framework of post-
processed MCRT simulations, constructed from their 3D GRRMHD
TDE simulation. The primary aim of our work was to explore
to what extent post-processing in a 2.5D framework impacts the
conclusions obtained from the same GRRMHD snapshot. As in
D18, we find that reprocessing by a (2D) outflow can explain the
existence of both X-ray bright and optically bright TDEs, with
inclination as a critical parameter. That said, the inherently multi-
D nature of the outflow significantly affects the radiative transfer,
modifying the emergent spectra and the inclination dependence
of the bolometric luminosity and the OXR. Our main results
are:

(1) The orientation-dependent OXR emission ratio increases with
inclination angle in our 2.5-D simulations, consistent with D18’s
unified model. However, we do not find any inclinations which are
significantly brighter in the X-ray. The OXRs also do not depend as
strongly on the inclination as in D18’s simulations.

(ii) Our 2.5D simulations also show a significantly smaller dy-
namic range of OXRs compared to observed TDE OXRs. We suggest
that inclination alone may not account for the observed variation and
additional variables may be needed to explain the full dynamic range
of observed OXRs.

(iii) Whilst the qualitative reprocessing picture remains similar
to D18’s quasi-1D framework, multi-D radiative transfer through
a non-spherical geometry modifies the details of how emission
is reprocessed. In a non-spherical outflow, photon trapping and
reprocessing are far less efficient. Photons can, and do, preferentially
escape along paths of lower optical depth. This suggests that future
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modelling needs to account for multi-D velocity and ionization
structures, as well as multi-D photon transport.

(iv) While electron scattering dominates the overall opacity (t ~
10 — 100) throughout most of the flow, photoionization processes are
the dominant opacity source in the equatorial region of the outflow,
where it is most dense and least ionized.

(v) Repeated electron scattering broadens the spectral energy
distribution and shifts it redwards towards optical wavelengths, pro-
ducing an emergent spectrum reminiscent of a stretched blackbody.
Photons absorbed in the dense base, due to photoabsorption, are
re-emitted at longer (UV/optical) wavelengths via recombination.

(vi) The weaker dependence of the OXR on inclination is mainly
caused by multi-D photon transport. Photons which are reprocessed
in the equatorial region can escape along polar directions of lower
optical depth, something which is impossible in a spherical outflow.
Therefore optical photons, as well as bare disc emission, reach polar
observers.

To summarize, the 2.5D radiative transfer simulations we have
carried out with SIROCCO produce synthetic spectra which are quali-
tatively consistent with those predicted by the unified model proposed
by D18. They support the idea that reprocessing of disc emission, by
an optically thick outflow, can produce the varied X-ray and optical
emission properties observed in TDEs. However, the spectra and
measured OXRs from our 2.5D simulation are substantially different
to those from D18’s quasi-1D simulations, suggesting that multi-D
radiative transfer will be an important parameter for future studies
and quantitative modelling of TDEs.
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APPENDIX A: A BENCHMARK TEST CASE

Al Setup

To benchmark SIROCCO and our method against D18, we have gener-
ated the same 6-averaged simulations following the method outlined
in D18 who used the MCRT code SEDONA (Kasen, Thomas & Nugent
2006) to generate their spectra. We have created our 1D simulations
from our re-gridded grid described in Section 2.3, where Fig. Al
shows the region of the outflow occupied by each #-averaged 1D
grid. To transform each wedge into a spherical grid, the density and
velocity are squashed into a single point by taking a volume weighted
average in the 0 direction. We set the inner boundary of each grid to
the radial point where inflow equilibrium has broadly been reached,

o
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Figure Al. A colour plot showing the mass density of the model from D18
for the region covering 0° < 6 < 90°, where the mid-plane is located at
0 = 90°. The regions labelled and bounded by the dashed lines are the four
6-averaged models described by D18 in Section 2.2. The grey lines, labelled
in the legend, correspond to sightlines used in our 2D simulation for each bin.
The markers for the i = 14°and i = 77° sightlines correspond to the radial
sample points in Fig. 9.
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Figure A2. Density and velocity profiles, as a function of r, for the 6-
averaged models in this work (solid) and those generated by DI18. The
profiles shown are in excellent agreement. The small discrepancies are due to
differences from remapping the warped unstructured grid on to a structured
grid.

i.e. where the flow has transitioned from inflow to outflow. In some
grid, especially near the mid-plane, the velocity field is complex and
some cells are still in-flowing past the inner boundary. These cells
do not contribute to the volume weighted averages.

The outer boundary of each grid is set to a fixed value of r/r, =
1000. This cutoff was chosen in D18 because there is material beyond
this radius in Bin 1 which was used to create an artificial reservoir to
fuel the accretion processes. Including this material could artificially
affect the reprocessing of photons. For the sake of consistency, this
outer boundary is imposed for all grids. A comparison to the grids
generated for this work and those used in D18 is shown in Fig. A2,
which shows excellent agreement.

Photon packets are injected from the inner boundary, which also
acts as an absorbing inner boundary to remove photons and acts
as a crude approximation for an event horizon; SIROCCO does not
account for any GR effects. The distribution of photons is sampled
from a Tgg = 10° K blackbody, inspired by the radiation temperature

MNRAS 540, 3069-3085 (2025)

Table Al. Parameters describing the binning of the theta averaged simula-
tions from D18. Included in the table are the opening and closing angles 61 and
0>, as well as the inner boundaries in gravitational radii (rg ~ 7.38 x 10" cm)
and the luminosity of the radiation source in units of Eddington luminosity
(Lggg = 6.26 x 10* ergs s™1).

Model 91 92 Fin Lm
©) ©) (re) (LEdd)
Bin 1 67 87 4.36 100
Bin 2 45 67 4.81 48
Bin 3 22 45 5.84 48
Bin 4 5 22 9.49 48

at the inner boundary of the GRRMHD simulation. As in D18, the
luminosity of the central source is set to normalize the escaping
luminosity to & 2Lg4q escaping from from the Bin 1 and Bin 2
simulation. We also only include H, He, and O for the ionization
calculations. The key parameters of our simulations are summarized
in Table Al.

A2 Results

The synthetic spectra generated by SIROCCO are shown in Fig. A3
alongside the spectra generated by D18. For Bins 2, 3 and 4 we find
excellent agreement between SIROCCO and SEDONA. The emergent
spectra take the shape of a stretched blackbody, which has been
redshifted to longer, optical, wavelengths relative to the input SED.
The redshifting, as in D18, is caused by bulk scatter reprocessing,
which reduces the mean photon energy of the photon population
through successive scattering (Titarchuk & Shrader 2005; Laurent &
Titarchuk 2007; Roth & Kasen 2018). Since H and He are almost
completely ionized throughout the SIROCCO outflow, and O exists
mostly in O viI and above (but is completely ionized for r /r, < 100),
there is very little absorption of the radiation.

The agreement between Bin 1 is not as excellent; however, it
is still very good. The difference in this simulation is caused by
differences in how SIROCCO and SEDONA model atomic processes and
balance heating and cooling processes, which has resulted in different
thermal and ionization states. This simulation is far more sensitive to
differences in atomic physics because of the high densities and lower
ionization state. Perhaps the most important numerical difference —
which is likely to be responsible for at least some of the differences
in the predicted spectra — is that SEDONA does not include Compton
heating and cooling in the thermal balance (Roth & Kasen 2015).
At least in Bin 1, Compton heating and cooling is important to the
thermal balance in SIROCCO, which affects the ionization state of the
outflow.

Gz0z 1snbny |z uo Jesn uoydweyinos 1o Ausiaaiun Aq ¥082518/690€/v/0tS/e1oNI8/SeIUW/WOoD dNo-oIWwspeoe//:sdny WoJj papeojumoq



A multidimensional view of a unified model 3085

SEDONA
PYTHON

100.

1071.

AL [erg s71]

1072 J

1073 J

00 100 100 10 10*
Rest-frame wavelength [A]

Figure A3. Peak-normalized synthetic rest-frame spectra generated using a reduced atomic data set for the four 1D #-averaged simulations. The same spectra
presented by D18 created using SEDONA are also included. Additionally, shown as a black dashed line is the input SED. The name of each simulation is labelled
in the top left. There is generally excellent agreement between SIROCCO and SEDONA, with the main differences in the Bin 1 simulation being due to differences
in how atomic and thermal processes are modelled.
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