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Abstract—We present two novel approaches to accelerate the
convergence of a class of Markov decision problems (MDPs)
with stationary state space components, which iterate on reduced
state and action spaces and converge to an optimal policy. The
time aggregation based algorithm (TABA) partitions the state
space into disjoint sets, one for each possible combination of the
non-stationary components, and iterates in the sets. The local
search policy set iteration (LSPSI) algorithm introduces a novel
modified policy evaluation procedure that seamlessly performs
a local search over a very large set of candidate policies, by
sampling a reduced subset of actions at each state’s value function
update. Both approaches, as well as a combination of them, are
validated by means of a mining supply chain application with
a large number of stationary state components and a large set
of feasible actions. The experiments suggest that the proposed
frameworks are very efficient for such a class of problems.

Index Terms—Markov decision processes, Stochastic systems,
Optimization under uncertainty, Supply Chains

I. INTRODUCTION

There are multiple stochastic optimisation frameworks de-
vised for specific problem classes [1]. Sequential decision
problems under uncertainty are particularly relevant, compris-
ing a sequence of decision periods, feasible control actions,
and costs incurred in an uncertain environment [2]-[4]. At
each period and depending on the system’s state, a decision
incurs a cost and triggers a probabilistic transition to another
state, where another decision re-initiates the loop. The aim
is to find an optimal control sequence with respect to a
performance criterion over a typically long horizon. Markov
decision processes [5] are the modelling framework, leading
to dynamic programming (DP) algorithms that find an optimal
policy whilst implicitly considering all possible uncertain
scenarios in the long run [2, 6]. Classical value (VI) and policy
(PD) iteration are arguably the most utilised DP algorithms.

The computational complexity of DP algorithms is a func-
tion of the number of states and control actions [7, 8]. How-
ever, complex problems require increasingly large numbers of
states and actions, effectively rendering moderately complex
problems virtually intractable. Termed curse of dimensionality,
this phenomenon has motivated a large body of literature. To
reduce the computational complexity and accelerate conver-
gence, one can utilise a series of increasingly accurate and
computationally more tractable approximate models [9], apply
sampling techniques to the VI and PI algorithms [10, 11],
optimise the computational performance of specific steps of
the classical algorithms [12] or build a graph starting from an
initial state and, taking advantage of the problem’s topology,
deploy DP only in the visited states [13]. While these tech-
niques do improve performance, the curse of dimensionality
remains an open problem in the literature.

Using approximations is an intuitive and widely utilised
alternative to counter dimensionality. Designed to tackle prob-
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lems with an incomplete knowledge of the transition probabili-
ties, reinforcement learning (RL) algorithms exploit stochastic
approximation concepts [14] to learn the system’s dynamics
whilst searching for the optimal solution [4, 15]. The classical
Q-learning and SARSA algorithms employ temporal difference
learning to update the value of taking an action at some
state, considering the observed rewards and future states [16].
Variations of these algorithms have been combined and amply
utilised [17]. Approximate dynamic programming (ADP) is
another influential approach that uses approximate functions to
estimate state values and near-optimal policies. Proposed in the
early years of the field [18], it has recently attracted attention
in the literature with the approximate value iteration (AVI) and
the least squares policy iteration algorithms [19, 20]. While
successful in some classes of problems, these approaches may
face convergence issues and their effectiveness hinges on the
quality of the proposed approximation scheme.

Reducing the state space’s size by aggregating states [21]—
[24] can mitigate the curse of dimensionality, but simple state
aggregation does not mpreserve the Markov property and
effectively solves an alternative problem [25]. Proposed to find
an equivalent embedded formulation when no control choices
exist for the majority of states, time aggregation reduces the
state space’s size whilst retaining the Markov property [25].
The approach was later extended to general MDPs via a two-
phase algorithm [26, 27]. The first phase keeps a constant
control policy in the bulk of the state space whilst optimising
the performance in a comparatively small subset of states. The
second step applies policy improvement to produce a better
policy for the next iteration of the first phase; the two phases
alternate up to convergence. Despite the performance gains, the
approach is limited by the size of the state space in the policy
improvement step. To circumvent this issue, [28] proposed a
generalised decomposition in multiple subsets of reduced size
to calculate the steady state of a Markov chain. The approach,
however, does not include optimisation.

This paper proposes a combination of two algorithms for
large-scale MDPs. The first is a novel multi-cluster time ag-
gregation algorithm, called time aggregation based algorithm
(TABA). Designed for a class of Markov decision problems
with stationary state components, here called semi stationary
MDPs (SSMDP), TABA uses time aggregation to divide the
state space into multiple subsets and utilises properties of
the stationary components to accelerate convergence. One of
TABA’s novel contributions is that it uses the properties of SS-
MDPs to seamlessly derive a multi-subset partition of the state
space that can be solved directly, in a single stage, without the
need to alternate policy evaluation and improvement steps as
in [26]. TABA extends the multi-subset partitioning approach
in [28] by introducing optimisation. Unlike state aggregation
approaches, TABA maintains the Markov property.

The second algorithm is called local search policy set
iteration (LSPSI), and its novel contribution is a powerful local
search step within a policy iteration framework. Inspired by
policy set iteration (PSI) [10], which samples a number (V)
of policies per iteration, LSPI optimises over an exponential
number of candidate policies in one iteration by sampling a
fixed proportion of the action space in each state. If n actions
are sampled per state in the state space .5, the local search will
cover n!®! feasible policies, thereby accelerating convergence.



Finally, as TABA and LSPSI act on different aspects of
the curse of dimensionality - the size of the state space and
the size of the action space - we propose a novel combined
algorithm termed (TABA+LSPSI). To validate the approach,
we explore an interesting and complex mining supply chain
problem. The field has evolved from classical open pit mine
design and optimisation [29]-[31] to approaches that analyse
the full operation across the entire mining supply chain [32]-
[34]. Specifically, the case study explores the novel applica-
tion of an MDP formulation to the whole logistics network,
from mine to client, involving complex configurations of the
state and action spaces, as well as uncertainties spread over
the supply chain. The numerical experiments illustrate the
strengths of the proposed algorithms. Both TABA and LSPSI
significantly reduce the convergence time with respect to value
and policy iteration; they are also considerably faster than
policy set iteration (PSI). Finally, the combination of TABA
and LSPSI produces the best results over all experiments.
Indeed, (TABA+LSPSI) converges in a matter of seconds in
all experiments and the performance is relatively insensitive
to increasing discount factors.

The remainder of this work is organised as follows. Section
II introduces Markov decision processes and the optimality
conditions. Section III defines semi-stationary Markov deci-
sion processes (SSMDP), introduces the proposed algorithms,
and discusses their convergence. Section IV utilises a mining
supply chain problem to validate the algorithms and compare
their results to value iteration, policy iteration and policy set
iteration [10]. Finally, Section V concludes the paper.

II. MATHEMATICAL MODEL

Consider a discrete-time dynamic system with time index
t > 0 and discrete, finite state space S. At each period t > 0,
the decision-maker observes the environment’s state s; = s €
S and selects an action a; = a from the discrete, finite set A(s)
of possible actions in s. The action space A = |J,.q A(s) is
the set of all available actions. The system then experiences
a probabilistic transition to some state s;11 = s’ € S, which
happens with probability p(s’|s,a). Since p : S x A x S —
[0,1] is an indexed transition probability function, it follows
thatz s'|s,a) =1, Va € A(s).

s'eS

At each step, the decision maker observes the state s
and selects an action a € A(s), whereupon the system
incurs a reward 7(s,a) determined by the reward function
r: Sx A — Ry, bounded from below and above. To select an
action, the decision maker uses a decision rule d; at t > 0. This
paper considers the class of stationary control policies 11 that
comprises policies 7 = {d, d, ...} and m(s) = 7(s) = d(s),
which prescribe the same decision rule y = d, vt 0.
Starting from state so = s, the long-term reward of pohcy

m e Il is:
+oo
- {Z Nor(sg, m(s¢))]s0 = s} ,Vs € S,
t=0

where 0 < A < 1 is a discount factor, used to convert
future rewards into net present value [35]. Henceforth, we will
replace s; and s;11 by s and ', respectively. This is to avoid
confusion with s;, where j will indicate the dimension, which
will be used in §ect10n 111

The decision maker seeks a policy * € II that maximises
the long-term reward from each state s € .S and yields

Vis)=V™ (s) = max V7™(s),¥s € S. (D
e
The existence of a policy satisfying (1) is guaranteed as the

rewards are bounded and do not vary in time, the state (5)
and action (A) spaces are discrete and finite, and the indexed

transition probabilities (p(s’|s,a)) are stationary, i.e., do not
vary over time [2, 3].

A. Optimality equations

To solve (1) we need the value function V* :
Classical results [2, 3] yield that:

S — R

V*(s) = max |:r )+ A Z s'|s, m(s)V(sH|, ()
s’esS
where:
7w (s) = arg max [r s,7(8)) + A Z s'|s, m(s)V* (). 3)

e
s'eS
Value iteration (VI) is arguably the most utilised procedure
to find the common solution of (1) and (2). It iterates on the
space of real-valued functions V : § — R, starting from Vj €
V. It uses following value function update:
i) |

A
aréljh()i){ s,a)+ Z
)

s'es

Under the same conditions that ensure the existence of
a solution to (1), see Section II, value iteration converges
linearly and monotonically V* [2, 3], with convergence rate
A. Like policy iteration [2, 3], it is very efficient, but rendered
intractable for moderate problem dimensions due to the curse
of dimensionality [19].

In the next section, we will introduce two new algorithms to
mitigate this effect for a class of MDPs with partly stationary
exogenous uncertainty. They use time aggregation [25, 26] and
policy set manipulation [10] to exploit the problem structure
and accelerate convergence, and can be applied to real-world
problems such as iron-ore logistics networks, see Section IV.

Visa(s) = TVi(s) =

III. TIME-AGGREGATION AND POLICY SET MANIPULATION
BASED APPROACHES TO LARGE-SCALE MDPs

Consider an MDP wherein each state s € S is multi-
dimensional (belongs to R7), with s;, j € {1,..., I} de-
noting the state’s value in dimension j, and 1 < I < oo
corresponding to the number of dimensions. Assume that
K < I dimensions follow a traditional MDP, in which the state
transition depends on the state-action pair. The other I — K
dimensions evolve according to a stationary stochastic process
that is not influenced by the system’s state or the control policy.
Without loss of generality, we can simply relabel dimensions
appropriately if necessary, so that these are the last I — K
components of the state. This gives rise to Assumption 1.

Assumption 1: Let S = S, x S,,, where S, is the space of
the first X' components of the state and .S,, corresponds to the
remaining components. Assume that

p(s'|s,a) = p(sy,...,sk|s,a)P(E = (Sxi1,---,87)), (5

where £ is a random variable with sample space S,,.
Assumption 1 is typical in some real-world problems. It
holds, for example, in inventory management problems for
complex supply chains. The first K components correspond to
storage levels, which depend on previous states and actions.
On the other hand, contracted demand volumes and market
prices change every period according to a prescribed prob-
ability distribution that does not depend on previous states
and actions. Hence, they can be modelled as the last I — K
elements. Typically, their realization needs to be known before
making a new decision, therefore they must be included in the
system’s state. Another area where Assumption 1 is frequently
applied is wireless communication. The transition probabilities
depend only on the previously known error probabilities, and



are independent of the state (age-transmission) and the action
(re-transmission or generation) [36, 37].

Definition 1: A semi-stationary Markov decision process
(SSMDP) is an MDP for which Assumption 1 holds.

We will now introduce novel time-aggregation-based algo-
rithms that are especially efficient for SSMDPs.

A. Time-aggregation-based algorithm (TABA)
Consider a state space (.5) partition into Z disjoint sets (G):

zZ
S=|JG., GinG;=0,Vi,j < Z such that i # j.
z=1
For each G, let us define:

—G, . . .
o V "7:a vector with the current value function estimate of
each state s € G. Its cardinality is |G, |:

V= V() s € G..

o [i,: the normalised steady-state distribution in G,

Mz = [NZ(S)]75 €G,, Z 1= (s)

seG,

=1

e pc(G’|s,a): the probability of reaching subset G/, from
state s under control action a

pc(Gls,a) = Z p(s'|s,a). (6)
s'€G,

Assuming that p. is known for all subsets G, in the
partition, it follows that

V(G.)=p:-V @)

is the expected value function estimate at subset G,. We can
then reformulate the value iteration update in (4) as follows:

G2

z
TVi(s) = aglg(};) {7‘(5, a) + /\ZpG(G'Zs,a)Vt(GIZ)}. (8)

z=1

Algorithm 1 is TABA’s pseudo-code. Observe that the compu-
tational cost of Eq. (8) is proportional to the number of subsets
in the state space partition, given by Z. Hence, replacing (4)
with (8) in the value iteration algorithm can produce significant
computational savings when Z < |S|. This is the motivation
for the algorithm.

One difficulty with the value function update in (8) is that it
assumes that the steady state probability 1. is known across
all subsets G, € S. While this distribution is a function of
optimal pohcy 7* in a general MDP setting, we can exploit the
structure of SSMDPs 1n Definition 1 to derive an appropriate
partition whereby p, can be easily attained. For SSMDPs,
Assumption 1 suggests a straightforward partition whereby
each subset corresponds to a unique combination of the first
K components of the state:

G.={seS:{s1,... [Sel}

Using this s%%gested partition, the steady-state distribution
within subset (G, can be calculated as:

pz = [p=(sn)] = [P(§ = sn)], V sn € Sn,

where s, € S, and £ is a random variable with known
probability distribution.

Therefore, TABA iterates across all possible combinations
of the first K components of the state space, as each gives
rise to a subset G,. The computational gains happen because,
for each subset GG,, we need not consider each combination
of the last I — K components individually. Instead, for each
subset G, we use the expected value given by Eq. (7), which
depends on the steady-state distribution p, over the set of
states {Sx+1, ..., S1} = S, € Sp. Note that Assumption 1
implies that u, is independent of the control policy, does not

Sk} =s.€8.and z € {1, ...,

Algorithm 1: TABA

Input: An arbitrary initial solution Vo € V, a state space (.S) partition into Z
disjoint sets (G), the normalised steady-state distribution within
subset G, (1), an arbitrary discount factor A € [0, 1) and an
arbitrary tolerance €

Output: Optimal solution V*, and optimal stationary policy 7™

1 t+0;

2 Vi(G:) + Z nz(s)Vi(s) V2 ={1,2,--- ,Z};

sEG
3 repeat
4 for each G . do
5

Vi(G) o= 3 pa(s)Vils)
SEG,
6 end
7 for each s € S do
4
TVi(s) = max {r(s a)+Azzlpc (GLls, a)Vi (G, )}
Vit1(s) := TVi(s)

9 end
10 t+—t+1;
1 ountil |V — Vioq|leo < €;
12 V'« Vg

z
13 T*(s) « a a , A Gls,a)Vi(G)| ,Vs € S;
7 (s) = arg max [r<s @ +2 3 pa(GLIs Vi »] s
14 return V* 7",

vary over time, and can be calculated a priori. These properties
enable us to use (8) in the value function update step.

A preliminary version of this algorithm [34] utilised a more
complicated and less efficient value function update:

v« (s) = max
seGg i

> pa(Glls,m() {r(s.m(). G0 + Av”l(G;)}}

z#S

>~ pals'ls,w(){r(s,w(s), ) + Ml () f+

s'€Gs

©)

that differentiated states from the same subset G's and states

from other subsets in S\ Gs. By realising that (9) is equivalent
to (8), we are able to not only simplify the value function
update, but also increase computational efficiency. Next, we
prove the convergence of Algorithm 1.

Lemma 1: Under the proposed partitioning scheme, Equa-
tion (8) in Algorithm 1 is equivalent Eq. (4) in VI Algorithm
for an SSMDP.

Proof 1: Substituting (7) into (8) yields:

zZ
(57 CL) +A ZPG (G,Z‘sv a)NZVth }
z=1
zZ
r(s,a) + A pa(Gils,a) Y uz(SI)Vt(S/)}
z=1 s'eG,
zZ
= ma ,a) + A G s, a)p=(sVi(s') b.
Jnax, {7’(5 a) ;S/GZGZPG( s, a)p=(s)Vi(s')

Now, by realising that p.(s") = P({ = ') in Eq. (5) and by
substituting (6) into the last expression, we obtain:

sa—i—)\z s'|s,a)Vi(s )}

s'es
We conclude the proof by noting that the expression above
is equal to Eq. (4).
Theorem 1: Algorithm 1 converges to the solution of (2)-(3).
Proof 2: From Lemma 2, it follows that each iteration of the

TVi(s) :== max {r
a€A(s)

TVi(s) = max {

a€A(s)



TABA algorithm is equivalent to an iteration of the classical
value iteration algorithm. Convergence follows because the
classical value iteration algorithm has guaranteed convergence
to the solution of (2)-(3) [2].

Remark 1: Although the value function update in Algorithm
1 is equivalent to the value iteration update, the computational
effort is reduced as TABA uses the Z aggregate values
from Eq. (7) instead of the whole vector V;. That generates
significant computational savings when Z < |S|.

B. Local search policy set iteration (LSPSI)

Based on the value iteration algorithm, TABA exploits the
structure of SSMDPs to reduce the computational effort. Sim-
ilarly, Policy Set iteration (PSI) [10] is designed to accelerate
the policy iteration convergence by sampling multiple policies
at each iteration and using the maximum value over these
policies in the policy improvement step.

In this section, we introduce a novel algorithm inspired
by PSI and called LSPSI, that takes advantage of the com-
binatorial nature of the problem to expand the set of policies
compared at each iteration. We start with the policy iteration
algorithm structure, combining poh?r evaluation and policy
improvement steps. However, instead of using matrix inver-
sion for policy evaluation, we use value iteration, albeit not
constrained to a single policy. We use a reduced subset of
actions H (s) C A(s) for each state s € S, turning the policy
evaluation step into a local search over the exponentially large
set of all policies produced by the combination of the actions
in H(s), for all s € S. We randomly select H(s) to comprise
a fixed proportion («) of all possible actions in s such that:

H(s)| _
AG) ~ S

To ensure that the next selected action is at least as good as
the last, the algorithm always includes the greedy actions with
respect to the last value function update (a;—1(s)):

D(s) = H(s)Ua¢—1(s). (10)
Policy evaluation updates the value function with:
T‘/tieval(s) = arengé) { 5 a’ + )\ Z |5 G, ‘/t eval(sl) )
s'es
(11)

where D(s) comes from Eq. (10) at each iteration. Sampling
different actions at each iteration ensures that nearly all actions
are tried before convergence, whilst reducing each iteration’s
computational effort. Algorithm 2 details the LSPSI’s steps.

Both PSI and LSPSI introduce a policy update opportunity
to the policy evaluation step. While PSI evaluates N = | U]
policies in parallel at each policy set evaluation step (where
WU is a set that contains N policies sampled from II), LSPSI
evaluates n = |D(s)| distinct actions for each state s € S
at each value iteration. Hence, LSPSI evaluates n!°! policies
at each modified policy evaluation, covering a much larger
number of policies. When the modified policy evaluation step
converges, the policy obtained will be the best among all pos-
sible combinations of the actions in D(s), s € S. Furthermore,
actions not contained in the last set D(s) will have been tried
before convergence, thus increasing the probability of attaining
a near-optimal policy at the modified policy evaluation step.

After the modified policy evaluation step in Algorithm 2,
there is a complete policy improvement step which evaluates
all possible actions. This step was missing in the preliminary
algorithm introduced in [34]:

sa+)\z

s'eS

TVi(s) :== max { s'|s,a)Vi(s )} (12)
a€A(s)

Eq. (12) is equivalent to a policy improvement step in a
classical PI algorithm [2]. Since the resulting improved policy

Algorithm 2: LSPSI algorithm

Input: An arbitrary initial solution Vi € V), an arbitrary initial policy
7o € II, an arbitrary discount factor A € [0, 1) and an arbitrary
tolerance €

Output: Optimal solution V'*, and optimal stationary policy m*

1 t<+ 0;

2 repeat
3 Modified policy evaluation step: t__eval <— 0; V; cpar + Vi
Tt_eval < Tt
4 repeat
for each s € S do

6 Choose H (s) C A(s) at random;

D(s) < H(s) Ut evai(s)

TV evai(s) := max r(s,a)+
evar(s) i= HGD(){< )
A Z p(s,|s,a)\/}7wal(s/)}
s'es
Vvtieval-%—l(s) = T‘/tieval(s)
Tt eva s) < arg max |TVi ecvai(s },Vs es
evary1(s) ¢ arg max [TV cuai(s)
7 end
8 t_eval < t_eval + 1;
9 until Hvtieval - ‘/tie'ualfll‘oc <€
10 Policy update step: Vi < Vi cvai
11 for each s € S do
12
TV, = A Vi
(s) = max {7(5 a) + Z p(s'ls, a)V(s’ }
s'es
Vi1 (s) i= TVi(s)
mi41(s) < arg max [TVi(s)],Vs € S
acA(s)

13 end
14 t<—t+1;

15 until ||V — Vioi|leo < €;
16 V* « Vi, ¥ < my;
17 return V* 7,

is among the policies evaluated in the next modified policy
evaluation step (line 3), it is clear that the LSPI algorithm
encompasses the PI algorithm. To verify convergence to an
optimal policy, it suffices to see that, when LSPI converges,
the PI algorithm embedded in it also converges, as the current
policy can no longer be improved. Therefore, convergence
to the optimal policy follows from Theorem 6.4.6 in [2]. A
similar argument is applied in [10] to prove the convergence
of PSI to the solution of (1).

Observe that when oo = 0, H(s) = Vs € S in Algorithm
2. Therefore, only the incumbent policy will be evaluated in
the policy evaluation step, rendering LSPI equivalent to PI.
Conversely, o = 1 implies H(s) = A(s)Vs € S, rendering
LSPI equivalent to VI as all actions are considered.

C. Combined algorithm: TABA and LSPSI

Finally, we propose an algorithm that combines the comple-
mentary properties of TABA (state space reduction) and LSPSI
(action space reduction). The new algorithm follows the same
steps as Algorithm 2, but instead of the value function update
in Eq. (11), it uses:

TV: evai(s) = max {r

a€D(s)

Z
(Sa a) + A ZPG(G/Z‘S7 a)‘/tieval(G/z) }7

z=1

and the policy update step in Eq. (12) becomes:

<s7a>+AZpG(G;|s,a>Vt<G;)}

z=1

TVi(s) = max {r

a€A(s)



As detailed in Section IV, combining the properties of
TABA and LSPSI tends to be very effective to circumvent
the curse of dimensionality in SSMPDs. Section IV compares
the performance of the algorithms in the light of a mining
supply chain example.

D. Computational complexity analysis

Compared with traditional MDP algorithms, the computa-
tional complexity analysis of the proposed algorithms indicates
a way to circumvent the curse of dimensionality. It is well
known that each VI iteration has a computational complexity
O(|S|? x |A]) [2]. On the other hand, each PI iteration’s effort
is of O((N+m~+1)x X (| X2 x |A|+|X\ )), however the conver-
gence rate is quadratic with respect to the number of policy
evaluations [2]. This can abbreviate the overall Convergence
time. PSI’s iteration effort O((N+m+1)x (| X |* x| A[+]X]?))
exceeds that of PI; the expectation, however, is that increasing
the number of evaluated policies will reduce the number of
iterations [10].

TABA algorithm uses the VI approach, although it does not
traverse all possible future states. Using the SSMDP properties
in Eq. (7), Algorithm 1 needs only to evaluate the values of
Z disjoint sets. Therefore, each iteration has computational
complexity O(|S] x |A| x Z). As Z < |S| and the number
of iterations is the same as that of VI, TABA converges faster

than VI with rate %

LSPSI evaluates |D| = o x |A| + 1 actions in each policy
evaluation iteration. After convergence of the policy evaluation
(k iterations) steps, we have a full policy improvement step.
Each LSPSI iteration has a computational complexity of O(kx
|S|? x| D|+|S|? x| A]). As with PSI, convergence is quadratic
and the number of LSPSI iterations, i.e., the number of policy
evaluation steps in Alg. 2, is lower than or equal to that of PI.
The rationale is that the decrease in the number of iterations
up to convergence will reduce the overall convergence time.

Finally, the computational complexity of the combined algo-
rithm TABA and LSPST is O(k x |S|x |D|x Z+|S| x |A| x Z).
This proposed algorithm will benefit both TABA and LSPSI
computational gains.

Since LSPSI’s modified policy evaluation step can be seen
as the application of TABA with a reduced number of actions,
one can expect the number iterations of this step to be
similar to TABA’s for each application of the policy update
step within LSPSI. Hence, one can expect the number of
iterations, counted as the number of modified policy evaluation
steps, to be bounded by the product of the number of TABA
and PI iterations. The same applies to TABA+LSPSI. The
computational gains stem from the reduced computational
complexity at each iteration.

IV. NUMERICAL EXPERIMENTS

To illustrate the application and provide insights into the
performance of the proposed algorithms, we will use an
important example from the area of supply chains.

A. Mining industry supply chain problem

We evaluate our algorithms in the light of the iron ore
logistics operations introduced in [34]. The explored mining
enterprise encompasses the whole supply chain, with mines,
port, intermediate storage (IS), customers under contract and
a spot market (Figure 1).

At each decision epoch, the decision maker observes the
system’s state and selects a feasible decision whilst aiming to
maximise the net present value of the company’s future profit.
The decision variables (available actions at time ¢, a; € A,
arrows and black bold underlined text in Figure 1) are: Mine

productron (a}); Volume sent from port to intermediate storage
(IS) (a?); Volume sent from port to customers under contract
(ad); Volume sent from port to spot market (a}); Volume sent
from IS to customer under contract (a}); Volume sent from IS
to spot market (a$).

a®: Port-contract transp. vol.
CONTRACT

a5: IS-contract

transp. vol. 3 3
al: Prod. and railway transp. volume s7: Demand (¢7)

a’: Port-IS transp. vol
s%: International
shipping cost (%)

s2: Flow capacity (§2)
s7: Storage volume

s*: Flow capacity (¢%)
5°: Storage volume

a®:15-spot
transp. vol.

a*: Port-spot transp. vol.
s%: Price (£%)

Figure 1. Mine-to-client supply chain model

To choose the best actions, the company should evaluate
seven state variable components (st € S, Vt,black text in Fig.
1): Port flow capacity (s}); IS flow capaczty (st ); Demand for
customers under contract (s;?’) Spot price (s}); Intematronal
shipping price from port (sf) Port initial storage volume (s%);
IS initial storage volume (s}).

The random variable vector has 5 components also de-
scribed in Figure 1: Port flow capacity (£}); IS ﬂow capaczty
(§t ); Demand for customers under contract (£t) Spot price
(¢}); International shipping price from port (£7).

After state, action and random variable vectors are pre-
sented, it is possible to descrlbe the transrtron function
(St4+1 = f(St,amft)) as: 5t+1 =& 5t+1 =& St+1 = &%
5§+1 & 5§+1 = & 5?4—1 = s{ +aj —a} —a} — af;
st =5+ a2 —a; — ayg

+Thrs is clearly an SSMDP (see Assumption 1), with K =
2 components depending on previous states and actions, and
(I — K) =5 stationary stochastic components.

The model contains eight fixed parameters maximum pro-
duction capacity (c'); productlon cost(c?); port storage capac-
ity (c®); IS storage capaczty (c*); local shipping cost (c®);
contractual customer price (c%); contractual penalty for unmet
demand (c¢7); minimum production capacity (c®).

The system has typical supply chain constraints relating
to capac1ty, ﬂow conservation and demand: 1) Max Prod.
Capacity: a} § c'; 2) Min. Prod Capacity: a} Z c8; 3) Port
Max. Flow: a? +at Jra;1 < st ; 4) IS Max. Flow a; +a? < s
5) Port Stor. Cap.: sf +at —aj—a} < c;6) IS Stor Cap
si+a?—a) —al <c*7) Contract Demand: ai +a < s3.

The single period proﬁt (r¢(s,a)) is the total revenue
(TotRev), minus total productlon and logistics cost (TC), minus
penalty cost (Penal) for undelivered contract volumes:

r¢(s,a) = TotRev(s,a) — TC(s, a) Penal(s, a),
TotRev(s,a) = c® - (a} +a}) + s{ - (a; + a}),

TC(s,a) = ¢ -(at—t—at—kat)—l—c (af 4 ad),
Penal(s,a) = c" - (s} — a} — a}).

The goal is to maximise the long-term discounted reward Eq. (1),
with discount factor 0 < A < 1

1
'at+8t

B. Experimental results

We ran the experiments in a personal computer with Intel® Core™
i7-7500 CPU, @2.70GHz 2.9GHz processor and 16,00GB RAM,



running Windows 10. We optimised the logistics operations described
in Section IV-A, with the parameters in Table I, where p(x) means
“probability that x will occur”. Considering all % ssible system’s
configurations, there are 1,296 possible states which, combined with
all feasible decisions, result in more than 169 million of achievable
transitions (initial state, decision and final state) and more than 1.5
million transitions to groups (initial state, decision and final group). In
our experiment, each time period (¢) represents one calendar month.

Table T
PARAMETER SETTINGS

Category| Parameter settings
¢t =13 kt (kt = 1,000¢)
Mines & =8kt
c? =$12
¢ =3kt
Port 1 T 1 p(10) = p(12) = 20%
and 1S st e {10;11;12} kt,{ p(11) = 60%
=2kt
2 . L p(2) =40%
s® € {2;3} kt,{ p(3) = 60%
5 .18 .{ p(16) = p(20) = 20%
Shipping | * € {16:18;20} kt’{ p(18) = 60%
=81
c® = $60
s7 € {8;9} kt; { p(8) = p(9) = 50%
Customer{™ .7 — $100
4 £ fa0. 60- . { p(30) = p(90) = 25%
s1 € {30;60;90} kt,{ D(60) = 50%
=81

To implement LSPSI and LSPSI+TABA, it is necessary to define
parameter «, recalling that when o = 0 LSPSI becomes PI and when
a = 1 it becomes VI. To measure the impact of «, 5 different values
are applied (0.1%, 1.0%, 5.0%, 10.0% e 20.0%) with 3 different
values of A (0.99, 0.95 and 0.9). Since both LSPSI and LSPSI+TABA
involve a random selection of actions, the results include the mean,
standard deviation and 95% confidence interval of each analysed
outcome over multiple runs.

Table II summarises the LSPSI results for different values of «,
under 50 runs. For all experiments, we report the number of LSPI
iterations as the number of modified policy evaluation steps in Alg.
2. As expected, the number of iterations decreases as « increases.
For A = 0.90, the fastest convergence is for o = 1.0%, whilst for
A =0.95 and A = 0.99, a = 0.1% attains fastest convergence.

6

ations as the number of modified policy evaluation steps in Alg. 2. As
expected, it outperforms LSPSI under all parameter configurations.
Note that as « increases, the total number of iterations decreases,
however the total time increases. For LSPSI+TABA, o = 0.1%
attained the fastest convergence for all discount factors. Based on
these results, we will subsequently use the value o = 0, 1% for both
LSPSI and LSPSI+TABA in the next experiment.

Table IIT
LSPSI+TABA PERFORMANCE FOR DIFFERENT PARAMETERS «

A a’s
0.1% 1.0% 5.0% 10% 20%
Nom. . Moan T8 506 400 343 307
090 lera- ~SD 66 o 07 06 05
tions (1058, (358, (386, (332 297,
CLOS®) Y 13(6] 633 414 355  3L6]
Tot  Mocan 53 65 103 141 217
Time ~SD 07 07 06 08 4
) @3, B2 OI 125 1L
CLOS® L 750 78] 1151 158  244]
Num. Mean 130.6 69.1 45.6 40.1 37.0
095 Ttera- SD 52 4 06 04 02
tions (1205, 664, (444, (393, 365,

[v

CLO%) Y 14071 7181  468]  408]  37.4]
Tot. Mean 6.2 7.1 11.3 16.5 252
Time ~SD 06 04 00 10 3
) 49, 62 O35, 46 126,
CLOY) Y 741 701 1311 184] 288
Nom Moan 041 1160 950 930 920
099 lera- ~SD 78 08 0.1 0.0 0.0
tions (1986, [1144, (948, 930, [920,
CLOS% L 20051 117.6] 9521 9301  92.0]
Tot  Mcan 58 86 193 326 369
Time ~SD 04 T1 W) 9 37
(s) o [5.1, [6.5, [17.0,  [289, [497,
CLO% Y 651 1071 2171 3621  64.1]

To illustrate the effect of o on the convergence time, Fig. 2 depicts
the variation of the cost-to-go function, calculated as the logarithm
of the infinite norm percentage, over time - for all values of A and .
The error tolerance € was set to 10~ *. Note that with lower values of
« the convergence of the modified policy evaluation step is faster, but
the algorithm needs more policy improvement steps to converge - as
fewer actions are examined. The opposite holds for higher values of
a. Fig. 2 shows that, even needing more policy improvement steps,
a = 0.1% attains the fastest convergence for all values of \.

Table IT
LSPI PERFORMANCE FOR DIFFERENT PARAMETERS o A=09 A=0,95
2 Q|1 0001 1,00E+01
A a’s ‘g:: 1,00E-01 1,00€-01
0,1% 1,0% 5,0% 10%  20% i [ I
Num. _ Mean 110.1  55.1 31.5 320 283 = B '
090 ] Itera- SD 5.8 2.5 0.9 0.7 0.8 <Z3 1,00€-05 o 1 2 . AP0E-D5 . " 2 "
tions CI (95%) [98.8, [50.2, [35.7, [30.6, [26.8, S
121.5] 60.0] 39.4] 33.4] 29.8] < A=0,99
Tot. Mean 166.1 117.6 166.4 219.7 313.6 % 1,00E+01
Time SD 11.5 13.5 3.1 3.9 18.9 -g 1 00E01
(s) CI (95%) [143.5, [91.1, [160.4, [212.0, [276.5, S '
188.7]  144.2] 172.4] 227.5]  350.6] ; 1,00€-03
Num Mean 129.3 68.1 46.7 41.0 37.7 “3 1,00E-05
095 Itera- SD 5.0 1.5 0.9 0.4 0.7 E 0 10 20 30 40 50 60 70
tions I 95%) [119.5, [65.2, [45.0, [40.1, [36.4, Time (s)
139.0] 71.0] 48.4] 41.8] 39.0] —a=01% —a=1,0% a=5,0% a=10% o =20%
Tot. Mean 171.2 184.4 237.0 266.2 404.7
Time SD 23.6 15.7 24.4 15.3 23.1
(s) 1 95%) [21127449], [211553.26], [215372] [22936622] 235%913] Figure 2. LSPSI+TABA convergence overt the time for different A’s and a’s
0.99 Iz;’;n g/IDean 1397'3 1121'6 901 g) %8'77 807f To evaluate the comparative efficiency of the proposed algorithms,
: fons 570 TI10A—T10 T we implemented value iteration (VI), policy iteration (PI) and policy
* CI (95%) 50461 - % s -1 set iteration (PSI) [10] in addition to TABA, LSPSI and TABA+LSPI.
6] 114.8] 9L.0] 90.1] 88.6] We considered three distinct discount factors (A): 0.9, 0.95 and 0.99.
Tot. Mean 1491 1654 289.4 5042 8777 As expected, all algorithms converged to the same optimal policy for
Time SD 13.5 215 2.8 35.7 57.2 each E The structure of the optimal policy is detailed in [34], and
(s) C1 95%) [122.6, [1232, [2839, [4341, [165.6, the results are summarised in Table TV.
175.6]  207.6]  2949]  5742] 989.8] As expected, Table IV shows that VI and PI take longer to

Table III summarises the results for LSPSI+TABA over 100 differ-
ent runs. For all experiments, we report the number of LSPI+TA iter-

converge. To serve as another baseline, we also implemented the
PSI algorithm [10] with 10 additional random policies at each policy
set evaluation step. As expected, PSI needed less iterations than PI in



Table IV
COMPARISON BETWEEN IMPLEMENTED ALGORITHMS

Table VI
PARAMETER CHANGES - INSTANCE 2 VS. ORIGINAL PROBLEM

A VI PI PSI LSPSI TABA LSPSI+TABA Category Parameter settings
# Tterations 23 6 4 110.1 27 118.7 p(16) = p(20) = 15%;
090 Tot. Time (s) 1,151 298 287 166.1 31.5 5.8 Shipping s® e {16;17;18;19; 20} kt; p(17) = p(19) = 20%;
Tter. Time (s) | 500 497 718 151 117 0.05 p(18) = 30%;
# Iterations 33 8 5 129.3 34 130.6 3 - 8: . = = =
0.95| Tot. Time (5) | 2,117 495 488 1712 448 62 Customers |2~ € {7189} Kt { p(7) = p(8) p(g,) 33'3,%
1 > p(30) = p(90) = 15%
Iter. Time (s) 641 618 97.6 1.32 1.32 0.05 st e {30;45;60; 75; 90} kt; p(45) = p(75) = 20%
# Tterations 85 11 5 199.3 92 204.1 p(60) = 30%
0.99] Tot. Time (s) 4,743 596 1,034 149.1 114 5.8
Iter. Time (s) 55.8 542 206 0.75 1.24 0.03
Table VII
LSPSI+TABA PERFORMANCE FOR INSTANCE 2
all examples; however the policy set evaluation time was so large for ~ —
A = 0.99 as to render the algorithm slower than PI in this instance. 0.1% 1.0% 5.0% 10% 20%
Observe that LSPSI outperforms PSI, as well as VI and PI. TABA is - - -
even more efficient and considerably outperforms LSPSI, converging Num._ Mean 1215 595 395 34.1 300
about five times as fast for A = 0.9 and nearly four times as fast for 0.90] ltera- —_SD 4.5 0.9 0.5 0.3 0.0
A =0.95. tions CI (95%) [112.6, [57.6, [38.5, [33.5, [30.0,
Finally, LSPSI+TABA attains the best overall results; it is orders 1304]  613] 40.5] 34.7] 30.0]
of magnitude better than VI, PI and PSI, whilst also topping TABA Tot. Mean 22.1 2.8 39.8 56.3 843
and LSPSI. The increased efficiency is due to a very fast iteration Time SD 33 27 2.1 29 4.3
time, owing to both LSPSI’s action sampling and TABA’s state-space ® crosw [ U036 205 357, 506, (758
partition. When compared to standard VI, LSPSI+TABA converged 2861 3111 4391 6201 927
nearly 200 times as fast for A = 0.9, 340 times as fast for A = 0.95, Num Mean 131.6 68.9 45.6 40.0 37.0
and almost 820 times as fast for A = 0.99. This is a very interesting 0.95] Itera- SD 3.1 0.8 0.5 0.0 0.0
result, as it suggests that LSPSI+TABA is relatively insensitive tions Cl (95%) [1255, [674, [446, [40.0, [37.0,
to increasing discount factors, whilst standard VI and PI become ’ 137.7]  704]  466]  40.0]  37.0]
increasingly slower as the discount factor approaches one. Tot. Mean 21.6 28.0 432 64.5 102.1
Notice that, as anticipated in Section III-D, TABA’s iteration count Time SD 23 1.7 23 3.1 45
is similar to VI’s. Furthermore, the iteration count for LSPI and (s) CI (95% [17.1, [247, [386, [58.5, [93.3,
LSPI+TABA is similar for all experiments, never exceeding the 95%) 26.1] 31.4] 477 70.6]  110.8]
product between TABA’s and PI’s iteration counts. Num Mean A 12501 1020 1000 990
099 Itera- SD 1.3 0.4 0.3 0.0 0.0
.. tions [212.0, [124.2, [1024, [100.0, [99.0,
C. Problem variations CrOs% | 51600 1260] 1035 1000] 99.0]
To better understand how LPSI+TABA performs when the com- Tot. Mean 2238 32.9 322 1387 2512
plexity of the problem increases, the algorithm was tested in two Time SD 37 18 39 50 73
variations of the original problem. Table V details the comparison (s) 1 (95% (175, 293, [746, [1290, [23609,
among the three problem mnstances. (95%) 28.1] 36.4] 89.8] 148.5]  265.6]

Table V
COMPARISON AMONG THE THREE PROBLEM INSTANCES

Decisions  Total Transitions Elements
States oo Sets
(average) Transitions to sets per set
Original problem 1,296 101 169,435,152 12 1,568,844 108
Instance 2 5,400 101 2,941,582,500 12 6,536,850 450
Instance 3 2,160 221 1,030,970,268 20 9,546,021 108

1) Instance 2 - Increase only in the number of group
elements: In this variation, we increased the number of possible
states for certain stationary components of the state. Table VI details
the parameter variations, which resulted in an increase of the number
of group elements in each set G, from 108 to 450. The number
of states increased from 1,296 to 5,400, which, combined with
all feasible decisions, resulted in more than 2.9 billion achievable
transitions (initial state, decision, and final state).

As detailed in Section III-D, the computational complexity of the
combined algorithm TABA and LSPST is O(k x |S| X |D|x Z+|S| x
|A| x Z). When Z remains the same, the computational complexity is
linear in |S|. As the number of elements in the group and the number
of states (]S]) increased 4.16 times and the number of decisions (| D)
and the number of groups (Z) remained the same, it was expected
that the total convergence time would be almost 4 times longer. Table
VII confirms this: as an example for A = 0.90 and o = 20%, the
total average time increased approximately four times, from 21.7 to
84.3 seconds. However, the number of iterations remained similar:
as an example for A = 0.99 and o = 0.1%, the average number of
iterations increased from 204.1 to 214.4.

2) Instance 3 - Increase in the number of groups and
decisions: In this variation, the number of group elements remained
the same; however, the number of groups (| Z|) increased, from 12 to
20 (1.7 times). The number of decisions (]D|) also increased, from
101 to 221 (2.2 times). Table VIII details the parameter variations
for this instance. The number of states (IJS ) rose from 1,296 to 2,160
(1.7 times), which, combined with all feasible decisions, resulted in
more than 1.0 billion achievable transitions.

As |S|, |D|, and Z increased, it was expected that the total
convergence time would be almost 6.1 times longer (1.7 x 2.2 x 1.7).
Table IX confirms this: as an example for A = 0.90 and o = 20%,
the total average time increased about sixfold from 21.7 to 136.6
seconds. However, the number of iterations reduced, as an example
for A = 0.99 and « = 0.1%, the average number of iterations fell
13% from 204.1 to 177.4.

Table VIII
PARAMETER CHANGES - INSTANCE 3 VS. ORIGINAL PROBLEM

Category Parameter settings
Mines c' =14 kt (kt = 1,000¢)

c® =4kt
Port and 1 a f p(12) = p(14) = 20%
IS st e {12;13;14} kt,{ 2(13) = 60%

T =3kt

2 o, L p(3) =40%
s° € {3;4} kt,{ p(4) = 60%

V. CONCLUDING REMARKS

This work presented TABA, an MDP algorithm based on time ag-
gregation for a class of MDPs with stationary state space components.
The algorithm establishes and solves an equivalent problem with a
reduced state space and is able to converge orders of magnitude faster
than traditional value and policy iteration algorithms. By clustering
the states according to the components that depend upon the state-
action pair, the approach iterates on the clusters and is proved to
converge to the optimal solution. The algorithm is especially efficient
when the number of clusters is significantly smaller than the size
of the state space. That happens, for example, in mining supply
chain problems that are subject to a large number of exogenous
uncertainties, which should be realised befgore taking a decision.



A a’s
0.1% 1.0% 5.0% 10% 20%
Nom. - Moan 061 558 312 25 296
090 lera- ~SD 56 i 07 05 05
tions 051, 1523, 358, (315, 286,

v,
CLOX%) Y 1172) 5931  386] 3341  305]
Tot  Mocan 313 381 99 863 1366
Time ~SD 34 32 70 ) 64
) 246, (18, 321, 781, 1240,
CLOS%) Y 3g0]  444] 678] 945 1492
Nom - Moan 66 646 430 390 363
095 lera- ~SD 32 2 06 05 05
tions 1103, (622 @27, 381 354
(%
CLO%) Y 10301 67.1]  450]  399]  37.2]
Tot.  Mcan 32 407 664 1000 1587
Time ~SD 338 73 32 34 g1
) - 278, 362 601, ©i6, 1423,
CLO%) X 5] 451]  726]  1086] 174.6]
Nom. - Moan A 966 06 780 770
099 lera- ~SD 7 06 035 0.0 0.0
tions 7733, 955, (787, (780, 770,
CLOS® Y 13151 9771 806 7801 77.0]
Tot  Mean 37 449 1051 1812 3198
Time ~SD 70 39 3 59 99
(s) [27.0,  [37.2, [97.2, [169.7, [300.5,
CLOS 1 3gs] 5071 11341 1927]  339.2]
Table TX

LSPSI+TABA PERFORMANCE FOR INSTANCE 3

To circumvent the size of the action space, we also proposed LSPI,
which uses a generalised policy evaluation that applies value iteration
whilst considering only a sample of actions from the action space.
This amounts to a local search within a very large set of available
policies that accelerates convergence. Albeit simple, the approach
mtroduces a novel way of sampling policies that produces a powerful
local search, is guaranteed to reach the optimal solution and can
produce significant computational savings in settings with a large
number of feasible actions, such as mining supply chain logistics.

Finally, the paper also introduces (TABA+LSPSI), an algorithm
that combines the previous approaches. By simultaneously reducing
the size of the state space and effectively sampling from the action
space, the algorithm’s iterations are fast and effective and the con-
vergence time is significantly reduced with respect to both TABA
and LSPSI in the numerical experiments. The three algorithms are
compared in the lir%ht of a comlplex mining supply chain problem.
All of them outperform classical value and policy iteration, as well
as the policy set iteration algorithm by a significant margin.

Possible extensions of this work include testing the algorithms
with large scale synthetic problems and an attempt to extend TABA
for general MDPs that do not meet the semi-stationarity assumption.
In such cases, there may not exist an intuitive state space partition
with Z <« |S| and the steady state probability (u.) may not
be trivially calculated. Another research direction is to investigate
distinct sampling strategies for the LSPSI algorithm and to infer the
impact of such strategies in the convergence time of the algorithm.
Finally, with some adaptations, TABA can be an alternative when it
is possible to convert infinite state spaces into finite disjoint sets, and
the sampling scheme used by LSPSI can be an alternative to infinite
action spaces.
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