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This study uses the Remote Microphone Technique to investigate the use of nested1

sub-arrays that incorporate either pressure, or both pressure and pressure gradient2

information to estimate the pressure at remote locations in a random sound field. The3

sub-arrays of either pressure sensors or closely spaced microphone pairs are nested4

to form both uniform linear and circular arrays. The performance of the different5

configurations is evaluated through both experiments and simulations in terms of6

the level of estimation error and the spatial extent over which a low estimation error7

can be achieved. The presented results show that the use of nested arrays of closely8

spaced microphone pairs outperforms conventional arrays that use pressure alone,9

both in terms of the estimation error and the size of the estimation zone. Overall,10

the circular configurations are shown to outperform the equivalent linear configura-11

tions. The gains in nominal performance, however, are paid for by an increase in the12

condition number, which influences the robustness of these arrays to uncertainties.13

The paper highlights the importance of array topology and the advantages provided14

by the inclusion of pressure gradient information into the estimation of the pressure15

at remote locations.16
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I. INTRODUCTION17

Active Noise Control (ANC) has been the subject of ongoing research for more than three18

decades and has been proven to be effective in addressing various noise-related challenges19

where passive control measures are either impractical due to weight and size restrictions, or20

do not achieve sufficient levels of performance1. However, global control of noise throughout21

an acoustic environment using active systems is limited due to both the observability and22

controllability of the sound field2,3. As a result, research has explored the use of ANC to23

achieve attenuation of noise at specific locations in space, providing local control4. In con-24

ventional local ANC applications, such as the active headrest5, the disturbance is controlled25

at the location of monitoring microphones, however, in certain applications, placing micro-26

phones at the position of interest is not feasible. For example, with the active headrest it27

is not possible to position the monitoring microphones in or very close to the ears of the28

user. To address this problem, various Virtual Sensing (VS) techniques have been proposed29

to estimate the pressure at points away from the monitoring sensors and shift the zone of30

local control to some desired remote position6.31

Regardless of the VS method used, accurately estimating the sound field at the remote32

positions is of paramount importance. Erroneous estimation can significantly impact the per-33

formance of the system, limiting the maximum attainable attenuation7. Conventionally, VS34

methods have primarily been investigated and implemented using omnidirectional sensors to35

sample the disturbance field and acquire pressure information at discrete positions8,9. How-36

ever, incorporating pressure gradient information into the estimation process can improve37
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the accuracy10 and enhance observability11. Moreover, strategies utilising pressure gradient38

information to control the total acoustic energy12–15 and intensity16 have been shown to39

outperform conventional pressure minimisation methods.40

While sensors that directly measure pressure and particle velocity exist and have been41

used in past studies10,16, pressure gradient components can also be estimated via the pressure42

differential between closely spaced matched pressure microphones17,18. The performance of43

acoustic energy sensors based on this principle has been investigated both theoretically19–21
44

and experimentally21 and it has been shown that they can provide accurate measurements45

of the pressure, pressure gradient, intensity and total acoustic energy.46

Moreau et al.10 used the pressure at two closely spaced microphones to control the pressure47

at a virtual microphone location along the axis of the microphones and showed that the48

control performance is comparable to using the pressure and pressure gradient at a single49

point. The study described in the current paper expands upon the virtual sensing aspect of50

this previous work, by employing the Remote Microphone Technique (RMT) VS method6
51

with nested microphone arrays consisting of multiple pairs of closely spaced microphones52

to estimate the pressure at virtual microphone locations over a two-dimensional grid. The53

aim of this work is to investigate how nested microphone arrays built up from closely spaced54

microphone pairs can reduce the estimation error and increase the spatial extent of the region55

over which effective estimation can be achieved. Circular and linear arrays are considered,56

highlighting the effects the number of microphones, array and sub-array geometries have on57

estimation performance in each case.58
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The paper is structured as follows: section II outlines the formulation of the RMT esti-59

mation method; the considered experimental setup is presented in section III, which includes60

a description of the different nested microphone array geometries considered; in section IV61

the measured responses are used to implement the RMT and the estimation performance is62

interrogated over a spatial grid of virtual microphone positions; to allow further insight into63

the limitations of the different nested microphone array configurations, section V introduces64

numerical simulations of the experimentally implemented microphone arrays, which allows65

the estimation error to be explored over a greater spatial extent with finer resolution than66

was possible in the experimental implementation; finally, section VI summarises the main67

conclusions.68

II. REMOTE MICROPHONE TECHNIQUE VIRTUAL SENSING69

The generalised block diagram for a virtual sensing system is shown in Figure 1. In70

this general case it is assumed that the pressure field is generated by Nv primary sources,71

whose complex source strengths are v = [v1, v2, . . . , vNv ]T, where [ · ]T denotes transposition,72

and the frequency dependence has been suppressed for notational convenience. The signals73

are assumed to be realisations of uncorrelated wide-sense stationary random processes and74

are characterised by their power spectral densities. These primary sources generate the75

disturbance signals measured at Nm monitoring sensors, dm =
[
dm1 , dm2 , . . . , dmNm

]T
, and76

Ne virtual microphones, de =
[
de1 , de2 , . . . , deNe

]T
. The disturbance signals can be expressed77
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as78

dm = Pmv (1a)

de = Pev, (1b)

where Pm∈CNm×Nv
and Pe∈CNe×Nv

are the Frequency Response Functions (FRFs) between79

the primary sources and the monitoring and virtual microphones respectively.80

FIG. 1. Block diagram of a virtual sensing system, where the disturbance signals measured at

the error microphones, de, are estimated from the disturbance signals measured at the monitoring

microphones dm, to give the estimated disturbance signals at the virtual locations, d̂e.

As shown in Figure 1, according to the RMT, the disturbance field de at the virtual81

microphone locations is estimated by applying an observation filter Ô to the monitoring82

microphone responses dm. The estimation error is defined as the difference between the true83

and estimated disturbance at the virtual microphones, given as84

ϵ = de − d̂e = de − Ôdm = Pev − ÔPmv. (2)

The symbol [ ·̂ ] denotes that the value is an estimate. The optimal observation filter can be85

calculated in the least-squares sense by minimising the cost function22
86
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J = E
[
ϵHϵ

]
= tr

{
E
[
ϵϵH

]}
= tr

{
See − SmeÔ

H − ÔSH
me + ÔSmmÔ

H
}
,

(3)

where E[ · ] is the expectation operator, tr { · } denotes the trace of a matrix, [ · ]H denotes87

Hermitian transposition, See and Smm are the power spectral density matrices of the dis-88

turbance field at the virtual and monitoring microphones respectively and Sme is the cross89

spectral density matrix between the monitoring and virtual microphone signals. Similarly,90

the power spectral density matrix of the primary source strengths is Svv and the power and91

cross spectral density matrices can be expressed as92

See = E
[
ded

H
e

]
= PeSvvP

H
e (4a)

Smm = E
[
dmd

H
m

]
= PmSvvP

H
m (4b)

Sme = E
[
ded

H
m

]
= PeSvvP

H
m (4c)

Svv = E
[
vvH

]
. (4d)

If the number of independent disturbance sources is greater than the number of microphones93

in the monitoring array configuration, it is guaranteed that the power spectral density matrix94

of the monitoring microphones, Smm, will be invertible and the optimal observation filter95

Ôopt can be calculated by minimisation of Equation 3, which gives2296

Ôopt = Sme (Smm + βI)−1

= PeSvvP
H
m

(
PmSvvP

H
m + βI

)−1
,

(5)

where equations (4b) and (4c) have been used to expand Smm and Sme. The non-negative97

real number β is a regularisation parameter, which can be frequency dependent and I is98

an Nm × Nm identity matrix. Regularisation is used to constrain the magnitude of the99
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observation filter8, which can increase robustness to uncertainties at the expense of reduced100

estimation accuracy7 and is equivalent to introducing white noise to the measured monitoring101

signals23. The solution becomes increasingly less sensitive to uncertainties for higher values102

of β, but a bias is introduced leading to higher estimation errors.103

If the system instead has more monitoring microphones than independent disturbance104

sources, and so is overdetermined, the power spectral density matrix of the monitoring105

microphones will become singular. In this case, the minimum-norm observation filter can106

instead be used, which is given by107

Ôopt,u = Pe

(
PH

mPm + βI
)−1

PH
m. (6)

The derivation of this form of the observation filter is provided in Appendix A. Substituting108

the observation filter given by Equation 6 into Equation 2 gives the estimation error as109

e = Pev − Ôopt,uPmv

= Pev −Pe

(
PH

mPm + βI
)−1

PH
mPmv

β=0
= Pev −Pev = 0.

(7)

Therefore, in the absence of noise, and when the regularisation parameter β is set to zero,110

the observation filter in the overdetermined case given by Equation 6 will always result in111

perfect estimation, regardless of the sound field or the spatial arrangement of the system112

components.113

The normalised mean squared estimation error is used in this work to quantify the esti-114

mation performance and is defined as115

Le = 10 log10

(
tr {Sϵϵ}
tr {See}

)
, (8)
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where Sϵϵ = E
[
ϵϵH

]
is the mean squared estimation error. The metric will acquire negative116

values for good estimation with −∞ representing perfect estimation accuracy.117

III. EXPERIMENTAL SETUP AND PROCEDURE118

A schematic diagram of the physical two-dimensional arrangement of sources and sensors119

used in this work is illustrated in Figure 2. The setup was implemented in the anechoic120

chamber at the Institute of Sound and Vibration Research, University of Southampton; this121

allows the performance of the nested microphone arrays to be evaluated in a well-defined122

acoustic environment before future work considers specific applications. A constellation123

of sixteen Genelec 8020D loudspeakers were used as primary sources equispaced on the124

circumference of a circle with a radius of 3 m. GRAS 40PL-10 and Brüel & Kjær Type 4958-125

A 1/4” omnidirectional microphones were used to implement two monitoring microphone126

configurations, each consisting of sub-arrays of closely spaced microphones, which have been127

defined to detect sound field contributions related to the pressure and the pressure gradient128

in the different coordinate directions. A four-element Uniform Linear Array (ULA), whose129

elements are denoted with L in the schematic, and a six-element Uniform Circular Array130

(UCA), whose elements are marked with C, have been considered. The number of elements131

in the UCA is chosen to be higher than the ULA to take into account the increased distance132

between the array elements and the estimation positions. The distinct characteristics of133

the arrays enable evaluation of the performance against the number of elements and inter-134

element spacing for both array topologies. The ULA is positioned parallel to the global135

x-axis, translated 0.19 m towards the negative y-direction. The UCA has a radius of 0.45 m136
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and is centred at the origin with two of its elements being on the x-axis. The sub-arrays137

consist of two orthogonal pairs of microphones, with the distance between the microphones138

in each of the two pairs being 0.05 m, giving an aliasing frequency of 3.43 kHz. The ULA139

has the sub-arrays orientated so that one pair of microphones is parallel to the y-axis and the140

other to the x-axis. The sub-arrays forming the UCA have one pair of microphones aligned141

radially and the other arranged circumferentially. The virtual microphone positions, at142

which the monitoring arrays are utilised to estimate the disturbance pressure, are arranged143

on a 0.4 m × 0.2 m grid. The distance between the positions is 0.025 m in each Cartesian144

direction resulting in a 17 × 9 uniform grid, giving a total of 153 positions at which the145

estimation performance is evaluated.146

To investigate the estimation accuracy for the different monitoring microphone configu-147

rations utilising the RMT described in section II, the responses between each of the sixteen148

primary sources and all of the monitoring and virtual microphone positions have been mea-149

sured. This was achieved using synchronised logarithmic sine sweeps24 with a duration of 2 s150

and energy at frequencies from 50 Hz to 5 kHz and the impulse responses were then calcu-151

lated via deconvolution. The signal acquisition was performed with a National Instruments152

PXI-1033 system with a sampling frequency of 24 kHz. The FRFs from the sources to the153

virtual microphone positions, Pe, and to the monitoring microphones, Pm, were calculated154

via Fourier transformation of the corresponding impulse responses.155

9



Remote Microphone Virtual Sensing with Nested Microphone Sub-Arrays

FIG. 2. Schematic diagram of the experimental configuration realised in an anechoic chamber.

Sixteen primary sources are located on the outer circle with a radius of 3 m. A four-element

uniform linear array denoted with L, and a six-element uniform circular array denoted with C,

are deployed as monitoring microphone configurations. The individual elements comprise sub-

arrays with four pressure sensors arranged on a cross shape. The virtual microphone positions are

uniformly arranged on a 0.4 m× 0.2 m rectangular grid.
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IV. EXPERIMENTAL RESULTS156

This section presents an evaluation of the performance of the RMT estimation accuracy157

for the experimental configuration described in section III. Deriving from the ULA and UCA158

microphone configurations shown in Figure 2, six distinct monitoring microphone arrange-159

ments are investigated by using different subsets of the sub-array microphones, as shown in160

Figure 3. Firstly, to facilitate comparison with previous literature utilising single pressure161

sensors8,25,26, the two array configurations shown in Figure 3 (A) were implemented by av-162

eraging the responses of the four sub-array microphones to approximate a single pressure163

sensor20 at the centre of each sub-array; these two configurations are referred to as ULAp̂ and164

UCAp̂ with four and six emulated sensors respectively. Secondly, the two array configura-165

tions shown in Figure 3 (B) utilise a single microphone pair in each sub-array, thus providing166

pressure gradient information in one direction10,27; ULAy utilises the four microphone pairs167

parallel to the y-axis (giving a total of eight microphones) and UCAr utilises the six radially168

aligned microphone pairs (giving a total of twelve microphones). The final two microphone169

array configurations are shown in Figure 3 (C) and consist of the fully populated sub-arrays,170

which provide pressure gradient information in two directions, which results in the ULAxy171

and UCArϕ configurations, with sixteen and twenty-four microphones, respectively.172

The optimal observation filters were calculated for each of the six microphone array173

configurations using the measured FRFs and Equation 5, except in the case of UCArϕ,174

which due to there being less primary sources than monitoring microphones utilises the175

overdetermined solution provided by Equation 6. In these calculations a random field was176
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FIG. 3. The six different monitoring microphone configurations investigated. Microphone pairs in

each sub-array are coloured differently and the grey rectangle corresponds to the grid of virtual

microphone positions. The configurations in (A) are implemented by averaging the response of

all four microphones of each sub-array to emulate a pressure sensor. The configurations in (B)

comprise a pair of microphones at each array element position and the configurations in (C) have

fully populated sub-arrays.

generated by assuming that the sixteen primary sources were uncorrelated with unity source177

strength, which results in the power spectral density matrix Svv being an identity matrix178

and the filters depending only on the FRFs22.179

A. Spatial variation in the estimation performance180

The estimation performance of the six monitoring microphone configurations described181

in Figure 3 has initially been assessed over the grid of virtual microphone positions. The182

normalised estimation error, as defined in Equation 8, averaged over octave frequency bands183

with centre frequencies of 250 Hz, 500 Hz and 1 kHz, is depicted in Figure 4 for all configura-184

tions. Regularisation was applied during the calculation of the observation filters to minimise185
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numerical errors, with a frequency-independent regularisation parameter of β = 10−2. The186

term 10 dB estimation zone will be used here to define the area where the error is less than187

−10 dB, with the solid lines in Figure 4 representing these zones. When the estimation zone188

exceeds the virtual microphone positions, a solid line appears at the border of the grid.189

FIG. 4. Spatial distribution of the normalised mean squared estimation error over the virtual

microphone grid, as shown in Figure 3. The contours show the error averaged over the octave

bands with centre frequencies of 250 Hz, 500 Hz and 1 kHz. The solid lines denote the limits of the

area where the error is less than −10 dB. The array configurations are denoted on the top and the

subscripts represent the pairs in the sub-arrays, with p̂ denoting the configuration with emulated

single pressure sensors.

The results presented in Figure 4 demonstrate that the estimation performance deteri-190

orates with increasing frequency for all configurations. Moreover, increasing the number191

of microphones within the arrays monotonically enhances the estimation accuracy and re-192

sults in larger estimation zones. There is good agreement between these results and the193

performance of microphone arrays in simulated diffuse fields28, where the estimation zones194

extended along the direction of microphone pairs, and the coherence between the monitor-195
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ing and virtual positions was identified as the primary factor affecting estimation10,29. It196

is worth noting that, even though the arrays are designed to be symmetrical, the spatial197

distribution of the error, especially for the UCAs, shows some degree of asymmetry, which198

can be attributed to positioning errors in the implementation of the experimental setup.199

From the results presented in Figure 4 it can be seen that the ULA configuration with200

single pressure sensors, ULAp̂, fails to generate a 10 dB estimation zone in any frequency201

band. The linear array configurations with sub-arrays containing two, ULAy, and four,202

ULAxy, microphones show similar levels of performance to each other. At low frequencies,203

both configurations achieve a 10 dB estimation zone extending beyond the area of the204

virtual microphone grid. In the mid and high frequency octave bands, the ULAxy array205

exhibits a slightly larger 10 dB estimation zone compared to the ULAy array. However,206

this extension comes at the expense of doubling the total number of microphones from207

eight to sixteen. In summary, it can be seen that for the ULA configurations increasing208

the number of microphones from one to two per sub-array provides significantly higher209

estimation performance, both in accuracy and spatial extent of the estimation zone, than210

increasing the number of microphones in each sub-array from two to four.211

Considering the results presented in Figure 4 for the UCA configurations, it can be seen212

that in general they achieve higher spatial uniformity and estimation accuracy than their213

ULA counterparts. The configuration with pressure sensing in each sub-array element ex-214

hibits an estimation zone extending beyond the virtual microphone position grid at low215

frequencies, which is a significant improvement when compared to the corresponding linear216

array, although it does utilise six sensors rather than the four used by the ULAp̂ configu-217
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ration. The 10 dB estimation zone for the UCA configuration with two sensor sub-arrays,218

UCAr, covers the majority of the virtual microphone positions in the 500 Hz octave band,219

but in the high frequency band the error is greater than −10 dB over the whole virtual micro-220

phone grid. Finally, the fully populated circular array, UCArϕ, achieves a 10 dB estimation221

zone larger than the virtual microphone grid over all three frequency bands, outperforming222

all other configurations, but requiring 24 microphones.223

The increased performance of the circular microphone configurations can be partly at-224

tributed to the greater number of individual sub-arrays in each case. However, comparing225

the fully populated linear array ULAxy, with sixteen microphones, and the circular con-226

figuration with two-sensor sub-arrays, UCAr, with twelve microphones, can provide more227

insight into the impact of the spatial distribution of the sensors on the estimation process.228

The circular setup achieves a lower estimation error over the virtual microphone grid in229

the low octave band and generates a larger 10 dB estimation zone with higher uniformity230

in the mid frequency band. In the high frequency band, both configurations show com-231

parable performance in the extent of the 10 dB estimation zones and minimum achievable232

error. These results indicate, unsurprisingly, that the topology of the monitoring arrange-233

ment significantly influences the estimation performance, which is consistent with previous234

studies25,28,30. In particular, these results demonstrate that both the overall geometry of the235

array (i.e. linear versus circular), as well as the configuration of the sub-arrays influences the236

estimation performance. For example, the circular configurations provide a more distributed237

sampling of the sound field than the linear arrays and, thus, tend to require less element238

positions to accurately estimate the sound field at remote locations31. This tendency may239
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differ depending on the generated sound field, for example, if the sound field was generated240

by sources located exclusively below the ULA as shown in Figure 3 and therefore incident241

from a single direction, the ULA may in fact outperform the UCA.242

B. Frequency dependence of the estimation performance243

To this point, the evaluation of the monitoring microphone array configurations has244

focused on the spatial distribution of the estimation error over three octave bands. However,245

it is insightful to consider the performance in more detail over frequency. Figure 5 presents246

the range and the mean value of the estimation error across the virtual microphone grid247

for frequencies between 50 Hz and 1.5 kHz. From Figure 5(A) it can be seen that the248

performance of the linear array with single pressure sensors, ULAp̂, exhibits the lowest249

variability over the entire frequency range, however, with evidently very limited overall250

performance. An error of −10 dB at all virtual microphone positions is achieved only at251

very low frequencies, up to approximately 60 Hz. Increasing the number of microphones in252

the sub-arrays of the ULA offers a significant increase in the performance, as also shown253

in Figure 4, but the differences between the two, ULAy, and four, ULAxy, microphone sub-254

array configurations is relatively small. There is a slight estimation performance increase for255

ULAxy at frequencies exceeding about 1.1 kHz, but this is probably not sufficient to justify256

the significant increase in the number of microphones required. It is also worth noting that257

for all of the linear arrays, the range in the performance around the mean slightly decreases258

with increasing frequency.259
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FIG. 5. Estimation error over the virtual microphone grid achieved by the (A) linear configurations

and (B) circular configurations for frequencies from 50 Hz to 1.5 kHz. The solid lines indicate the

mean estimation error over the virtual microphone grid, while the shaded regions indicate the range

in estimation error over the full grid.

Figure 5(B) shows the corresponding results for the UCA configurations, which clearly260

demonstrates the significant difference in the overall behaviour compared to the linear se-261

tups. Compared to their ULA counterparts, the lowest frequency for which the error is262

less than the −10 dB threshold is shifted higher in frequency for all UCA configurations.263

However, the variation in the mean error over frequency is considerably larger over the in-264

vestigated bandwidth, showing increased variability in the estimation. For frequencies up265

to approximately 250 Hz, the estimation error and the spatial variation across the virtual266

microphone grid are similar for all UCA sub-array configurations, and all circular setups267

outperform the ULAs irrespective of the total number of microphones in the configuration.268

Moving to higher frequencies, the UCAp̂ configuration shows a pronounced reduction in269

the estimation accuracy at around 280 Hz. This drop in performance occurs at the frequency270

for which the zeroth order Bessel function associated with the array radius exhibits its first271
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zero29,32. The two UCA monitoring microphone configurations comprising multi-microphone272

elements, UCAr and UCArϕ, do not suffer from this problem, because the arrangement of273

the sub-arrays means that the microphones lie on circles of different radii33. However, both274

setups exhibit additional peaks in the estimation error, for example at around 550 Hz and275

800 Hz, which can be associated with zeros of higher-order Bessel functions. Except for276

the peak around 280 Hz, the UCAp̂ array achieves a −10 dB error across the entire grid277

up to approximately 380 Hz. This is a considerable frequency range extension compared to278

the linear arrays, which at best achieved an estimation error below −10 dB for all virtual279

microphone positions up to only 250 Hz. It is worth highlighting that the error for the UCA280

with four-microphone sub-arrays, UCArϕ, is consistently less than −10 dB across the entire281

grid for the full frequency range considered. Furthermore, the error remains below −20 dB282

for a larger part of the presented frequency range. The performance of this configuration is283

mainly attributed to the difference in the underlying formulation of the observation filter,284

which for this array is given by Equation 6, because the number of microphones deployed285

in this setup is larger than the number of independent disturbance sources. This behaviour286

is discussed in greater detail in section V A below.287

Overall, increasing the number of microphones improves performance both over space288

and frequency. However, higher computational cost will inherently result from the increased289

number of microphones. As discussed in this section and in section IV A, the topology of the290

microphone array and the constituent sub-arrays significantly influences performance, sug-291

gesting that careful configuration design can minimise the number of microphones required292

to achieve a certain level of performance.293
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V. SIMULATION STUDY294

The results presented in the previous section have shown, using FRFs from the experi-295

mentally implemented array configurations shown in Figure 3, how the performance of the296

different ULAs and UCAs incorporating different sub-array configurations varies over both297

frequency and space. In particular, it is clear that the UCAs typically outperform the ULA298

configurations, but more pertinently to this study is how the inclusion of closely spaced299

pairs of microphones in the sub-arrays improves the estimation performance by effectively300

incorporating pressure gradients into the estimation. The experimental study, however, is301

limited by the practical density and size of the virtual microphone grid. To provide further302

insight into the limits of the various nested microphone arrays considered here, this section303

will present a numerical simulation study into the spatial limitations of the arrays. In the304

first instance, the numerical simulations are described and their behaviour is tuned to be305

consistent with the experimental implementation in terms of the condition number. Subse-306

quently, the average estimation error over the virtual microphone grid is compared between307

the numerical and experimental results, before the simulated system is utilised to explore308

the spatial limits of the estimation error over a wider region of space than was possible in309

the experimental system.310

A. Simulated arrays311

In this section, the performance of the considered arrays is numerically simulated with the312

constituent microphones being modelled as ideal omnidirectional receivers. The disturbance313
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field is generated by 64 monopoles evenly spaced on the circumference of a circle with a314

radius of rs = 3 m. The frequency response from a source to a receiver is expressed as34315

Pnm (ω, r) =
jωρ

4πrnm
e−jkrnm , (9)

where ω is the angular frequency, equal to 2πf with f being the temporal frequency, k = ω/c316

is the wavenumber, with c the speed of sound, j the imaginary unit for which j2 = −1317

is true, ρ is the density of the medium and rnm denotes the distance between the nth318

source and mth receiver. The simulated configurations are consistent with the experimental319

implementations, except a larger number of sources are used to generate the disturbance320

sound field to overcome issues related to the matrix inversion required to calculate the321

optimal observation filters.322

In the simulated setup, the optimal observation filters for all array configurations can323

be calculated using Equation 5. As briefly mentioned in section IV B, the calculation of324

the optimal observation filters for the circular array with four-element sub-arrays, UCArϕ,325

in the experimental investigation uses Equation 6 and this may lead to differences between326

the experimental and simulated array performance which will be discussed in this section.327

However, it is worth noting that, as illustrated in Figure 5(B), the normalised estimation328

error achieved by the experimental setup does not reach −∞, as predicted by Equation 7, due329

to experimental uncertainty introduced by electrical noise and positioning errors effectively330

regularising the matrix inversion23.331

To facilitate a meaningful comparison between the experimental and simulated results in332

the following sections, the condition number, κ, of the regularised power spectral density333

matrices has been matched by adjusting the regularisation in the simulated case. This has334
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been achieved by applying a frequency-dependent regularisation in the calculation of the335

observation filters using the simulated responses. The regularisation was tuned at the edge336

frequencies of the octave bands with centre frequencies ranging from 62.5 Hz to 1 kHz and337

shape-preserving cubic interpolation was subsequently applied to calculate the regularisation338

factor for all frequencies of interest. The resulting condition numbers for the experimental339

and simulated cases for all array configurations are shown in Figure 6. From these results340

it can be seen that the simulated results are able to accurately match the predominant341

characteristics of the experimentally derived condition number. It is important to highlight342

that the ULA and UCA microphone configurations formed using the same sub-arrays exhibit343

condition numbers of comparable magnitude, indicating the influence of the constituent sub-344

arrays on the overall condition number. Additionally, it is worth noting that the general345

modal behaviour of the circular arrays has been successfully reproduced in the simulations.346
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FIG. 6. Condition number κ for the simulated and experimental monitoring microphone configura-

tions for the (A) linear, and (B) circular configurations. The condition number for the experimental

setups is shown with dashed lines (- -) and that for the simulated arrays with solid lines (–).
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B. Comparison of estimation for the simulated and experimental arrays347

In this section, the performance of the experimental and simulated arrays is interrogated348

over the virtual microphone grid shown in Figure 2. The frequency-dependent regularisation349

introduced in section V A for the simulated case has been utilised here such that the exper-350

imental and simulated arrays exhibit consistent conditioning. The average estimation error351

is presented in Figure 7 and although the disturbance field was generated with a different352

number of sources in the simulations compared to the experimental setup, the performance353

of the simulated arrays is generally consistent over the majority of the presented spectrum.354

On this note, according to Kennedy et al35, the sound field in a circular region of radius355

re = 0.2 m, effectively covering the virtual microphone grid utilised in the experiments, can356

be reproduced with 16 sources up to a frequency of about 1 kHz with a theoretical upper357

normalised error bound of approximately −20 dB, regardless of the sound field complexity.358

Thus, it may be relevant to note that discrepancies between the simulation and experimental359

results at frequencies above around 1 kHz may be at least partially due to differences in the360

generated sound fields, but are likely to have another explanation at lower frequencies.361

Focusing initially on the ULA results presented in Figure 7(A), it is clear that for all three362

ULA configurations the estimation error over frequency is consistent between the simulations363

and experiments. It can be seen that some details that are observed in the experimental364

results do not appear in the simulations, most notably the ripples in the estimation. However,365

this is consistent with the corresponding deviations between the experimental and simulated366
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FIG. 7. Average estimation error for the experimental and simulated (A) linear and (B) circular

configurations over the virtual microphone grid of Figure 2. The estimation error for the experi-

mental setups is shown with dashed lines (- -) and that for the simulated arrays with solid lines (–).

The vertical lines denote the edge frequencies of each octave and the horizontal lines the −20 dB

and −10 dB error

condition numbers, as shown in Figure 6(A), and can be related to the smoothly interpolated367

regularisation factors utilised in the simulations.368

In the case of the UCA results presented in Figure 7(B), it is clear that more significant369

deviations between the simulation and experimental results arise compared to the ULA. For370

the circular array with pressure sensing, UCAp̂, the results are consistent at higher frequen-371

cies, however, the simulation results significantly outperform the experimental results at372

lower frequencies. This discrepancy can be related to the high condition number at low fre-373

quencies, as shown in Figure 6(B), making the performance susceptible to the uncertainties374

inherent in the experimental case. In contrast, the estimation performance for the circular375

arrays with one, UCAr, and two microphone pairs, UCArϕ, shows exceptional consistency376

between the simulation and experimental results up to around 700 Hz. However, at higher377
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frequencies, larger deviations are observed, with significant discrepancies for the fully popu-378

lated setup, which can primarily be attributed to the difference in the underlying formulation379

of the observation filters. The experimental results show performance deterioration at fre-380

quencies associated with the modal behaviour of the array, but due to the overdetermined381

nature of this implementation, the performance is otherwise only limited by the inherent382

uncertainties in the measurements19,20,23. On the contrary, in the simulated case the sys-383

tem is underdetermined and the performance deteriorates as frequency increases, which is384

consistent with the other microphone arrays. Nevertheless, this comparison between exper-385

imental and simulated results helps to justify the use of the simulated systems to provide386

more insight into the limitations of the various array configurations over a larger spatial387

extent.388

C. Simulated spatial estimation performance limits389

To provide further insight into the spatial performance limits of the considered monitoring390

microphone configurations, the simulated system described in section V B is used here to391

assess the estimation performance over a larger region, defined by a 2 m×2 m area containing392

an 81 × 81 square grid of equally spaced virtual microphone positions centred at the origin.393

The disturbance field and the regularisation of the different array configurations are kept394

as described in section V B. The −10 dB estimation zones for the octave bands with centre395

frequencies of 250 Hz, 500 Hz and 1 kHz are illustrated in Figure 8. To facilitate comparison396

with the error maps depicted in Figure 4, the area of the virtual microphone grid deployed397

in the experimental setup is overlaid as a grey rectangle.398
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FIG. 8. Estimation zones of the simulated array configurations averaged over octave bands with

centre frequencies fc = 250 Hz, 500 Hz and 1 kHz. The circles denote the sub-array element

positions for the ULA and the ‘x’ symbols denote the element sub-array positions for the UCA.

The virtual microphone grid deployed in the experiment is represented with a grey rectangle for

reference.

From the results presented in Figure 8 it can be seen that the −10 dB estimation zone for399

the conventional ULA array using pressure sensors, ULAp̂, is an ellipsoid, with its principal400

axis aligned along the axis of the array and its secondary axis orientated perpendicularly,401

measuring about 0.1λs in length, where λs denotes the wavelength at the centre frequency402

of the octave band. As described in previous studies on both tonal and broadband noise,403

comparably sized estimation zones were generated for bandpass filtered noise and tonal dis-404

turbances with frequencies equal to the mid-frequency of the bands considered here8,27,36.405

Consistent with the experimental results, the simulated −10 dB estimation zone for ULAp̂406

does not encompass the grey rectangle denoting the experimental virtual microphone grid.407

The simulated −10 dB estimation zones for the two ULAs comprising nested microphone408
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arrays, ULAy and ULAxy, are also consistent with the experimental results. In the 250 Hz409

octave band the zone encompasses the full extent of the experimental virtual microphone grid410

and it can be seen in the simulated results that it encloses a much more significant region of411

space covering an area of approximately 0.61 m2. In the 500 Hz octave band, the estimation412

zones for ULAy and ULAxy cover about half of the experimental virtual microphone grid413

area in the vertical direction, which is consistent with the experimental results presented414

in Figure 4. However, the full extent of the simulated zone is significantly larger than the415

experimental virtual microphone grid area, occupying an area of approximately 0.29 m2,416

centred around the array. Finally, in the 1 kHz octave band the fully populated linear array417

configuration, ULAxy, includes a small region of the experimental virtual microphone grid418

in the estimation zone, which is again consistent with the experimental results. However,419

the simulated estimation zone is in fact comparable in size to the experimental virtual mi-420

crophone grid, albeit translated in the y-direction to be centred around the microphone421

array. As previously observed in the experimental results, both linear array configurations422

incorporating sub-arrays with closely spaced microphone pairs exhibit comparable perfor-423

mance to each other, with notable differences primarily appearing in the 1 kHz octave band.424

Additionally, it is interesting to highlight that the extent of the estimation zones along the425

horizontal Cartesian axis are comparable, despite the higher number of microphones in this426

direction for the ULAxy configuration.427

In the case of the UCA configurations, in the 250 Hz frequency band, the estimation428

zone for all three sub-array configurations encompasses the experimental virtual microphone429

grid, which is consistent with the experimental results presented in Figure 4. However, it430
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can be seen from the simulation results that the estimation zones do differ between the431

three configurations. The conventional circular array, UCAp̂, approximates that of the432

configuration with two-microphone sub-arrays, UCAr, with the zone in both cases extending433

outwards from the microphone array in the radial directions aligning with the sub-array434

elements. In the case of the circular array utilising four-element sub-arrays, UCArϕ, a435

unified circular estimation zone covering a significant region extending outwards from the436

array is achieved with an area of approximately 2.4 m2. In the 500 Hz frequency band,437

the three circular arrays show distinct behaviour, with the array utilising only pressure,438

UCAp̂, generating estimation zones that, in two-dimensions, are circles concentrated around439

the microphones with a radius of about 0.1λs. These zones resemble the performance of440

distinct pressure microphones as has been described in the literature on remote microphone441

virtual sensing in random sound fields8,10,25,28,36. In the mid-frequency band, the UCAr442

configuration is similar in form to that observed in the lower frequency band, but with a443

smaller overall area and sharper regions extending in the radial directions towards the sub-444

array elements. The fully populated circular array configuration, however, maintains an445

extended estimation zone, with an area that is reduced to approximately 1.6 m2 compared446

to the low frequency band. Finally, in the 1 kHz octave band the UCAp̂ configuration447

continues to generate small estimation zones around each element, with dimensions of around448

0.1λs. The UCAr configuration also generates individual zones around the sub-arrays in this449

frequency band, but in this case they are elongated radially along the direction of the sensor450

pair, which gives an ellipsoid shape as described in [27]. Additionally, a small area of451

effective estimation is also generated at the origin, which is also visible in the experimental452
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results for the UCAr configuration. For the fully populated circular array, UCArϕ, the453

simulated behaviour is somewhat different from the experimental results, which showed454

that the estimation zones encompassed the full experimental virtual microphone grid. In455

the simulations, the −10 dB estimation zone includes a unified zone centred at the origin,456

covering a circular area with a radius of about 0.3λs with ellipsoid extensions towards the457

array element positions and distinct zones centred at the element positions, extending about458

0.4λs outwards. The difference between the simulated and experimental results in this case459

can again be related to the different optimal observation filter calculations required in each460

case, as discussed in relation to Figure 7.461

Overall, the presented results agree well with previous studies on microphone arrays in462

three-dimensional diffuse fields10,27,28, demonstrating an extension of the −10 dB estimation463

zones along the array axes. This suggests that sub-array pairs should be, in general, ori-464

entated towards the virtual microphone positions to achieve an estimation zone extension465

along that direction. Moreover, spherical sub-array configurations would provide angularly466

uniform pressure gradient information, increasing spatial coherence radially around the array467

elements resulting in uniform estimation zone extension in three dimensions.468

VI. CONCLUSIONS469

This paper has presented an investigation into the use of multi-microphone configura-470

tions to estimate a stationary, random sound field at remote locations using the Remote471

Microphone virtual sensing technique. The performance of monitoring microphone arrays472

composed of nested sub-arrays is investigated with closely spaced microphone pairs used to473
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incorporate pressure-gradient information in the estimation process10. Using subsets of the474

sub-arrays, three linear and three circular configurations have been investigated.475

The estimation performance for each array was initially assessed over a rectangular grid of476

virtual microphones over a frequency range spanning almost five octaves using measurements477

from an experimental implementation. In general, these results have shown that monitoring478

microphone array configurations with sub-arrays containing closely spaced microphone pairs479

outperform conventional arrays with single pressure sensors, both in terms of the level of480

accuracy and the spatial extent of the region over which an accurate estimation is provided.481

However, inclusion of closely spaced microphone pairs results in a greater variance in the482

estimation performance over space and will also require a higher computational complex-483

ity. The performance of linear array configurations showed significant degradation as the484

distance between the array and the position at which the pressure is estimated is increased.485

The circular configurations exhibit higher levels of performance compared to their linear486

counterparts, but with higher variation over frequency due to their modal behaviour. The487

presented results have highlighted that the microphone topology has a significant impact on488

the estimation performance and the spatial distribution of the estimation error, with circular489

configurations achieving higher estimation accuracy and larger estimation zones with fewer490

microphones for the considered disturbance field.491

Numerical simulations were carried out to assess the performance of the different ar-492

ray configurations over a larger spatial grid. The behaviour of the simulated arrays was493

matched to the experimental realisations by applying frequency-dependent regularisation494

to match the condition number over frequency. To circumvent the numerical issue arising495
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when the number of deployed microphones exceeds the number of sources in the system,496

the simulations were performed with a larger array of primary disturbances compared to497

the experimental implementation. Despite this difference in the number of independent pri-498

mary sources, the performance of the simulated systems aligned well with the experimental499

results. Finally, the simulations were used to investigate the performance of the considered500

arrays over a larger area and these results have demonstrated the extent of the performance501

gains that may be achieved by incorporating pressure gradient into the estimation process.502

In the case of the linear arrays, there is a significant increase in the −10 dB estimation zone503

by incorporating pressure gradient information in the y-coordinate direction, but further504

inclusion of pressure gradient information in the x-coordinate direction only provides mod-505

est performance gains. In the case of the circular arrays, significant extensions in the size506

of the −10 dB estimation zone are achieved by incorporating either a single pair of closely507

spaced microphones or two closely spaced microphone pairs. However, in all cases the arrays508

become less well-conditioned when closely spaced microphone pairs are utilised and this may509

limit the robustness of the array performance to practical uncertainties. Although this study510

has only investigated the performance of nested arrays in sound fields without scattering511

or reflecting objects, it has previously been demonstrated that the spatial correlation and512

coherence increase in the vicinity of rigid scattering bodies. This means that the −10 dB513

estimation zones are expected to increase in size close to the reflecting or scattering objects,514

with the extension depending on the shape of the reflective object and its distance from the515

estimation position37. However, as noted variously throughout this paper, future work is516

required to further explore practical aspects of the considered nested microphone arrays.517

30



Remote Microphone Virtual Sensing with Nested Microphone Sub-Arrays

ACKNOWLEDGMENTS518

This work was supported by the project “IN-NOVA: Active reduction of noise transmitted519

into and from enclosures through encapsulated structures”, which has received funding from520

the European Union’s Horizon Europe programme under the Marie Sk lodowska-Curie grant521

agreement no. 101073037 and by UK Research and Innovation under the UK government’s522

Horizon Europe funding agreement with grant number EP/X027767/1. Jordan Cheer was523

supported by the Department of Science, Innovation and Technology (DSIT) Royal Academy524

of Engineering under the Research Chairs and Senior Research Fellowships programme.525

CONFLICT OF INTEREST526

The authors have no conflicts to disclose.527

DATA AVAILABILITY528

The data that support the findings of this study are available from the corresponding529

author upon reasonable request.530

APPENDIX: OVERDETERMINED SYSTEM531

When the number of microphones exceeds the number of sources in the system, the power532

spectral density matrix, Smm as given in Equation 4b, is singular. Using Equation 1a and533

Equation 1b the error in Equation 2 can be expressed as534

ϵ = de −Odm = (Pe −OPm)v. (A1)
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Since we want the error to be zero for all v, the trivial solution of v = 0 is dropped. A535

minimum norm observation filter that sets Equation A1 to zero can be formulated by solving536

the following optimisation problem537

min∥O∥2F, s.t. Pe −OPm = 0, (A2)

where 0 ∈ RNe×Nv here is the zero matrix and ∥·∥F denotes the Frobenius norm. The problem538

can be solved using the method of Lagrange multipliers with the Lagrangian being38
539

L (O,Λ) = tr
{
OOH + R

{
ΛH (Pe −OPm)

}}
, (A3)

where Λ ∈ CNe×Nv is a matrix whose entries are the complex Lagrange multipliers λ and540

R{·} denotes the real part of an expression . The real part of ΛH (Pe −OPm) is taken541

because the Lagrangian has to be a real function.542

Using the fact that for a complex number z, the sum z + z∗ = 2R{z}, with [·]∗ denoting543

complex conjugation, to express the real part of ΛH (Pe −OPm) we get544

R
{
ΛH (Pe −OPm)

}
=

1

2

[
MH (Pe −OPm)

+ MT (Pe −OPm)∗
]

=ΛH (Pe −OPm)

+ ΛT (P∗
e −O∗P∗

m) ,

(A4)

where Λ = 1
2
M. Plugging Equation A4 into Equation A3 the Lagrangian is expressed as545

L (O,Λ) = tr
{
OOH

}
+ tr

{
ΛH (Pe −OPm)

}
+ tr

{
ΛT (P∗

e −O∗P∗
m)

}
.

(A5)
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Treating O, O∗, Λ and Λ∗ as independent variables and taking the partial derivatives of the546

Lagrangian we get39547

∂L
∂O

= O∗ −
(
ΛPH

m

)∗
=

(
O−ΛPH

m

)∗
(A6)

∂L
∂O∗ = O−ΛPH

m (A7)

∂L
∂Λ

= P∗
e −O∗P∗

m = (Pe −OPm)∗ (A8)

∂L
∂Λ∗ = Pe −OPm, (A9)

where the dependency of the Lagrangian on the variables has been dropped for notational548

convenience. Next, summing Equation A6 with Equation A7 and using the relation of the549

sum of a complex variable with its conjugate used before, we can form the partial derivative550

with respect to the real part of O like39551

∂L
∂R{O}

=
∂L
∂O

+
∂L
∂O∗

=
(
O−ΛPH

m

)∗
+
(
O−ΛPH

m

)
= 2R

{(
O−ΛPH

m

)}
.

(A10)

Similarly, by subtracting Equation A7 from Equation A6 and using the fact that z − z∗ =552

2I {z}, where I denotes the imaginary part of an expression, we can form the partial deriva-553

tive with respect to the imaginary part of O. Working in the same way for the derivatives554
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with respect to Λ and Λ∗ we get555

∂L
∂R{O}

=2R
{(

O−ΛPH
m

)}
(A11)

∂L
∂I {O}

=2I
{(

O−ΛPH
m

)}
(A12)

∂L
∂R{Λ}

=2R{(Pe −OPm)} (A13)

∂L
∂I {Λ}

=2I {(Pe −OPm)} . (A14)

Combining Equation A11 with Equation A12 and Equation A13 with Equation A14 we get556

the complex derivatives of the Lagrangian as557

∂L
∂O

=
∂L

∂R{O}
+ j

∂L
∂I {O}

= 2O− 2ΛPH
m (A15)

∂L
∂Λ

=
∂L

∂R{Λ}
+ j

∂L
∂I {Λ}

= 2Pe − 2OPm. (A16)

Next, setting Equation A15 equal to zero and solving for O gives558

O = ΛPH
m. (A17)

Plugging Equation A17 into Equation A16, setting equal to zero and solving for Λ gives559

Λ = Pe

(
PH

mPm

)−1
. (A18)

Using Equation A18 to express Λ in Equation A17 gives the minimum norm solution for560

the observation filter561

Oopt,u = Pe

(
PH

mPm

)−1
PH

m = PeP
†
m, (A19)

where the term P†
m =

(
PH

mPm

)−1
PH

m is recognised as the Moore-Penrose, left inverse, of Pm562

and this concludes the derivation.563
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