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Abstract 
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Doctor of Philosophy 

Improvement of Biomedical Dataset Search Through the Integration of Provenance

by Abdullah Hamed Almuntashiri 

Eforts to support the application of Findable, Accessible, Interoperable, and Reusable (FAIR) 

principles in the biomedical research domain have led to an increase in the availability of datasets 

online, facilitating data exchange and reuse. This application signifcantly enhances research 

reproducibility and reduces the resources required to conduct research from scratch. As public 

biomedical repositories proliferate, an enormous number of datasets, encompassing various 

types of data, have become available to biomedical researchers. However, researchers require 

methods and tools that assist them in searching for and discovering relevant datasets. They still 

face challenges when using existing search engines, which may not be well-suited to biomedical 

research domains. These challenges include a lack of dataset metadata, which afects their ability 

to select relevant datasets. 

In this research, we frst sought to deepen our understanding of how biomedical researchers search 

for datasets and the challenges they encounter through semi-structured interviews. Based on our 

frst study’s fndings, we focused on a specifc challenge — the lack of provenance metadata — 

and its impact on the decision-making process. We then evaluated how provenance information 

enhances dataset search through a user study. Following this, we developed a provenance extrac-

tion tool to automatically extract provenance information from biomedical publications based 

on datasets and to estimate its scalability across all articles on exome sequencing experiments in 

PubMed. We conclude our research by evaluating the usefulness of the provenance extraction 

tool for dataset search through a user experience study. 

The fndings of this research provide a positive perspective on integrating provenance into 

biomedical dataset search. The results confrm the usefulness of provenance information in 

improving dataset search within the biomedical research domain, where the extracted information 

assists in enhancing decision-making and facilitates the selection of appropriate datasets. 

http://www.southampton.ac.uk
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Chapter 1

Introduction

1.1 Background

Dataset reusability has become increasingly common among researchers in several research do-

mains. Several motivations for reusing existing datasets have been identifed in the literature. 

One key objective is the integration of heterogeneous datasets to enable further analysis and 

promote scientifc advancement across a range of domains (Löfer et al., 2021). For example, 

Rajkomar et al. (2018) reported that the reuse of existing health datasets assisted them in devel-

oping machine learning algorithms for predictive purposes. Additionally, several government 

agencies and research funders promote dataset sharing and reuse, such as the U.S. National 

Institutes of Health (NIH) (Waithira et al., 2024; Sielemann et al., 2020). Another objective 

in supporting dataset reusability is to reduce the costs associated with research implementation 

(Weiskopf and Weng, 2013). 

In the biomedical research domain, Roberts et al. (2017) confrms that researchers seek to 

collect, reuse and share datasets to conduct scientifc experiments. This trend has contributed 

to the proliferation of publicly available biomedical datasets, ofering substantial benefts across 

a range of research tasks (Cohen et al., 2017). Firstly, it facilitates the reusability of datasets 

generated from scientifc experiments (Sarkans et al., 2018). Secondly, dataset availability ofers 

signifcant potential for improving clinical research (Gierend et al., 2024). Thirdly, it can save 

researchers considerable time by eliminating the need to conduct studies from scratch (Zhang and 

Ashraf, 2023). Finally, access to datasets can play a critical role in enhancing the reproducibility 

of clinical trials and reducing associated costs (Valdez et al., 2017). 
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The reuse of existing datasets may assist in knowledge discovery and enhance the productivity 

and reproducibility of scientifc research. The implementation of the Findable, Accessible, 

Interoperable, and Reusable (FAIR) principles (Jacobsen et al., 2020), along with data sharing, 

is essential in the biomedical research domain for several reasons: fostering an open research 

community; facilitating information dissemination; and improving the quality of research data 

(Parra-Calderon´ et al., 2020). Several institutes in biomedicine, including the National Sleep 

Research Resource (NSRR) and The Cancer Genome Atlas (TCGA), support data sharing 

initiatives to enhance the availability and reusability of research data (Sahoo et al., 2019). As 

a result, the availability of datasets in biomedical domains has expanded considerably over the 

past decades through biomedical repositories, enabling researchers to share, reuse, and search 

for datasets (Sinha et al., 2009; Wei et al., 2018; Zhang and Ashraf, 2023). Gene Expression 

Omnibus (GEO), DataMed, ArrayExpress, the UK Biobank, and other portals provide millions 

of publicly available biomedical datasets for reuse (Zhang and Ashraf, 2023). For instance, 

GEO1 contains more than 7.4 million samples across over 200,000 datasets. 

To facilitate the process of fnding and accessing datasets, the dataset search domain has emerged. 

The importance of data search and discovery has been recognised across complementary disci-

plines (Koesten, 2019a). This recognition may strengthen interdisciplinary connections between 

biomedical research and the dataset search domain to better address users’ needs. In particular, 

dataset search has the potential to promote data reuse within the biomedical domain (Chen et al., 

2018). 

Dataset search is the process of exploration and discovery, ultimately providing users with rele-

vant datasets (Chapman et al., 2020). According to Wei et al. (2018); Patra et al. (2020), the large 

number of biomedical repositories poses a challenge for researchers in maintaining a compre-

hensive inventory. Additionally, the process of fnding relevant datasets can be complicated by 

the volume and complexity of biomedical data (Chen et al., 2018). Therefore, the development 

of specialised search engines in the biomedical research domain has become increasingly recog-

nised, as they have the potential to improve dataset searchability and reusability (Roberts et al., 

2017). For instance, DataMed2 is a widely used open-source data discovery system dedicated 

to biomedical datasets. It provides access to 49 repositories, 20 data types, and over one million 

datasets. 

While the availability of biomedical repositories and search engines have facilitated data shar-

ing and reusing, it has also introduced challenges in data search and retrieval, requiring more 

advanced search methodologies. According to Paton et al. (2023), issues related to the efective 
1https://www.ncbi.nlm.nih.gov/geo/ 
2https://datamed.org/ (accessed on 30 June 2025) 

https://datamed.org/


3 1.2. Motivation 

retrieval of available datasets across the web have emerged. Although there have been advance-

ments in Information Retrieval (IR) and Natural Language Processing (NLP) techniques, dataset 

search remains less developed than other search verticals (Kacprzak et al., 2018), which focuses 

on particular subjects and aggregates data from diferent sources (Lewandowski, 2023). The 

feld of dataset search is still novel, and to date, limited research has been conducted on this 

domain, whether these datasets exist on the web or within specialised portals (Koesten, 2019a). 

This limitation is not restricted to a specifc domain but extends across multiple felds, including 

data science (Koutras et al., 2021), software engineering (Wang et al., 2019b), geographical 

information science (Yang et al., 2024), and biomedicine (Waldrop et al., 2021). 

Wei et al. (2018) indicate new obstacles and challenges in the domain of biomedical information 

retrieval. Similarly, Wang et al. (2019c) confrm that searching, curating, and annotating pub-

licly available gene expression datasets online for reuse in further research presents signifcant 

challenges. 

1.2 Motivation

With the continuous advancement in dataset generation and production in biomedical research, 

the discovery and search for available datasets has become increasingly essential, facilitating 

the sharing and reuse of these datasets. This progress supports the implementation of FAIR 

principles, which prompts several functions such as research reproducibility and data reuse. 

However, Hughes et al. (2023) confrm that biomedical researchers face challenges in achieving 

the FAIR principles in biomedical dataset search, most notably a lack of metadata collection 

and accessibility. Similarly, Waldrop et al. (2022) highlight the difculties of searching for 

and identifying appropriate biomedical datasets among those available. Moreover, there is a 

clear need to develop new techniques and methods to assist researchers in searching for relevant 

biomedical datasets within data repositories (Löfer et al., 2021). For instance, publicly available 

gene expression datasets face challenges related to searching, curation, and annotation, which 

impact the reuse in further research (Wang et al., 2019c). 

These challenges in biomedical dataset search are connected to several key aspects: 

Firstly, there is a lack of understanding of how researchers approach their current data-searching 

tasks and the role that dedicated data search portals play in their information-seeking processes 

(Krämer et al., 2021). Understanding the behaviours of biomedical researchers during dataset 

search remains an ongoing challenge (Wei et al., 2018). Addressing this aspect may support 
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technical specialists in developing or improving biomedical dataset search techniques and sys-

tems. 

Secondly, the diversity of biomedical data types, along with their formats and presentation, poses 

signifcant challenges in dataset search (Wei et al., 2018; Bouadjenek and Verspoor, 2017; Wang 

et al., 2019c). Roberts et al. (2017) mentioned that fnding relevant data is highly challenging 

because of the diversity of data types linked to a dataset, as well as the growing volume of 

sources. 

Thirdly, the metadata provided is insufcient to cover all essential details linked to datasets (Dixit 

et al., 2018). Löfer et al. (2021) confrm that existing metadata poorly refect user requirements, 

leading to difculties in retrieving relevant biodiversity research datasets. In addition, the 

lack of metadata in data lakes and repositories complicates the process of integrating separate 

datasets into a single searchable index (Tsueng et al., 2023). This challenge also impacts the 

reproducibility of scientifc experiments (Gierend et al., 2023). For example, the metadata within 

GEO does not include vocabularies or data to defne key biological information, such as cell 

lines and cell types (Wang et al., 2019c), which are essential for experimental reproducibility. 

As a result, dataset searchers are often forced to rely on literature searches to investigate related 

publications and gather additional information (Krämer et al., 2021; Xiao et al., 2019). 

At a higher level of public data repositories, some dataset search systems do not ofer tailored 

support biomedical datasets. For instance, Google Dataset Search encounters obstacles in 

meeting the requirements of biomedical researchers due to the limitations of a broad schema 

in supporting biological data, the diversity of coding and units in experimental data and the 

variability in data formatting in biomedicine (Wang et al., 2019c). 

1.3 Research Aims and Objectives

This research aims to expand our understanding of biomedical dataset search, explore current 

challenges, and propose potential improvements to support biomedical researchers in their re-

search journeys. Figure 1.1 illustrates the phases of our research. The frst study explores the 

current dataset search process used by biomedical researchers and identifes the difculties they 

encounter. Following that, a user study was conducted to assess the efectiveness of the avail-

ability of provenance information in improving biomedical dataset search. Based on this study, 

we then developed a provenance extraction tool designed to extract provenance information from 

papers published on datasets. These papers describe biomedical experiments conducted to gen-

erate the data within the dataset. Finally, we enhanced this research by measuring the extractor 
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Figure 1.1: The phases of this research consisting of 4 studies 

across a wide range of biomedical research publications to estimate its scalability and conducted 

a user experience evaluation study. 

The research objectives of this work are: 

1. Understand the current dataset search practices in the biomedical domain. 

2. Identify the challenges in how dataset search is conducted. 

3. Assess the efectiveness of including provenance information in biomedical dataset search. 

4. Develop a provenance extraction tool to enhance and facilitate the biomedical dataset 

search process. 

5. Evaluate the usefulness of the provenance extraction tool. 

1.4 Research Questions

To achieve our objectives, we pose the following research questions: 

– RQ1: What are biomedical researchers’ dataset search requirements? 

– RQ2: What provenance is needed by biomedical researchers for dataset search? 

– RQ3: How and with what accuracy can we infer provenance information from textual 

descriptions in biomedical research papers? 
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– RQ4: To what extent does the extracted data provenance from the biomedical publications 

help biomedical researchers do dataset search? 

1.5 Thesis Structure

The following chapters of this thesis is structured as follows: 

Chapter 2 provides background on dataset search, its process, and related work, including existing 

taxonomies and metadata. We also present a brief overview of provenance, its models, and its 

applications in biomedicine. Additionally, we introduce LLMs, their use in biomedicine and the 

concept of prompt engineering in LLMs and highlight its importance for generation of text. 

Chapter 3 presents the research methodologies used to address the research questions. It includes 

the methods, tools, and techniques employed in all studies. 

Chapter 4 presents the fndings of our frst study, which aims to identify the current dataset search 

techniques used by biomedical researchers and the challenges they encounter. Additionally, 

we outline and discuss the essential requirements for improving dataset search in biomedical 

research. 

Chapter 5 displays the fndings of our second study, which evaluates the efectiveness of prove-

nance information in enhancing biomedical dataset search. Moreover, it identifes the key 

provenance elements required when searching for biomedical datasets. 

Chapter 6 focuses on the implementation of an LLM based provenance extractor for biomedical 

articles. It presents the architecture, components, and prompts used in the development of this 

tool. Additionally, we explain and discuss a scalability experiment conducted to estimate the 

expansion of the extractor’s coverage across a wide range of biomedical publications. 

Chapter 7 presents the fnal study, which aims to evaluate the extractor’s performance through a 

user experience assessment. It includes the results of both qualitative and quantitative analyses. 

Chapter 8 provides an overall discussion of all the studies in this thesis and summarises how the 

results connect to the wider literature. 

Chapter 9 concludes and summarises our work. Additionally, it provides suggestions for potential 

future research. 
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• Almuntashiri, A.H., Ibáñez, LD., & Chapman, A. 2023. A Taxonomy of Dataset Search. 

In: Saeed, F., Mohammed, F., Mohammed, E., Al-Hadhrami, T., Al-Sarem, M. (eds) 

Advances on Intelligent Computing and Data Science. ICACIn 2022. Lecture Notes 

on Data Engineering and Communications Technologies, vol 179. Springer, Cham. 

https://doi.org/10.1007/978-3-031-36258-3 50 
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Chapter 2

Literature Review

This chapter provides a comprehensive background and foundational knowledge on all subjects 

relevant to this research. We present a brief description of the concept of a “dataset”, including 

its defnition, signifcance, and common formats. Section 2.1 ofers an overview of dataset 

repositories and portals and presents several examples of biomedical dataset repositories. In 

Section 2.2, we provide a foundational overview of dataset search, including its defnitions, 

processes, procedures, and existing dataset search taxonomies. Additionally, we review the use of 

dataset search in biomedicine and the challenges faced by biomedical researchers. Furthermore, 

we explore the use of metadata in dataset search as a method for discovering retrieved datasets 

and selecting those that best meet users’ needs, as well as its role in biomedical research domain. 

In Section 2.3, we highlight a type of metadata (provenance), its usage in various domains and 

tasks. Additionally, we explore popular provenance models, including those used in biomedicine. 

Section 2.4 presents topics related to improving provenance annotation, including methods, 

classifcation approaches and other forms of metadata annotation. In Section 2.5, we provide 

a brief explanation of LLMs and their applications in biomedical domains. Finally, in Section 

2.6, we discuss prompt engineering as a technique to enhance the output of LLMs and its use in 

extraction tasks. 

Before describing the dataset, we need to understand the concept of data. Data are “the raw 

observations about the world collected by scientists and others, with a minimum of contextual 

interpretation” (Zins, 2007, p.484). In addition, data are “sets of characters, symbols, numbers, 

and audio/visual bits that are represented and/or encountered in rawforms” (Zins, 2007, p.485). 

Data can be presented in various forms, such as images, graphs, or alphanumeric characters 

like letters and numbers. To be included in a dataset, data should be organised, structured, and 

properly formatted. 
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A dataset has been defned by various communities and individuals, with defnitions varying 

depending on the specifc interests and focus of each community. The term “dataset” may 

refer to analogue or physical data collections (such as handwritten notes or biological samples) 

(Borgman, 2015). Additionally, the same term can also refer to a dataset as a collection of 

documents encompassing various data types, such as images, videos, tabular data, and structured 

data — typically in digital form (Nguyen et al., 2020). Chapman et al. (2020) describe a dataset 

as an organised set of observations that can be utilised for targeted purposes. The Statistical Data 

and Metadata Exchange (SDMX) initiative ofers a similar defnition, describing a dataset as 

“a collection of related observations, organized according to a predefned structure” (Chapman 

et al., 2020, p.252). Similarly, Maali et al. (2014) highlight the Data Catalog Vocabulary (DCAT), 

which defnes a dataset as a set of data curated or issued by an individual agent, designed to 

be accessible and downloadable in various formats. Koesten (2019a, p.11) defne a dataset 

as “structured information collected by an individual or organisation, distributed in a standard 

format”. 

In this thesis, we adopt the common understanding of a dataset as a digital representation 

encoded in structured or semi-structured formats. Various standard formats are widely used for 

storing and sharing such data. For instance, commonly used formats include Comma-Separated 

Values (CSV), Resource Description Framework (RDF), and JavaScript Object Notation (JSON). 

According to Koesten (2019a), tools for discovering data often support multiple formats, such 

as CSV, XML, and HTML, for downloading data fles. 

With the growing volume of datasets, storing large amounts of data locally has become in-

creasingly challenging. The expansion of data availability has led to the development of open 

data platforms, repositories, portals and marketplaces. Data platforms provide the infrastructure 

for data ecosystems, supporting users in interacting with open data contained within datasets. 

Such interactions include searching, sharing, processing, and analysing related datasets (Sen-

naike et al., 2017). An example of such a platform is Google BigQuery1. Another example is 

OpenDataSoft2, which hosts over 34,000 datasets and has recorded approximately 855 million 

downloads. 

Open data portals are web-based interfaces that provide access to datasets ofered by governments, 

institutions, or organisations (Thorsby et al., 2017). Numerous open data portals, such as the 

UCI Repository3 and the UK’s Data Service4, have been established to make datasets publicly 

accessible (Kassen, 2013). 
1https://cloud.google.com/bigquery 
2https://data.opendatasoft.com/pages/home/ 
3https://archive.ics.uci.edu/ 
4https://ukdataservice.ac.uk/ 

https://cloud.google.com/bigquery
https://data.opendatasoft.com/pages/home/
https://archive.ics.uci.edu/
https://ukdataservice.ac.uk/
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Several data repositories have emerged — storage systems or archives in which datasets are 

deposited, curated, and preserved for long-term access and reuse (Duerr, 2014). Examples of 

generic repository software include Dataverse5, Zenodo6, Figshare7, and CKAN8. DataPlanet9 

is a repository that ofers around 13.5 billion datasets provided by more than 90 data providers 

across 16 major domains. Thoegersen and Borlund (2022); Marcial and Hemminger (2010) 

highlight the growing availability of datasets in scientifc repositories, such as Elsevie10, which 

play a critical role in supporting various research felds (Altman et al., 2015). 

In addition, several discipline-oriented data repositories, portals, and marketplaces provide access 

to specialised datasets. Grossman et al. (2006) note that many health institutions aim to share 

datasets to support treatment development, including medical images, clinical data and omics 

data. Beyond public portals and repositories, the emergence of data markets has further elevated 

datasets as a signifcant source of trade (Grubenmann et al., 2018). Furthermore, the European 

Data Portal11 publishes approximately 1,781,000 datasets from 35 EU countries, spanning over 

191 catalogues. Additionally, FAIRsharing12 includes more than 2,000 registered databases, 

many of which are domain-specifc and focused on the life sciences. 

2.1 Biomedical Repositories

A large number of scientifc data platforms are at the core of this research and have been developed 

for biomedical data, including GEO, DataMed, ArrayExpress13, and the UK Biobank14. A 

common gene expression data repository provides genome methylation, chromatin structure 

and functional genomics data to the public (Patra et al., 2020). GEO was established in 2000 

with the support of the US National Center for Biotechnology Information (NCBI) to aid gene 

expression studies (Clough and Barrett, 2016). This repository contains a vast amount of 

data, with over 200,000 dataset series available, including more than 7.4 million samples. 

This repository provides several services for biomedical researchers, including querying using 

keywords, visualising, and analysing data. 
5https://dataverse.org/ 
6https://zenodo.org/ 
7https://figshare.com/ 
8https://ckan.org/ 
9https://dataplanet.sagepub.com 

10https://elsevier.digitalcommonsdata.com/research-data/ 
11https://www.europeandataportal.eu 
12https://fairsharing.org/search?fairsharingRegistry=Database 
13https://www.ebi.ac.uk/biostudies/arrayexpress 
14https://www.ukbiobank.ac.uk/ 

https://dataverse.org/
https://zenodo.org/
https://figshare.com/
https://ckan.org/
https://dataplanet.sagepub.com
https://elsevier.digitalcommonsdata.com/research-data/
https://www.europeandataportal.eu
https://fairsharing.org/search?fairsharingRegistry=Database
https://www.ebi.ac.uk/biostudies/arrayexpress
https://www.ukbiobank.ac.uk/
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Another common open-source data discovery system for biomedical datasets is DataMed. It 

provides access to 49 repositories and 20 data types, including clinical trial data, and includes 

over 1.2 million datasets. The primary search technique is keyword-based, using a Google-like 

search box. Additionally, it ofers advanced search tools, including Boolean operators (Chen 

et al., 2018). 

The Medical Research Council and Wellcome Trust developed UK Biobank in 2012 as a large-

scale, open-access database and research resource for discovering medical datasets (Collins, 

2012). The repository consists of various data types, including genetic data and medical images 

(Biobank, 2014). This data was collected from 500,000 UK Biobank participants. 

BioStudies15 is a public repository that organises data from biological studies. It provides 

genomics datasets generated from genomics experiments for reuse by the research community 

(Sarkans et al., 2018). A keyword-based search style is used to provide metadata descriptions 

of the datasets. This repository contains more than 2.4 million biological studies, including 

datasets. 

Technological developments over the past decades have enabled many diferent methods for 

searching for datasets. However, issues related to efectively retrieving available datasets across 

the web have emerged (Paton et al., 2023). 

2.2 Dataset Search

The domain of dataset search and discovery has emerged as an integral area within several 

complementary disciplines (Koesten, 2019b). The importance of this domain has increased 

among researchers, as they require access to datasets (Akujuobi and Zhang, 2017). 

However, as this research direction is still in its infancy, the development of dataset search 

techniques remains limited. There is also a lack of supporting tools to help users fnd datasets 

that meet specifc requirements (Wang et al., 2019b). The difculty of efectively locating datasets 

across the web has become a major issue, leading dataset search to be a prominent topic in the 

information retrieval domain (Paton et al., 2023). Therefore, various eforts by researchers and 

scientists have been made to defne the fundamental pillars of this domain. Several defnitions 

outlining the process of dataset search have been proposed as its foundational basis. 

• Chapman et al. (2020) defne the domain of dataset search as the process of exploring and 

discovering datasets in order to provide them to end users seeking such datasets. 
15https://www.ebi.ac.uk/biostudies/ 
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Figure 2.1: The steps of dataset search process (Chapman et al., 2020) 

• Another defnition is “the process of returning relevant RDF datasets” (Kunze and Auer, 

2013, p.1). 

• Koesten (2019a) describes this domain from the perspective of data users as the process 

of searching for particular data within datasets. 

• A defnition given by Kato et al. (2021) refers to dataset search as the function of receiving 

a user prompt or query, which is processed by a system to produce a ranked collection of 

datasets. 

• Chen (2022, p.25) defned “dataset search” as the process “to rank a set of datasets 

D = {D1, D2, . . . , Dn} in descending order of their relevance scores with respect to q”. 

The above defnitions are explicit defnitions of the term dataset search. Many other 

defnitions are available from various communities, such as the Information Retrieval 

Community or Database Community, which could be used to defne dataset search due to 

the convergence of these communities and the use of similar terms. 

• According to Koesten (2019a), the term of “dataset search” and the term “data discovery” 

are predominantly utilised interchangeably. 

2.2.1 Dataset Search Process

To better understand the dataset search process, Chapman et al. (2020) provides a high-level 

overview of the process and its fundamental steps in their survey. This process begins with 

submitting a query and ends with returning a ranked list of datasets (Chapman et al., 2020; Kato 

et al., 2021). Figure 2.1 illustrates these steps of the search process. 
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The frst step of this process is submitting a query, which involves receiving and processing a 

user query. It is important to understand how data are converted into input queries (Chen et al., 

2019). Various types of queries exist, including keyword-based queries (Ibáñez and Simperl, 

2022; Hulsebos et al., 2024) and Contextual Query Language (CQL) expressions (Chapman 

et al., 2020). Additionally, a dataset sample can be submitted as a query to retrieve relevant 

datasets (Koutras et al., 2021). 

The second step is query handling. This step is a critical task involving the processing of 

the received query to retrieve the desired results. Several existing dataset search systems adopt 

a metadata-based approach, relying on the similarity between the metadata and the user query 

(Hulsebos et al., 2024). However, low quality metadata impact the process of dataset discovery 

and consumption (Chapman et al., 2020; Löfer et al., 2021). Several studies argue that standard 

metadata does not provide sufcient information to enable users to reuse datasets (Nguyen et al., 

2015; Koesten et al., 2020; Löfer et al., 2021; Sostek et al., 2024). Therefore, several studies 

have discussed certain surrogates, for example, textual or visual ones, that aim to assist people 

in determining which documents are relevant (Wiggins et al., 2018; Koesten et al., 2020). Given 

the importance of dataset search, several techniques have been developed to process user queries. 

For example, Thomas et al. (2015) utilise the type of data and column information to link query 

columns to underlying table columns. Another approach developed that allows keyword queries 

over columns (Pimplikar and Sarawagi, 2012). Additionally, Zhang and Balog (2018) proposed 

a method for searching based on a keyword query over a table. 

The third step is data handling. This step involves preparing the results retrieved from the 

search process by providing a summary of each dataset, referred to as metadata, to help users make 

informed decisions. According to (Chapman et al., 2020; Löfer et al., 2021; Hulsebos et al., 

2024), dataset publishers provide metadata to meet users’ needs. This metadata is structured 

in a uniform format to ensure consistency in data types. To facilitate the indexing of this 

metadata, several vocabularies have been developed, inlcuding Schema.org 16. Brickley et al. 

(2019) highlight that data publishers use Schema.org or W3C DCAT markup to characterise the 

attributes of a dataset search. Data handling can also enhance the efectiveness of a search, with 

some studies focusing on quality and entity resolution (Chapman et al., 2020). For example, one 

proposed method for addressing the issue of metadata quality involves combining feeds from 

identifed entities, which can be used to cross-validate the metadata (Heyvaert et al., 2015). 

Another approach involves investigating techniques to detect coverage and bias in a dataset, 

which may afect algorithms using the dataset as input, a process known as schema matching 

(Asudeh et al., 2019). Moreover, a table similarity approach for table extension is employed in 
16https://schema.org/ 

https://16https://schema.org
https://Schema.org
https://Schema.org
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constructive dataset search, such as in WikiTables. Additional techniques, such as summarisation 

and annotation, are used to enhance the efectiveness of a search (Chapman et al., 2020). 

The fnal step is the presentation of results, which aims to present the search outcomes 

in a structured manner. One commonly used presentation method in many data portals is 

the traditional ten blue links paradigm. Several Search Engine Results Pages (SERPs) used 

for dataset search also follow the traditional ten blue links paradigm (Chapman et al., 2020; 

Ibáñez and Simperl, 2022). Additionally, several frameworks are proposed for data search and 

exploration, including TableLens (Pirolli and Rao, 1996), DataLens (Liu and Jagadish, 2009), 

and the Relation Browser, which is used for sense making with statistical data (Marchionini et al., 

2005). In addition, the Google Dataset Search uses a list, which is a traditional way to present 

results, to display the results (Chapman et al., 2020; Sostek et al., 2024). 

2.2.2 Dataset Search Taxonomies

Several categorisation eforts have been undertaken to classify existing search techniques and 

systems. A taxonomy of web search queries was developed by (Broder, 2002), focusing on user 

needs. In this study, user queries are categorised into three types: First, navigational queries, 

which are used to fnd targeted web pages; Second, transactional queries, which are utilised to 

conducted actions on the web, such as online shopping; Third, informational queries, which aim 

to access specifc information. A limitation of this taxonomy is that it focuses solely on web 

search activities and may not be directly applicable to the contexts of dataset search. 

McDonnell and Shiri (2011) developed a taxonomy aimed at understanding the variations among 

approaches, systems, and techniques in social search. This taxonomy is divided into fve cate-

gories: First, collaboration type — includes synchronous and asynchronous collaboration of user 

interactions during data search; Second, it distinguishes collaboration into implicit and explicit; 

Third, search target — focuses on targets of search, including fnding people - centric systems and 

fnding information-centric systems; Fourth, fnding approaches — identifed as goal-oriented 

search approaches and exploratory fnding approaches; Finally, search result presentation — 

classifed into sense-making results and ranking based on relevance of results. However, this 

taxonomy was exclusively focused on social search. 

Another taxonomy was developed with a focus on data-centric tasks (Koesten, 2019b). This 

taxonomy centres on the activities and interactions of users with data. It is categorised into two 

main types: process-oriented and goal-oriented tasks. The frst type focuses on tasks that are 

considered transformative in nature from the users’ perspective. This type involves several tasks, 
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including working with data using various tools, integrating diferent datasets, utilising data in 

ML processes, and producing new data. The latter type includes tasks that involve using data 

to accomplish broader goals. Examples include answering specifc questions, comparing data 

or datasets, and engaging in similar activities. However, this taxonomy may not be sufcient to 

cover the full scope of the dataset search domain, as it focuses solely on users’ interactions with 

data. 

Although the aforementioned eforts classify the searching process from diferent dimensions, 

these works may not be entirely sufcient for the dataset search process, as they do not encompass 

search style techniques, which are an integral part of the search process. 

As part of this project, we have therefore developed a taxonomy of dataset search (Almuntashiri 

et al., 2022). During the search process to construct this taxonomy, we used four main sources: 

Google Scholar as a search engine; Science Direct as a scientifc platform; IEEEXplore Digital 

Library; ACM Digital Library as digital libraries. We did an initial selection based on title, 

year and accessibility. In addition, we used the following keywords to fnd the articles: “Dataset 

Search”, “Data Search”, “Data Retrieval”, “Structured Data Queries”, “Dataset Search Queries”, 

“Table Queries”, “How to Search for Datasets” etc. We selected 108 papers by conducting 

a comprehensive scanning of the title, abstract, introduction and conclusion. Thereafter, the 

following exclusion criteria were applied in this study: a) Studies that do not focus on searching 

dataset/structured data directly; b) Studies that do not clearly explain the search style used; 

c) Studies that lack a full-text version at the source; d) Studies that do not include the used 

methodology to develop their contributions. This led to approximately 31 papers of algorithms 

and benchmarks that focus on the dataset search directly. We sought to discover the main 

diferences between those papers. 

By reading the selected papers to build this taxonomy, we discovered that one of the main 

diferences between the dataset search algorithms is the search style, which is the input form 

used when searching for a dataset. There are many basic components of searching for datasets, 

such as the input query and the result presentation. Since the input query enables users to express 

their requirements for datasets, we decided to choose the search style to be the main pillar of 

our taxonomy. Figure 2.2 illustrates the design of the taxonomy of dataset search as well as 

the algorithms, systems and benchmarks under each search style. Four main search styles were 

discovered, which are keyword search, search by structured query language, search by using 

schema matching and search by using tables. These four styles are the ones used to search for 

datasets/structured data in the dataset search papers. 
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Figure 2.2: The Taxonomy of Dataset Search. It includes three levels: the blue represents 
search style types, the orange is the systems/approaches and the green is the benchmarks. 

The frst category is the keyword search, which includes systems and tools that utilise keywords to 

search for published datasets over metadata. This approach enables users to input a query related 

to their information needs. The second category is the structured query style, which employs 

structured query languages such as CQL (Contextual Query Language) and SQL (Structured 

Query Language). The third category is the schema matching style, which allows users to submit 

a dataset as input to retrieve related datasets. The fnal category is the table search style, which 

involves processing a search query and providing a list of tables, where the input query consists 

of either a collection of keywords or a table. 

Due to the widespread distribution of existing datasets and their usage across various domains, 

several search styles have been developed to facilitate dataset discovery and retrieval. However, 

each style typically makes fundamental assumptions about the specifc domains or user groups 

it targets. Below, we elaborate on the factors that infuence the choice of search style. 
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Discipline. Firstly, search styles often vary across disciplines and refect the difering extent of 

users’ needs in dataset discovery. For example, DataMed, a biomedical data discovery system, has 

been designed for the biomedical research community. Consequently, it incorporates techniques 

that allow expert users to specify particular characteristics and supports the use of Boolean 

operators for specialised queries. 

User Knowledge. Secondly, the employed search styles can depend heavily on the user’s 

level of experience in dataset discovery. For instance, communities that rely on keyword-based 

search difer signifcantly from those using schema-matching approaches. While the biomedical 

community is data-literate, its members are generally not considered power users in database 

management, information retrieval, or dataset search. Thus, they predominantly utilise keyword-

based searches. In contrast, the database research community — characterised by expert users 

— routinely employs schema matching to integrate and augment datasets. Accordingly, search 

styles diverge based on the intended user population for whom the tools are designed. 

Data Generation, Ownership, and Access Restrictions. The origin of the dataset, the con-

ditions under which it was created, and the associated restrictions signifcantly infuence the 

appropriate search style. For example, biomedical researchers may be required to publish data 

to comply with grant mandates, but they are often not incentivised by personal success metrics 

to share data. Conversely, several European governments have adopted openness of government 

data as a success indicator, thereby encouraging data publication. Thus, the entity responsible 

for data generation — along with the level of resourcing and accessibility — afects the selection 

of appropriate search styles. 

Task Complexity. Finally, the complexity of the task for which the dataset is intended also 

infuences the chosen search style. This includes the required data type, such as structured tables 

or unstructured content. Task complexity is closely linked to user expertise and the availability 

of tools tailored to the needs of a given community. 

From a broader perspective, the four dataset search styles identifed in our survey can be positioned 

within the framework of classical IR techniques (Manning, 2008). Keyword search aligns closely 

with ad hoc information retrieval, where users submit queries and the system retrieves results 

ranked by estimated relevance (Kuo et al., 2024). Structured query languages, which represent 

our second search style, can be considered analogous to Boolean retrieval technique in IR (Salton 

et al., 1983), and can be enhanced through an explicit query structure. Schema matching and 

table search approaches share strong similarities with query-by-example (Zloof, 1977), in which 

the input query—such as a dataset or a table — is used to retrieve similar results. Furthermore, IR 

interaction techniques such as query expansion — adding related terms, synonyms, or schema 
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elements to improve the results — and relevance feedback — refning queries based on user 

judgments of result relevance — could be applicable to all four search styles, although they 

remain unexplored in the dataset search literature. 

2.2.3 Dataset Search in Biomedicine

With technological advancements, providing data, tools, and software have become integral 

to contemporary biomedical domains and behavioural research (Ohno-Machado et al., 2017). 

The volume of datasets in biomedical domains, including molecular biology, has increased 

exponentially over the past decades (Sinha et al., 2009; Wei et al., 2018; Zhang and Ashraf, 

2023). Mervis (2012) also emphasised that research in this domain produces a huge volume 

of datasets, which are stored in various formats across diferent sites. For example, several 

repositories and open data portals, such as GEO, DataMed, ArrayExpress and the UK Biobank, 

focus on providing researchers and users with biomedical datasets (Zhang and Ashraf, 2023). 

These repositories ofer large biomedical datasets containing various types of data, such as 

omics data (Bouadjenek and Verspoor, 2017). Through such platforms, biomedical data can be 

aggregated, searched, discovered and retrieved according to the needs of biomedical researchers. 

However, it can be challenging for biomedical researchers to be aware of all public biomedical 

repositories that allow dataset search (Wei et al., 2018; Patra et al., 2020). Thus, the importance of 

search engines in the biomedical research domain has become increasingly recognised. Emerging 

concerns in this context include experimental reproducibility, dataset searchability and dataset 

reusability (Roberts et al., 2017). Wei et al. (2018) highlights several data retrieval challenges 

faced by the biomedical research domain, including the search behaviours of researchers when 

searching for datasets. Similarly, Waldrop et al. (2022) note that researchers struggle to search 

for and identify appropriate datasets amid the growing volume of biomedical data. 

The availability and enhancement of dataset search capabilities serve several purposes: ensuring 

reusability and experiment replication (Patra et al., 2020; Zhang and Ashraf, 2023), addressing 

biomedical data scarcity and supporting research progress (Ohno-Machado et al., 2017; Waldrop 

et al., 2021), saving researchers’ time (Zhang and Ashraf, 2023), and adhering to the “FAIR” 

data principles (Wilkinson et al., 2016). Additionally, access details for biomedical datasets are 

crucial for promoting the reproducibility of research fndings (Alsheikh-Ali et al., 2011; Roberts 

et al., 2017). Furthermore, the availability of biomedical datasets is an integral requirement for 

publication conditions in several journals (Bishop et al., 2015). Dataset search is the initial step 

of curation, interoperability and quality of data (Hughes et al., 2023). 
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Although several IR and NLP techniques are employed to utilise these datasets (Benson et al., 

2012; Waldrop et al., 2021), the biomedical information retrieval domain constantly faces new 

obstacles and challenges (Wei et al., 2018). Wang et al. (2019c) confrm the challenges associated 

with searching, curating, and annotating publicly available gene expression datasets online for 

reuse in further research. Additionally, Hughes et al. (2023) refer to biomedical researchers 

struggling to fnd, access, interoperate, and reuse (FAIR) datasets. 

These challenges of biomedical datasets search are summarised in several dimensions: the 

presence of heterogeneous data (Bouadjenek and Verspoor, 2017; Wei et al., 2018; Wang et al., 

2019c), insufcient metadata for available datasets (Bouadjenek and Verspoor, 2017; Wang et al., 

2019c; Löfer et al., 2023), issues with dataset ranking (Teodoro et al., 2017) and lack of data 

quality (Ohno-Machado et al., 2017). 

2.2.4 Metadata

Over the past few decades, metadata has been discussed across several domains to support data 

searchers. Several studies have mentioned that most biomedical dataset search systems, such as 

DataMed (Chen et al., 2018), are constructed based on the metadata of datasets (Hendler et al., 

2012; Kassen, 2013; Wei et al., 2018). Before reviewing metadata in biomedicine, this section 

aims to provide an overview of the foundational concepts of metadata. Despite variations in how 

metadata is defned, there is broad agreement on the same underlying concept: “data about data” 

(Greenberg, 2005) or “structured data about data” (Duval et al., 2002). 

A recent systematic review by Ulrich et al. (2022) discussed the concept of metadata, describing 

it as a detailed description of data. Several scientifc communities have adopted and studied 

the use of metadata, including computer science, library and information science (Greenberg, 

2005), and medical informatics (Ulrich et al., 2022). Additionally, metadata have been used in 

open data portals, public repositories and search engines (Hendler et al., 2012; Kassen, 2013) to 

enable users to search for datasets based on metadata. There are several examples of metadata 

use in dataset search tools, such as Google Dataset Search (Brickley et al., 2019) and DataMed 

(Chen et al., 2018). 

Several types of metadata have been discussed in various studies (Ulrich et al., 2022; Riley, 2017), 

including descriptive metadata, structural metadata, and administrative metadata, as shown in 

Figure 2.3. Hartig and Zhao (2010); Muniswamy-Reddy and Seltzer (2010); Mayernik (2021); 

Wittner et al. (2023) confrm that provenance metadata is a common type of metadata that 

describes the history of data. Additionally, Mayernik (2021) states that there are 19 types of 
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Figure 2.3: Types of Metadata: Descriptive, Structural, and Administrative (Ulrich et al., 2022; 
Riley, 2017) 

metadata, including provenance metadata, each with its own concept and motivation. Figure 2.4 

presents The terminologies associated with diferent metadata types. 

The standards of metadata are categorised into three main types in the systematic review by 

(Ulrich et al., 2022). The frst type comprises various structural standards, such as ISO 11179, 

OMOP, ONIX and Dublin Core. The second includes diferent technical standards, including 

XML and RDF. The third one consists of several types of semantic standards, such as UMLS 

and RxNorm. These types of metadata are employed for several key tasks, including dataset 

defnition, secondary data use, information retrieval tasks and data integration tasks (Ulrich et al., 

2022). 

2.2.5 Metadata for Biomedicine

As stated earlier, several biomedical dataset discovery tools, such as DataMed, were built on 

the metadata of datasets rather than retrieving data based on their actual contents. Metadata of 

scientifc experiments, specially in biomedicine, has been studied for a long time. Providing a 

high quality of metadata is integral in seaching and reusing scientifc datasets located in online 

repositories (Gonçalves and Musen, 2019). Several contributions have been made to support 

researchers in using biomedical data. For example, Wang et al. (2019c) developed dedicated 

metadata for gene expression datasets, aiming to identify and map various biological entities, 

including protein types, disease types and cell types. 

There are several reasons for developing diferent metadata standards: complexity, diversity, 

increasing data generation and inter-relatedness (Barrett et al., 2012), all of which can vary 
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Figure 2.4: Terminologies for various metadata types (Mayernik, 2021) 

depending on the repository’s goal. The BioProject and BioSample databases (Barrett et al., 

2012) were developed to capture metadata for diferent types of biological data stored in databases 

such as ArrayExpress and GEO. The EBI BioSamples metadata includes details such as data 

type (e.g., genome sequencing), attributes, methods, project aim, title and a brief description. 

A widely used biomedical dataset discovery system, DataMed, uses a specifc metadata ingestion 

pipeline designed to extract, index, and map data using the DATS (Chen et al., 2018). The DATS 

metadata standard aims to extract generic and applicable elements for any type of biomedical 

dataset, including properties that describe entities, such as information about the materials 

used. These include metadata information like publication, software, data repository and access 

method. Figure 2.5 presents an example of metadata as displayed in DataMed. 

The absence of metadata standardisation (Hughes et al., 2023) and structured metadata (Johns 

et al., 2023) that describes the history of a dataset’s construction (provenance metadata) can lead 

to issues with reproducibility. Several studies confrm the importance of provenance metadata in 

reproducibility and trustworthiness tasks (Gierend et al., 2023; Samuel and König-Ries, 2022; 

Gierend et al., 2024). Therefore, the growing demand for this type of metadata has advanced the 

development of several provenance models. 
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Figure 2.5: An example of DataMed metadata includes several pieces of information about the 
dataset, such as its name, repository, identifer, and more. 

2.3 Provenance

One critical type of metadata is provenance information (Hartig and Zhao, 2010). While the 

defnitions of provenance difer based on the domain, it generally defnes all steps involved in 

building a dataset (Johns et al., 2023). Data provenance is a type of metadata that explains 

the origin, history and changes of data (Simmhan et al., 2005). A simple understanding of the 

concept of “provenance” refers to explaining what happened to the data (Curcin, 2017). Johns 

et al. (2023, p.2) defnes provenance as “the origin, processing, and movement of data”. Several 

studies emphasise that provenance information is strongly associated with the interpretation and 

reproducibility of results (Liu et al., 2020; Gierend et al., 2024; Johns et al., 2023; Gierend et al., 

2023). 

Several eforts have been made to understand and establish the foundations of provenance. 

Herschel et al. (2017) presented a classifcation of provenance in a hierarchy of four types, as il-

lustrated in Figure 2.6. The frst type is provenance metadata that encompasses information about 
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Figure 2.6: Hierarchy of provenance metadata types (Herschel et al., 2017) 

any production process. Users have the broadest freedom to model, store, and access provenance 

information for any product type. The second type is information system provenance, which 

refers to metadata describing processes in information systems involved in the dissemination of 

information, such as communication (Deutch et al., 2014; Macko and Chiarini, 2011), storage 

and retrieval (Chirigati et al., 2016) or distribution (Ko and Will, 2014; Zhou et al., 2012). 

The provenance collection in this context includes the inputs, outputs, and parameters of each 

process. The third type is workfow provenance, where a workfow is considered in Herschel’s 

survey (Herschel et al., 2017) as a graph, with nodes representing functions or modules and edges 

representing a predefned data fow between the modules. The fnal type is data provenance, 

which involves tracking the processing of single data components with the highest resolution. 

This means capturing provenance at the level of data items and the operations they undergo. 

Provenance has been utilised for decades in computer science, with the aim of tracking the origin 

of data and the processing steps involved in generating fnal results to verify their quality (Goble, 

2002).From a data management perspective, data management systems focus on identifying var-

ious types of information, including the source of the data within databases (where provenance), 

the justifcation for the presence of the data (why provenance) and the data relevant to observed 

outcomes (how provenance) (Green et al., 2007; Cheney et al., 2009). An overview by Gierend 

et al. (2024) highlights that the concept of provenance is essential in various scientifc research 

felds, including environmental studies (Liu et al., 2020), biomedical and health research do-

mains, material sciences, and security and privacy (Pan et al., 2023). As confrmed by Ahmed 

et al. (2023), data provenance has been utilised in various felds, including artifcial intelligence, 

e-services and healthcare. 
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Data provenance is used for several tasks, including ensuring reliability (Baum et al., 2017; 

Groth and Moreau, 2013), quality (Groth and Moreau, 2013), reproducibility (Liu et al., 2020; 

Gierend et al., 2023), trustworthiness (Gierend et al., 2023; Groth and Moreau, 2013), enhanced 

interpretability (Gierend et al., 2023) and data tracking (Simmhan et al., 2005; Johns et al., 

2023). Additionally, Herschel et al. (2017) note that provenance is applied in various use cases, 

such as supply chains, complex data processing and scientifc experiments. Furthermore, data 

provenance addresses the lack of documentation related to data processing and experimental 

parameters (Johns et al., 2023). Provenance can assist in identifying the origin of data as well as 

the processes performed on it over diferent phases and periods of time (Ahmed et al., 2023). 

2.3.1 Provenance Models

To represent and store provenance information, several models have been introduced across 

scientifc and computational domains. The provenance research community has begun to explore 

provenance capabilities and how they can be represented across diferent systems (Samuel, 2019). 

These models provide structured vocabularies and data structures to describe how entities (such 

as data or fles), activities (such as processes or computations) and agents (such as users or 

systems) interact. 

One of the earliest formal models developed for this purpose was the Open Provenance Model 

(OPM) (Moreau et al., 2011). This model consists of three main specifcations: nodes, depen-

dencies and roles. First, a node relies on three fundamental concepts: artefacts, processes and 

agents, as illustrated in Figure 2.7. An artefact refers to a piece of state; a process represents 

an activity or a set of activities; and an agent is the entity that acts as a catalyst for the process. 

Second, dependencies in this model express how the core entities are related. Finally, roles 

describe the role of each entity involved in the process. 

Following this, the W3C Provenance Incubator Group was established to develop and understand 

the requirements for provenance information across diferent scientifc domains. Additionally, 

this community aimed to standardise the provenance model. Subsequently, the Provenance 

Working Group developed a recommendation known as PROV, comprising a set of W3C rec-

ommendations. This set includes eight specifcations for exchanging provenance information 

between heterogeneous environments (Groth and Moreau, 2013). Moreau et al. (2015) dis-

cussed the main requirements and principles for designing PROV, which is built around three 

core concepts, as illustrated in Figure 2.8: Entity, representing conceptual, digital, physical, or 

any thing in the world; Activity, describing how entities emerge and change over time; and Agent, 

responsible for performing activities or managing entities. 
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Figure 2.7: The core concepts of OPM (Moreau et al., 2011) 

Figure 2.8: The core concepts of PROV: Entity, Activity and Agent (Moreau et al., 2011) 

Other provenance models were adapted and developed for specifc communities and domains. 

In addition, several provenance models were extended from OPM and PROV, primarily focusing 

on scientifc workfows. For instance, P-Plan (Garijo Verdejo and Gil, 2012) was extended from 

the PROV model to represent plans and their prior executions of abstract scientifc workfows. 

Another example that extends PROV, OPM and P-Plan is OPMW (Garijo and Gil, 2011). It is used 

to capture two types of provenance information: prospective and retrospective, by connecting 

instances, templates, and workfow executions. However, OPMW causes an overload of OPM 

concepts without introducing added vocabularies (Missier et al., 2013b); thus, they developed 

another model, D-PROV, to track the provenance traces in workfows. 

Although several provenance models exist, Zhao et al. (2012) found that workfow decay may 

still occur, even in systems designed to capture provenance information. In their experiment 
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using Taverna workfows — a workfow system that captures provenance — within the public 

repository myExperiment, they observed failures in both workfow execution and in reproducing 

consistent results. Baum et al. (2017) confrms that several provenance issues remain to be 

addressed in life sciences, even with the presence of the W3C framework. 

In this thesis, we conducted a study to review existing data provenance models, including both 

generic and domain-specifc approaches. This study was undertaken as a brief systematic review, 

following three main stages: planning the review, conducting the review, and reporting the results. 

The process followed the guidelines proposed by (Kitchenham et al., 2004). 

The frst stage, planning the review, aimed to identify the review’s requirements and to establish 

a structured process. The primary objective was to identify existing provenance models. A 

review protocol was developed to ensure an accurate and reliable methodology, including a 

search strategy and inclusion and exclusion criteria. The inclusion criteria required studies to 

present and describe general provenance models that focus on, or are relevant to, the biomedical 

domain. We excluded studies that (1) do not focus on provenance models, (2) do not clearly 

explain the models or (3) are published in a language other than English. 

In the second stage, we conducted the review in accordance with our established protocol. The 

review process was carried out between February 2023 and June 2023. We focused on surveys, 

review papers and publications from the International Provenance and Annotation Workshop 

(IPAW) and the annual Theory and Practice of Provenance (TaPP) workshop. As a result of 

the search and selection steps, we initially identifed 61 papers related to provenance models. 

After applying our inclusion and exclusion criteria, a total of 18 papers remained, all of which 

described provenance models focused on, or related to, the biomedical domain. 

In Table 2.1, we summarise each model or extension by including the following details: (1) an 

identifer for each model; (2) the model name; (3) the target research community; (4) the data 

that the model focuses on; (5) the data type (e.g., microarray data); (6) a brief description of the 

model. 

2.3.2 Provenance in Biomedicine

In the feld of biomedicine, biomedical data are typically collected in various formats and types for 

diferent purposes, one of which is to advance healthcare and research (Johns et al., 2023). This 

data may include information on treatments, conditions, and experimental outcomes, providing 

either certain measurements or abstract observations. The origin (provenance) of such data 

should be captured accurately to preserve its meaning and reliability. 
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Although collecting data provenance is popular in several communities, such as geoscience 

and computer science, this issue still persists in other data-driven research domains, including 

biomedical research (Buneman and Tan, 2007; Collins and Tabak, 2014; Baum et al., 2017; Liu 

et al., 2020; Johns et al., 2023; Gierend et al., 2024). Only a few contributions have emerged in 

developing provenance data models for biomedical domains to address this gap. 

McCusker and McGuinness (2010b) developed a provenance extraction technique. This work 

aimed to transform MAGE (MicroArray and Gene Expression) metadata, used for representing 

microarray experiments, into the OPM and PML models. The approach involved converting 

experimental data in MAGE-TAB format into RDF, represented within the OPM and PML 

frameworks. However, it focuses solely on capturing the data provenance of microarray experi-

ments. Additionally, it was validated using a small dataset, raising concerns about its scalability 

to all high-throughput biomedical data. 

Another approach, the ISO 23494-2 Common Provenance Model, aims to standardise provenance 

information for biological specimens and data (Wittner et al., 2021). The key objectives of this 

model are to evaluate the quality of such data, facilitate its reproducibility and ensure its integrity. 

The model involves six steps: designing concepts and requirements, structuring on the W3C 

PROV model, identifying the needs for provenance information related to biological material or 

specimen acquisition, generating provenance data, identifying the provenance of computational 

workfows and addressing the security extensions of provenance. The design of this model is 

tailored for specialists in HW/SW systems used in the domains of biotechnology and biomedicine. 

Wittner et al. (2024a) confrm that the development of the standard is still ongoing, in enquiry 

phase with ISO members and invite experts and researchers in biotechnology and biomedicine 

to contribute to its advancement. 

ProvCaRe was developed as a framework specifcally designed for clinical and healthcare research 

by (Sahoo et al., 2019). The architecture of the ProvCaRe system is presented in Figure 2.9. 

The framework is primarily concerned with extracting provenance information associated with 

published studies in the feld of sleep medicine. This system relies on the ProvCaRe S3 model, 

which includes semantic provenance metadata and a knowledge base derived from the National 

Sleep Research Resource (NSRR). This model is based on two well-known clinical frameworks: 

Population, Intervention, Comparison and Outcome (PICO) model and Ontology for Clinical 

Research (OCRe) ontology. The PROV-O ontology was utilised during the implementation 

phase of this model. The aim of the S3 model is to identify three key components within sleep 

medicine publications: study methods, study tools and study data. The frst component, study 

methods, includes various types of information about the study design, such as whether it is 

interventional or observational, as well as details on recording techniques and statistical analysis 
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methods. The second component consists of the tools used in the study, including the instruments 

employed during data recording and analysis. The fnal component represents the study data, 

such as information about the variables. 

Figure 2.9: ProvCaRe S3 model (Sahoo et al., 2019) 

Later, the same team behind the ProvCaRe project developed an ontology model that integrates 

neuroimaging data with the S3 model, referred to as NeuroBridge (Sahoo et al., 2023). This 

aims to extract provenance information from neuroimaging data experiments. The team used the 

same framework as the ProvCaRe project, restructuring and expanding the ProvCaRe ontology. 

However, this model is unable to cover certain neuroimaging data, including spinal imaging 

studies and brain tumor scans. It also fails to capture essential information, such as quality 

assurance steps and statistical results (Sahoo et al., 2023). 

While the eforts to develop provenance models in biomedicine are commendable, these models, 

extensions and frameworks may not fully meet the provenance requirements across all biomedical 

felds. It could be due to various types of data, scalability and various used techniques. In 

addition, the generality of some provenance models poses a challenge. As observed by Sahoo 

et al. (2019), existing approaches in the clinical and health domains provide only limited support 

for capturing provenance information in accordance with PROV specifcations. 

Leipzig et al. (2021) highlighted that the ProvCaRe project (Valdez et al., 2017) cannot completely 

address the gap between human-readable protocols and machine-readable metadata formats. This 

project is now inoperable and is specifcally modeled for the sleep medicine domain. 
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It has been observed that NeuroBridge (Sahoo et al., 2023) faces scalability challenges due to its 

reliance on the time-intensive process of ontology engineering. It also fails to capture essential 

information that in needed in reproducing neuroimaging experiments. 

As a result of these obstacles, such provenance models and tools may not be widely adopted 

in biomedical domains. As Gierend et al. (2024) confrmed in their scoping review, there is 

a heterogeneity of methods and models with varying feature sets. This can provide several 

opportunities to address these gaps efectively. 

2.3.3 Workfow Visualisation

While formal provenance models such as PROV-DM provide serialisations that can be used to 

capture provenance components, some scientifc domains particularly those focused on scientifc 

workfows often employ alternative forms of visual representation to convey research procedures 

and data processing steps. These workfow visualisations typically integrate both manual and 

computational steps into structured diagrams that support understanding, reproducibility and 

reusability (Willoughby and Frey, 2017). 

In the domain of bioinformatics and biomedical data analysis, visual workfow systems have 

played a central role in managing data pipelines (Wratten et al., 2021). According to Di Tommaso 

(2017), several existing tools, such as Galaxy (Goecks et al., 2010) and Taverna (Oinn et al., 2004), 

provide visual interfaces to execute and share workfows, thereby supporting reusability. The 

purpose of these visual systems is to help users track dependencies between tools and datasets, 

while also facilitating documentation and provenance capture during pipeline execution. 

The use of visual representations for workfows has become increasingly common in various 

domains, including business process modelling. Von Rosing et al. (2015) present Business 

Process Model and Notation (BPMN), a standard that describes business process semantics using 

graphical notation. Its objective is to support business process modelling for both technical and 

non-technical users, enabling the representation of complex processes. BPMN ofers a high 

level of expressiveness and can also be used for related tasks, such as specifying business rules 

(Milanovic et al., 2008) and business events (Decker et al., 2007). Other examples of visual 

process modelling languages include fowcharts, UML activity diagrams, Petri nets and event 

process chains (Kocbek et al., 2015). 

In scientifc communication, Graphical Abstracts (GA) have emerged as a method of visually 

summarising a study’s design, methodology or key fndings. GAs are often included in scholarly 

articles to facilitate browsing and assist readers in selecting relevant papers (Yoon and Chung, 
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2017). According to Lazard and Atkinson (2017); Bredbenner and Simon (2022), the use 

of GAs is required by some journals to convey the essence of research. For example, GAs 

are frequently employed in medical journals and by professional organisations (Millar and Lim, 

2022). However, this technique is considered less formal than workfow languages or provenance 

ontologies (Millar and Lim, 2022). 

2.3.4 Provenance for Biomedical Dataset Search

As mentioned earlier, there is a signifcant need for capturing provenance in biomedical research, 

as it assists researchers in fnding, accessing, interoperating, and reusing datasets. In addition, 

data provenance is a type of metadata that is crucial in biomedical domains, as it explains the 

history of the provided data, which serves several purposes, including reproducibility. Moreover, 

metadata is important in dataset search, as it assists researchers in selecting relevant datasets based 

on their needs in biomedical domains. However, the provision of data provenance for existing 

datasets remains a gap that needs to be addressed, as it may support biomedical researchers in 

searching for and selecting appropriate datasets. Figure 2.10 presents the intersections between 

these three main domains and illustrates the gap. 

Figure 2.10: Gap at the intersection of the three main domains. 

2.4 Improving Provenance Annotation

Several approaches have been proposed to capture and collect provenance. In addition, various 

studies have been conducted to improve and categorise these approaches. Blount et al. (2021) 

classifed the capture and collection of provenance metadata into two key categories: observed 
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Model Community Targeted Data Data Type Description
M1 W3C PROV 

(Missier et al., 
2013a) 

General Provenance data on 
the Web 

The origin or 
source of informa-
tion 

The PROV family includes various specifcations, such as 
PROV-O and PROV-N. Its core is PROV-DM, which aims 
to capture the essential information of provenance. 

M2 W7 Model (Ram 
et al., 2009) 

General Provenance data The semantics of 
data provenance 

This model focuses on capturing seven elements, which 
are ”what,” ”when,” ”where,” ”how,” ”who,” ”which,” and 
”why. 

M3 MIAME (Brazma 
et al., 2001) 

Life Sciences Experimental data Microarray data The objective of this model is to capture the provenance 
associated with microarray-based gene expression experi-
ments. It collects various elements, such as the experimen-
tal design, array confguration and sample details. 

M4 Common Prove-
nance Model 
(CPM) (Séroussi 
et al., 2022) 

Life Sciences Process data Experiments It aims to collect provenance information based on the 
PROV and provenance composition patterns. 

M5 Biotechnology 
(Wittner et al., 
2021) 

Biology and 
Biomedical Re-
searchers 

Workfow data Biological material 
and data 

The aim of this model is to collect and standardise prove-
nance information based on ISO and PROV standards. It 
captures several elements of provenance for various pur-
poses, including quality assessment, research reproducibil-
ity, and error tracking. 

M6 High Through-
put Experiments 
and Provenance 
(McCusker and 
McGuinness, 
2010a) 

Biomedical infor-
matics 

Experimental 
workfow data 

Microarray experi-
ments 

The aim of this model is to collect provenance information 
based on two models: MAGE and OPM. 

M7 LONI Pipeline 
Provenance 
(MacKenzie-
Graham et al., 
2008) 

Biological sci-
ence 

Workfow data Neuroimaging This model captures the provenance of neuroimaging work-
fows, collecting several elements such as the name, subject 
ID, and birth and death dates. 

M8 A Comprehensive 
Model for Prove-
nance (Sultana and 
Bertino, 2012) 

System develop-
ers 

Any data object Abstraction layer 
of workfow/pro-
cess/OS 

The goal of this model is to capture provenance information 
at two levels: the application level and the system level. 

M9 ProvONE (Missier 
et al., 2015) 

DataONE (scien-
tifc community) 

Earth observational 
data 

Data Observation 
Network for Earth 

The goal of this model is to collect provenance information 
based on a proper extension of the PROV model. 

M10 SC-PROV 
(Markovic et al., 
2015) 

General Workfow data Social computa-
tions 

It aims to capture the provenance of social computations. 
The objective of this model is to capture the provenance 
associated with social computations. It collects various 
elements of workfow steps, such as activities, based on 
extensions of PROV-O and P-PLAN. 

M11 CRISTAL (Mc-
Clatchey et al., 
2015) 

Medical re-
searchers (Neu-
roscientists) 

Workfow data Research anal-
ysis processes 
for Alzheimer’s 
disease 

The aim of this model is to capture the provenance of the 
neuGRID and N4U projects. It focuses on collecting prove-
nance information from both the specifcation and execution 
stages of the analysis workfows. 

M12 Prov Viewer (Ko-
hwalter et al., 2016) 

General Scientifc workfow 
data 

Scientifc data Its goal is to capture provenance data in order to generate 
a provenance graph. It focuses on collecting activities, 
entities, and agents. 

M13 Neuroscience Ex-
periments Systems 
(NES) (Ruiz-
Olazar et al., 2016) 

Neuroscience Experimental data Experimental raw 
data of Neuro-
science 

This model aims to capture provenance information related 
to experimental raw data, using the 7Ws model as a frame-
work. 

M14 DfA-prov (Silva 
et al., 2018) 

Computational 
Scientists 

Input data and pa-
rameters of the CSE 
function 

Data of high-
performance 
applications 

The aim of this model is to collect the provenance of 
databases during or after the implementation of a CSE ap-
plication, based on the PROV-DM standard. 

M15 Semantic Sensor 
Network System 
Deployment Prove-
nance Ontology 
(SDPO) (Silva 
et al., 2018) 

Internet of 
Things (IoT) 

Describing deploy-
ment data 

Deployment data of 
IoT systems 

The aim of its model is to capture the provnenace of IoT 
systems during its developments, based on PROV. 

M16 Provenance Data 
Model for Astron-
omy (Galkin et al., 
2018) 

Astronomy Astronomical 
dataset 

Astronomical data The aim of this model is to capture the provenance of as-
tronomical datasets. It is based on two frameworks: IVOA 
and PROV. 

M17 OpenSoils (da Cruz 
et al., 2018) 

Agriculture Experimental data Soil experiments The aim of this model is to capture the provenance of ex-
periments at various levels or layers. It is based on three 
frameworks: FAIR, PROV, and semantic web approaches. 

M18 ProvCaRe (Liu 
et al., 2020) 

Clinical and 
Healthcare 
Research and 
biomedical re-
search 

Experimental data Sleep medicine re-
search studies 

It aims to extract, capture, and analyse provenance infor-
mation from publications, based on the S3 model, which 
includes study methods, study tools, and study data. 

Table 2.1: Existing provenance models and extensions 
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provenance and possible provenance, and we expand upon other techniques for this tasks. Ob-

served provenance is captured when observable changes occur in system events, whereas possible 

provenance refers to provenance generated without the restrictions imposed by observable actions 

within the system. In this study, we focus on the latter category. Table 2.2 presents all studies 

conducted under each approach within the updated dendrite. 

Uncertain approaches to provenance incorporates a measure of uncertainty and assumes that 

events occur with a certain probability. Few studies focus on this approach. Huang and Fox 

(2004) proposed a technique to explore uncertainty in events that cannot be measured. It focuses 

on both the uncertainty associated with trust in relationships and facts. This work was later 

extended to represent provenance using the W3C PROV format (De Nies et al., 2013a). 

Blount et al. (2021, p.3) defnes inferred provenance as “the reconstruction of provenance 

metadata, which is inferred based on user behaviour or underlying system rules”. Magliacane 

(2012) developed a methodology for reconstructing provenance, aiming to automate the process, 

reconstructing provenance and using fle contents. This approach was based on machine learning 

techniques, including the deep reasoning approach. The goal was to evaluate the provenance 

information of several documents in a shared folder and demonstrate it through a small pilot. 

Another similar approach to reasoning provenance inference was proposed by Kodagoda et al. 

(2017). This work employs machine learning instead of relying on logs of low-level interaction. 

A few contributions have emerged in inferring provenance from publications. Sahoo et al. (2019) 

proposed a framework specifcally for clinical and healthcare research, called ProvCaRe, which 

is detailed in Subsection 2.3.2. It is based on a Named Entity Recognition (NER) module, 

which incorporates various techniques, including a knowledge model that utilises OWLAPI, the 

MetaMap tool and the Open Biomedical Annotator tool. 

Sahoo et al. (2023) developed NeuroBridge, designed to infer provenance information from 

neuroimaging data experiments. It employs an ontology model that integrates neuroimaging 

data with a custom-developed data model. However, this model is unable to cover certain 

neuroimaging data, including spinal imaging studies and brain tumour scans. 

Although there have been several contributions to information extraction using LLMs (Gutierrez 

et al., 2022; Cao et al., 2023; Dagdelen et al., 2024), only one study specifcally aims to infer the 

provenance of data preparation pipelines (Lauro et al., 2024). This contribution, PROLIT, seeks 

to automatically track and capture granular provenance information related to the steps of data 

transformation within input pipelines written in Python. This work seeks to capture provenance 

information from scripts and workfows, but it is unable to capture or leverage provenance from 

publications. 
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Provenance 

Observed 

In-situ 
Automatic (Pasquier et al., 2017; Murta et al., 2015; 

Sáenz-Adán et al., 2018; Pina et al., 2024; Chapman 

et al., 2022) 

Annotated (Lerner and Boose, 2014; Guedes et al., 2018; 

Interlandi et al., 2015; Parulian and Ludäscher, 2023) 

Post-hoc 

Replay (Stamatogiannakis et al., 2017; Thurler et al., 

2025) 

Logs (De Nies et al., 2013b; Pasquier et al., 2018; Zengy 

et al., 2022; Cheng et al., 2024) 

Contextual (McPhillips et al., 2015; Zhang et al., 2017) 

Possible 

Uncertain Uncertain (Huang and Fox, 2004; Idika et al., 2013; 

De Nies et al., 2013a) 

Inferred 

Abductive reasoning (Kodagoda et al., 2017) 

Machine learning (Magliacane, 2012; Kodagoda et al., 

2017; Pocock, 2021) 

NLP (Sahoo et al., 2019, 2023) 

LLM [our approach], (Lauro et al., 2024) 

Table 2.2: Overview of studies under each approach represented in the provenance dendrite 
diagram. 

2.4.1 Improving Other Metadata Annotations

Several eforts have emerged to improve metadata annotation across various scientifc domains, 

including biomedical domains. Leo et al. (2024) developed an approach called Workfow Run 

RO-Crate, which aims to capture provenance information related to the execution of computa-

tional workfows. This model is an extension of RO-Crate (Research Object Crate) (Soiland-

Reyes et al., 2022), designed to provide research artefacts, such as data, software and workfow 

results, with metadata that describes their context and history. The objective of Workfow Run 

RO-Crate is to capture provenance at multiple levels of granularity. Although its profles are still 

evolving, the approach has already been implemented in several workfow systems, including 

Galaxy, CWLProv, Snakemake and Nextfow, demonstrating its growing maturity and practical 

relevance. 

Wittner et al. (2024b) describe a provenance implementation developed as part of the BY-COVID 

project, which applies existing standards — including ISO 23494 and Workfow Run RO-Crate 

— to support the structured capture of provenance information in the context of biomedical data 
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analysis. The implementation focuses on capturing provenance across organisational boundaries, 

for example: samples collected in a hospital, data generated from these samples in a laboratory 

and subsequent data processing conducted by individual researchers or research groups. It also 

includes provenance information relating to the precursors of digital objects, such as datasets. 

However, although the deliverable presents a concrete use case within BY-COVID, its scope was 

limited to specifc aspects of data processing, integration and analysis, and did not extend to the 

detailed capture of provenance associated with sample acquisition in clinical settings. 

Gil et al. (2015) developed a project called OntoSoft, aimed at capturing metadata about scientifc 

software, specifcally geoscience software. The system enables geoscience researchers to obtain 

more detailed information about existing software to support its reuse. This work assists in 

recording several basic metadata elements about software, including its identifcation, function, 

execution, application in research and other related information. OntoSoft is based on a dedicated 

ontology—the OntoSoft ontology—which was developed to capture and structure this metadata. 

However, this work does not enable the capture of metadata in a machine-readable manner 

(Garijo et al., 2019). 

Investigation/Study/Assay (ISA) is a software tool developed to annotate experimental metadata 

from high-throughput studies (Rocca-Serra et al., 2010). It is based on the ISA-Tab format, 

which was designed to structure and communicate metadata efectively (Sansone et al., 2008). 

The ISA framework captures three main components: Investigation, which includes information 

to understand the overall aim of the experiment; Study, which involves information about the 

subject used in the study; and Assay, which relates to the study and consists of measurements 

and the technologies employed. 

2.5 Large Language Models (LLMs)

In recent years, remarkable advancements have been achieved in language models, mainly 

attributed to the development of several techniques, including transformers (Chernyavskiy et al., 

2021), enhanced computational capabilities and the wealth of large-scale training data (Naveed 

et al., 2023). Consequently, signifcant progress in LLMs has led to the development of AI 

systems capable of processing and generating texts (Naveed et al., 2023). In addition, LLMs 

demonstrate immense promise in disciplines that integrate human expertise with AI techniques. 
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LLMs are known as modelling methods used to predict the next tokens in a sequence, which 

demonstrated their success in integrating knowledge into a model (Zhao et al., 2023). Taveekit-

worachai and Thawonmas (2023) defnes LLMs as language models with an appropriate archi-

tecture trained on large amounts of data. Those models depend directly on NLP techniques as 

well as other types of ML techniques. 

Earlier models, such as mT5 and T5, relied solely on transfer learning techniques (Rafel et al., 

2020; Xue, 2020). However, with the advent of GPT-3, LLMs demonstrated the ability to deal 

with zero-shot transferable tasks and downstream tasks without the need for fne-tuning tech-

niques (Naveed et al., 2023). Later, these models have improved to perform tasks more efectively 

in zero-shot settings than in few-shot settings by using fne-tuning with task instructions (Sanh 

et al., 2021). 

These LLMs can perform various tasks that approximate human-level performance (Wang et al., 

2019a). Subsequently, with advancements in this domain, LLMs have demonstrated emergent 

capabilities, including reasoning, decision-making, and in-context learning (Naveed et al., 2023). 

Many studies have proven that LLMs have a signifcant capability to efectively perform a wide 

range of activities that meet human expectations such as LLMs can be used in question-answering 

(Gilson et al., 2022; Kasneci et al., 2023; Taveekitworachai and Thawonmas, 2023), summarising 

texts (Nordgren and E Svensson, 2023), generating code snippets (White et al., 2023), generating 

texts (Chen et al., 2023) decision-making process (Liu et al., 2023) and other language-related 

tasks. 

Recent advancements in LLMs have led to the development of a wide range of both general-

purpose and domain-specifc models. Table 2.3 provides a summary of several existing LLMs. 

Model Domain Description Strengths Limitations
GPT-4o 
(Hurst et al., 
2024) 

General A multimodal model 
with strong capabilities 
in zero-shot and few-shot 
prompting. 

Strong perfor-
mance across 
many tasks 

General-purpose, not fne-tuned 
on scientifc texts 

SciBERT 
(Beltagy 
et al., 2019) 

Scientifc Trained on scientifc text 
from Semantic Scholar. 

Domain rele-
vance 

Smaller size; task-specifc fne-
tuning often required 

BioBERT 
(Lee et al., 
2020) 

Biomedical Pretrained on PubMed 
and PMC articles. 

Biomedical rele-
vance 

Less generalisable beyond 
biomedical text; trained on only 
PubMed abstracts 

PubMedBERT 
(Gu et al., 
2021) 

Biomedical Trained entirely on 
PubMed abstracts. 

Biomedical 
specifcity 

Narrow domain scope; trained 
on only PubMed abstracts 

LLaMA2 
(Touvron 
et al., 2023) 

General Open-source models with 
competitive performance. 

Transparency, re-
producibility 

Require fne-tuning for domain 
use 

Table 2.3: Comparison of LLMs 
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2.5.1 LLMs in Biomedicine

Extracting data from biomedical texts requires genuine human efort and can be time-consuming. 

Consequently, several approaches in biomedical text mining have been developed to address the 

challenge of extracting information from unstructured literature, including named entity recog-

nition (NER) (Zweigenbaum et al., 2007) and the extraction of metabolic reactions (Czarnecki 

et al., 2012). While the observed developments between technology and biomedicine have revo-

lutionised the biomedical text mining domain, several obstacles have impeded the development 

of text generation and mining. These obstacles include the complexity of the feld’s data and the 

vast amount of existing data being generated (Chen et al., 2023). 

Several eforts have been explored for utilising LLMs in biomedical text generation tasks. 

Numerous studies (Chen et al., 2023; Thapa and Adhikari, 2023; Tian et al., 2024) confrm that 

LLMs generally demonstrate impressive performance across various biomedical domains and 

tasks. Several domain-specifc models have been developed and trained on biomedical datasets, 

including BioBERT (Lee et al., 2020) and SciBERT (Beltagy et al., 2019). Additionally, 

other biomedical models have employed mixed-domain training and domain-specifc training 

techniques, such as PMC-LLaMA (Wu et al., 2024). 

While these models have proven their efectiveness in biomedical domains, their efciency 

might be afected by limations such as adaptability to biomedical languages. Sahoo et al. 

(2024) highlights that such these techniuqes face a lack of depth in several specifc areas, which 

necessitates extensive resources for training. Fedus et al. (2022) confrm that training such 

models can be performed either from scratch or from a checkpoint, both of which are resource-

intensive as the model size increases signifcantly. Additionally, there is a risk of overftting such 

models, resulting in poor generalisation (Sahoo et al., 2024). 

One of the latest surveys (Sahoo et al., 2024) on the use of LLMs in biomedicine highlights 

a positive consensus regarding their performance when trained with improved data quality and 

enhanced prompting methods (Wei et al., 2022a; Chowdhery et al., 2023; Touvron et al., 2023). 

However, Sahoo et al. (2024) highlight several limitations in using LLMs for biomedical NLP 

applications. First, high-quality data is required, as it has a signifcant efect on the performance of 

LLMs. Second, there is an emphasis on the importance of employing fair approaches to evaluate 

the performance of LLMs, which remains an emerging challenge across biomedical NLP tasks. 

Third, there is a need to improve the transparency and quality of results by explaining the steps 

involved in generating them. 
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In this thesis, we selected GPT-4o for several reasons. GPT-4o does not require additional training 

or fne-tuning, as it has been pretrained on a vast corpus of internet-scale data and is optimised 

for strong zero-shot and few-shot performance (OpenAI, 2024), as detailed in Section 2.6. 

While models such as SciBERT and BioBERT ofer advantages within specifc domains, they 

require fne-tuning and lack the interactive capabilities of more general models. Moreover, 

recent evaluations (Chang et al., 2024) have shown that general-purpose LLMs, including GPT-4 

and GPT-4o, outperform domain-specifc models on many complex reasoning tasks, even in 

biomedical contexts. We further explain the use of LLMs in NLP and their relevance to this 

research in Section 3.4.1. 

2.5.2 Summary

Despite the signifcant use of LLMs in recent years, they have several limitations and errors. 

Those limitations and errors can be due to the absence of innate comprehension of the world and 

their reliance on patterns acquired from data (Nordgren and E Svensson, 2023). For instance, 

LLMs can generate plausible language but are sometimes inaccurate or nonsensical. As a result 

of such limitations and errors in LLMs, some studies mention their trustworthiness is low (Si 

et al., 2022), and they have difculties when dealing with complex tasks (Bender et al., 2021). 

Moreover, LLMs can perpetuate biases because they are trained on data publicly available on 

the internet (Nordgren and E Svensson, 2023). In order to overcome some of those issues, we 

might use prompt engineering techniques or consult with experts in LLMs. Various studies have 

emphasised that task-specifc training or enhanced prompt techniques should be used to improve 

the performance of LLMs (Parisi et al., 2022; Giray, 2023; Zhang et al., 2023a). 

2.6 Prompt engineering

Prompt engineering is defned as a set of methods and techniques to design, process and refne a 

collection of instructions or questions (Ekin, 2023). The main goal of using prompt engineering 

in LLMs is to optimise and elicit more precise, accurate, replicable responses for various levels 

of tasks (Wang and Jin, 2023). A well-designed prompt, as mentioned by (Wang and Jin, 2023; 

Ekin, 2023), is crucial skill for user interaction with LLMs, leading to more precise and relevant 

responses and improved outcomes. Several studies emphasise the efectiveness of using prompts 

in retrieving information from LLMs (Schick and Schütze, 2021; Schmidt et al., 2024). 

Tan et al. (2023) refers to the importance of prompt engineering when implementing complex 

tasks, which includes several steps/ sub-tasks and long text descriptions. Therefore, several 
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recommendations were provided for better LLM prompts by Meskó (2023) that can enhance the 

interactions with LLMs: being more specifc; using diferent prompts for same task; identifying 

the kind of outputs; iterating and refning the prompts; utilising open-ended questions; using 

prompting methods based on the task; considering temporal awareness if requried in the task; 

describing settings and providing context around the task. Recent studies have further identifed 

variations in performance between simple and complex prompts when employing LLMs for NLP 

tasks (Liu et al., 2023; Peng et al., 2023; Jiao et al., 2023). 

Several recent prompt strategies were established in order to improve the prompt used in LLMs. 

In the following section, we highlight the most prominent strategies proposed: 

2.6.1 Zero-Shot Prompt

This strategy aims to provide an initial description of a task in the prompt for LLMs to get 

started with. The description could be a single and comprehensive prompt without any further 

information or context (Kojima et al., 2022). Based on this prompt, a response would be 

generated. This prompt strategy is typically utilised when LLM training is unnecessary. For 

example, this strategy can be used for translating or summarising texts, which can be performed 

with the internal knowledge of the LLM. 

Despite the fact that LLMs have shown a powerful result when using zero-shot prompts, they 

still face obstacles when performing complex tasks. Therefore, the Few-Shot prompt can be 

used to overcome those limitations because of their technique, which enables in-context learning 

(Shen et al., 2023). 

2.6.2 Few-Shot prompt

By providing more explanations in the prompt, the LLM can be guided towards a better result 

by conditioning it with examples. In other words, few-shot prompts include more detailed 

information or more examples about the task. It is designed to provide more than one example 

corresponding to a task. Brown et al. (2020) suggests that providing several examples can assist 

in interpreting the details of the task. 

An example of a complex task is sentiment classifcation, which requires providing a few 

examples to generate a more accurate result. Nevertheless, it might not be appropriate for more 

complex reasoning problems because those problems need to perform several reasoning steps 
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(Shen et al., 2023). This problem can be solved by breaking down the reasoning problem into 

several steps. 

2.6.3 Chain-of-thought (CoT) prompt

This strategy was designed to break reasoning several steps, which is a remarkable technique to 

be used in LLMs. It aims to address the limitations of few-shot prompt. However, this strategy 

still faces obstacles while engaging in complex reasoning or when the tasks are long but there is 

not enough explainations or examples (Wei et al., 2022b). 

Therefore, several proposed solutions are discussed to address these limitations. An approach 

proposed by Zhou et al. (2022a) tries to break down reasoning into several sub-tasks. An 

alternative solution involves splitting the prompt into two distinct sections: the initial one, 

referred to as the “selection prompt,” would present relevant facts, while the subsequent section, 

known as the ”inference prompt,” would involve drawing reasonings (Creswell et al., 2022). 

2.6.4 Automatic Prompt

Automating prompts has emerged with the expansion of this discipline, aiming to generate 

prompts and improve the performance of LLMs on diferent tasks. Thus, several techniques 

were proposed to support this strategy. Automatic prompt approaches were developed by Shin 

et al. (2020) and Zhou et al. (2022b), automating the ways of generating prompts and then 

selecting appropriate ones. 

A few studies introduce and discuss the concept of prompt pattern, which is important to achieve 

an efcient prompt engineering. Prompt patterns were developed to be a solid foundation for 

prompt engineering techniques (Schmidt et al., 2024). White et al. (2023) pointed out that prompt 

patterns were designed to be similar to software patterns, where software pattern is a method to 

provide a reusable solution to address a particular recurring issue in a particular context. Prompt 

patterns concentrate more on the interaction and produced results from LLMs, such as ChatGPT 

(White et al., 2023). The characteristic of prompt patterns is that they customise the result and 

interaction of LLMs. 

2.6.5 Prompt Engineering for Extraction

Several studies have discussed the efectiveness of using prompt engineering techniques to 

enhance the quality of results generated by LLMs. Vijayan (2023); Polak and Morgan (2024) 
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confrm that designing questions and instructions (prompts) can improve the accuracy of data 

extraction. Prompt engineering techniques have been employed in various extraction tasks. 

Polak and Morgan (2024) developed ChatExtract, a workfow that consists of a set of designed 

prompts to extract material properties, including Material, Value and Unit. This workfow is 

essentially based on the zero-shot prompting technique 

Polat et al. (2024) conducted a study to adapt several prompt engineering techniques for efective 

knowledge extraction from text. The study focuses on chain-of-thought, self-consistency, and 

reasoning-and-acting techniques. These methods were evaluated using a relation extraction 

dataset (RED-FM). Although the approach works with this dataset and GPT-4, it cannot yet be 

extended to other models, as it was confned to specifc datasets and models. 

Tang et al. (2024) employed prompt engineering techniques to extract and summarise various 

medical information from the abstracts of research papers. This study focused on three types 

of prompt engineering techniques: chain-of-thought, few-shot prompting and persona. The 

evaluation was conducted using only two models: GPT-3.5 and GPT-4. However, the ground 

truth for this evaluation relied solely on human evaluators 

Kanwal (2024) proposed BioREPS, a strategy to investigate and extract biomedical relations using 

chain-of-thought techniques and semantic similarity within a question-answering framework. 

The study evaluated the efect of diferent prompts on extracting biomedical relations using 

LLMs. However, decoder-only LLMs did not perform well for biomedical relation ion tasks. 

Despite persistent eforts to combine prompt engineering with extraction tasks using LLMs, 

further improvement is needed for domain-specifc extraction tasks. To the best of our knowledge, 

provenance extraction from publications remains an unexplored area, particularly in biomedical 

extraction tasks. Therefore, we conducted a prompt engineering experiment to address this gap, 

as explained in Section 3.4.2. 

2.7 Summary

In this chapter, we introduced the main terminologies associated with dataset search, including the 

concept of datasets, dataset repositories and portals. Additionally, we explored the fundamental 

foundations of the dataset search domain, including various principles, defnitions, process steps 

and existing taxonomies to enhance our understanding of its main functions. Furthermore, this 

study discussed the use of dataset search in biomedicine, including the techniques that aided 

biomedical researchers in searching for datasets, such as metadata. Moreover, we explained the 
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main foundations of provenance and its relationship to dataset search and biomedicine, including 

provenance models. We introduced LLMs, their use in biomedicine and techniques that aimed 

to improve LLMs, such as types of prompt engineering and its application to extraction tasks. 

In this chapter, we highlighted the issues and difculties encountered in biomedical domains 

when searching for datasets. These challenges included the difculty of fnding the history of 

datasets, which complicates reproducibility and trustworthiness, as well as concerns regarding 

data quality. In addition, Gierend et al. (2024) confrmed that there is signifcant heterogeneity in 

methods and models, as there are variations in dataset features, which presents several research 

opportunities in this feld. 

Therefore, in our research, we will frst seek to confrm and understand the issues and difculties 

encountered in biomedical domains during dataset search. We will assess how provenance can 

enhance dataset search from a biomedical perspective. Additionally, we will address this gap 

by integrating provenance into the dataset search process for biomedical researchers. Finally, 

we will evaluate the extent to which provenance contributes to the efectiveness of biomedical 

dataset search. 
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Chapter 3

Methodology

In this chapter, we present our research methodology to address the outlined research questions in 

Figure 3.1. Section 3.2 defnes the dataset search requirements for biomedical researchers (RQ1). 

Section 3.3 describes the method for assessing the efectiveness of using provenance information 

in dataset search and identifying the specifc provenance information elements needed (RQ2). 

Section 3.4 outlines the methods used to construct the provenance extraction process (RQ3). 

Finally, Section 3.5 explains the method for evaluating the enhancement of biomedical dataset 

search using provenance information (RQ4). 

Figure 3.1: Research Questions (RQs) 
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3.1 Participant Recruitment Processes Overview

To answer the research questions outlined above, we conducted three human studies, which can 

be considered interrelated in terms of their recruitment processes. Several participants took 

part in more than one study. Figure 3.2 presents an overview of the participant cohorts and 

their overlap across the studies. In the frst study (Section 3.2), we interviewed 13 participants 

(P1–P13), three of whom (P1, P3, and P9) also participated in subsequent studies. The second 

study (Section 3.3) was a large-scale evaluation involving 56 participants (P15–P63). This cohort 

included three participants (P1, P3, and P9) who had previously taken part in Study 1 and also 

participated in Study 3. The third human study (Section 3.5) involved 10 participants (P1, P3, 

P9, P14, P16, P17, P18, P19, P20, and P21). Of these, three participants (P1, P3, and P9) 

overlapped with both Studies 1 and 2, while the remaining seven had previously participated in 

Study 2. 

Figure 3.2: Participant cohorts 

3.2 Methodology for Defning Biomedical Dataset Search Require-

ments (RQ1)

To address this question, a qualitative research method was chosen because it provides richer 

and more realistic data compared to other methods, enabling researchers to better understand 
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people’s behaviours (Dudovskiy, 2016). One of the most efective ways to engage with biomedical 

researchers is through interviews, which allow us to explore their search methods and identify 

their specifc requirements. 

To collect qualitative data, semi-structured interviews are among the most suitable types to use 

(Dudovskiy, 2016). This approach can be used due to its ability to provide more authentic and 

comprehensive data compared to other methods. Additionally, it allows researchers to better 

understand people’s behaviours. This type of interview allows for asking open-ended questions, 

followed by following-up questions to explore issues that may not have been identifed previously 

(Cairns and Cox, 2008). Using a survey to address such this question may not provide a deep 

understanding, as it typically provides only superfcial data (Dörnyei and Taguchi, 2009; Creswell 

and Creswell, 2017). 

3.2.1 Semi-structured Interview design and development

Several objectives were identifed for these interviews to answer RQ1. First, we aimed to gain 

an in-depth understanding of how biomedical researchers currently search the datasets and the 

challenges they face with these methods. Additionally, we sought to explore their requirements 

for improving dataset search techniques. The third objective was to support the common issues 

highlighted in previous studies. A complete list of the questions and their justifcations can be 

found in Appendix A. 

3.2.2 Interview procedures

The participants interviewed in this study were researchers working in the Faculty of Medicine 

(FoM) at the University of Southampton, who met our primary criteria: researchers involved in 

searching for or collecting datasets for their biomedical research projects. The initial participants 

were nominated by a colleague and invitations were sent via email. We then applied the exclusion 

criteria (see Figure 3.3) to fnalise the participant list. 

Following this, we employed a snowball sampling technique, where participants are asked 

to nominate other potential participants (Saunders et al., 2009). All potential participants 

were contacted via targeted emails, introducing the study and arranging interviews. Using this 

approach, a total of 43 researchers were invited to participate, resulting in 17 positive responses. 

Table 4.1 provides demographic information of the participants. 
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Figure 3.3: Exclusion criteria fowchart for Study 1 

To determine an appropriate sample size, Lilly (1998, p. 64) states that a suitable number of 

interviews ranges between 5 and 25. Similarly, Brinkmann and Kvale (2018, p.43) confrm 

that most interview studies usually involve between 5 and 25 interviews due to several factors, 

including time constraints and available resources. The sample size is tied to the concept of 

saturation, meaning interviews are conducted until no new themes emerge and no further insights 

are gained (O’reilly and Parker, 2013). Back (2016, p.160) states that the “prevailing norm is 

to sample to theoretical saturation.” Similarly, Hickman and Longman (1994, p. 52) confrms 

that interviews are informative, with general insights typically obtainable through fve to eight 

interviews, while seven to ten interviews may be sufcient to reach higher-level representatives 

and identify strategic conclusions. Although the initial goal of this study was to interview 25 

participants, data collection was concluded once saturation had been achieved. 

All interviews were carried out across a four-month period, from June to September 2022. Each 

interview lasted approximately 45 to 55 minutes. All participants agreed to have their interviews 
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recorded, except for one. Once the interviews were recorded, the audio fles were transcribed for 

the analysis phase. 

3.2.3 Interview Analysis

The analysis strategy used in this study was thematic analysis (Robson and McCartan, 2016), 

which is one of the most widely applied strategies in qualitative research. To conduct thematic 

analysis, Braun and Clarke (2006) recommend following six steps: 

1. Familiarizing yourself with the data. 

2. Generating initial codes. 

3. Identifying themes. 

4. Reviewing and refning these themes. 

5. Defning and naming the themes. 

6. Producing the fnal report. 

In research methodologies, we used thematic analysis because of its fexibility, which can assist 

researchers in obtaining a rich, detailed understanding of the results (Braun and Clarke, 2012). 

Thematic analysis can be conducted using various approaches, including inductive and deductive 

methods (Braun and Clarke, 2021). The goal of inductive analysis is to derive themes or concepts 

through a detailed inspection of the raw data previously collected. In deductive analysis, the 

researcher seeks to confrm an existing hypothesis or assumption through the examination of 

empirical data. In our study, we employed an inductive approach, as our aim was to explore 

how biomedical researchers currently search for datasets and to identify their requirements to 

improve the dataset search process. In the coding process, we identifed verious main themes and 

sub-themes to extract deeper insights. We conducted the coding using NVivo12 1, a qualitative 

data analysis tool. 

3.3 Methodology for Assessing the Efectiveness of Biomedical Prove-

nance Information (RQ2)

We conducted a mixed-methods study, with data collected between June 2024 and August 

2024. Employing mixed methods approach enables researchers to strengthen the analysis and 
1https://lumivero.com/products/nvivo/ 

https://1https://lumivero.com/products/nvivo
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evaluation of the collected data (Sandelowski, 2000; Creswell and Clark, 2017). In this study, we 

used quantitative and qualitative data collection techniques to examine the efectiveness of using 

provenance information in dataset search and to identify the specifc provenance information 

elements needed. 

3.3.1 Identifying critical provenance information for biomedical researchers

Building on existing works in the literature (Johns et al., 2023), which identifed the provenance 

needs in the biomedical research domain as well as semi-structured interviews conducted with 

biomedical researchers to determine dataset search requirements (4.2.8), we developed a visual 

representation diagram to present the necessary provenance information for enhancing dataset 

search. Johns et al. (2023) highlighted the high level of the provenance aspects needed in 

biomedcial research domain, which is very compatible with our fndings mentioned in Table 4.2. 

Table 4.3 summarises the provenance requirements. This provenance information encompasses 

all details of the experiments, from obtaining ethical approval to storing the outcomes on which 

the dataset is based. 

Since the provenance information is initially unstructured, we manually encoded it using the 

PROV-DM W3C recommendation into activities, such as patient recruitment; entities, including 

the tools used; agents, including all researchers involved in the experiment; relations, including 

all relationships between these previous concepts. This information was then presented using 

a visual representation method, adopting an activity-centred design in which other information 

was linked through relationships, as illustrated in the example shown in Figure 3.6. 

An activity-centered graph is a method used to present a sequence of activities, displaying a 

workfow from the frst step to the last, while detailing all components involved in the progression 

of activities (Goodyear et al., 2021). Activity-centered design is considered one of the best 

approaches for understanding both physically and socially situated contexts, as it can present 

several components, such as material artifacts and digital tools (Goodyear and Carvalho, 2016). 

Therefore, we selected this approach to present provenance using PROV-DM. This involves 

placing activities at the centre, with entities and agents positioned around them, all linked by 

relationships. 

3.3.2 Survey Design and development

An online questionnaire was utilised to answer our research questions. According to Cohen et al. 

(2007), collecting needed data through a questionnaire can be more reliable since respondents 
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can complete it privately. We developed an online questionnaire using Qualtrics2. The design of 

a questionnaire depends on the research questions or goals being addressed. Without conducting 

a previous design, there may be an opportunity to collect irrelevant information, potentially 

altering the direction of the study (Boynton and Greenhalgh, 2004). Additionally, the accuracy 

and quality of the responses can be afected by the survey design (Brace, 2018). Therefore, we 

followed a structured approach to develop a well-designed questionnaire (Jenn, 2006), which 

involved the following steps: 

1. Constructing a conceptual framework: researchers should have a clear understanding of 

the research questions. 

2. Designing the right questions: researchers need to identify the appropriate question types, 

such as open-ended questions. 

3. Ensuring comprehensive answer choices: the options provided for each question should 

be exhaustive. 

4. Using fltering techniques: This guides participants to skip questions that may not apply 

to them. 

5. Ordering questions logically: All questions should follow a logical sequence. 

6. Pre-testing or pilot testing: Conducting a test before distributing the fnal questionnaire to 

ensure the reliability and clarity. 

The questionnaire is structured around the research questions and is divided into four main 

sections. The frst section includes the consent form and the participant information sheet link. 

The participant must provide consent in order to proceed to the second section of the survey. 

The second section collects demographic details, including the participants’ research areas, and 

the seniority of their roles, as presented in Section 5.1. The third and fourth sections present two 

dataset search tasks, which are detailed explained in the following section, aimed at collecting data 

to assess the efectiveness of using provenance information in selecting datasets and evaluate the 

presented provenance information elements. Two dataset search scenarios were presented, with 

each scenario involving diferent types of metadata, such as provenance information metadata. 

3.3.3 Dataset search tasks

After collecting demographic details, we designed two imagination tasks involving the biomedi-

cal dataset search online. Imagination is the process of simulating an action or forming a mental 
2https://www.qualtrics.com/ 

https://2https://www.qualtrics.com
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image (Jung et al., 2016; Markman et al., 2012). Furthermore, Beese et al. (2019) confrms 

that the use of simulation tasks is important in the feld of information systems. As a case 

study, Zhang et al. (2023b) used an imagination task in a series of exploratory studies for dataset 

expansion. 

To design these tasks, we sought assistance from an independent expert in the biomedical domain 

to help design the tasks following an iterative process. In the frst iteration, we established that a 

common information need is the identifcation of factors related to a disease, including causes, 

risks and contributing factors, with the latter being often an information need on its own. Based on 

their advice, we designed two search tasks: one focusing on contributing factors and the other on 

causes and risks. In the second iteration, the expert was asked to assess the understandability of a 

task until satisfaction they were close enough to a real dataset search tasks and are understandable 

to biomedical researchers at diferent levels. In the third iteration, we asked the expert to conduct 

a search in public repositories and a literature search engine to identify datasets relevant to the 

tasks to be used in the study, as these are common places for biomedical dataset search, as 

observed in the fndings of Chapter 4. 

To ensure each task involved diferent relevant datasets, we decided to focus on diferent diseases: 

The frst task asked our participants to imagine a scenario where they need to search for one or 

more datasets to conduct research on Infammatory Bowel Disease: 

“Task 1: Imagine you are a new postgraduate biomedical researcher. You would like 

to initiate a project looking at factors contributing to Infammatory Bowel Disease 

(IBD) in infants. You need a dataset for investigation purposes to understand this 

disease. As you search, you need to identify whether a particular dataset is worth 

downloading, extracting and evaluating for your use.” 

The second task included a scenario to search for datasets to investigate the factors infuencing 

Crohn’s disease: 

“Task 2: Imagine you are a research fellow in a biomedical research group. One 

part of this group is focused on Crohn’s disease, including its history, causes and 

possible risks. You would like to initiate a project looking at factors contributing 

to Crohn’s disease. Your task requires a dataset to investigate the impact factors of 

this disease. As you search for a dataset, you need to identify whether a particular 

dataset is worth downloading, extracting and analysing for ftness for your use.” 
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To provide further context of the cost of downloading a dataset, we added the following notice 

after the description of each task “Note: Downloading this dataset for in-depth inspection will 

take 90 minutes of your time”. 

Following that, the same types of the dataset metadata options were provided in a diferent order 

to explore whether any diference when changing the order. Under these dataset search tasks, 

four dataset options were provided for participants to select from: 

Option A) The frst option was basic metadata of the dataset typically available in dataset 

repositories. We showed the metadata from Datamed 3 of the relevant dataset. As mentioned 

earlier, it uses the DATS model, designed to collect information about dataset elements, including 

experimental datasets and other related elements, such as publications and data types (Sansone 

et al., 2017). 

A keyword search was conducted using “Infammatory Bowel Disease,” that returned 2,055 

results. The volunteer expert selected one dataset relevant to the task. The selected dataset 

includes several elements: the dataset name, repository, identifer, data or study type, source 

organization, access conditions and an access hyperlink. Figure 3.4 presents a sample of metadata 

taken from Datamed. The frst question following the metadata was presented whether the 

participant would download the dataset based on the provided metadata. 

Typically, this metadata includes several brief elements to describe existing datasets, entered by 

the dataset holder, and is sometimes incomplete. A user needs analysis study conducted by Dixit 

et al. (2018) emphasised that some dataset searchers faced difculties in evaluating the relevance 

of datasets retrieved by DataMed due to incomplete and low-quality metadata. 

Figure 3.4: An example of metadata from Datamed. 

Option B) The second option was an abstract of the article published based on the dataset sourced 

from PubMed 4. PubMed provides a list of results based on an entered query, with each result 

containing only the title and/or abstract (Canese and Weis, 2013). In bioinformatics, datasets are 
3https://datamed.org/
4pubmed.ncbi.nlm.nih.gov/ 

https://4pubmed.ncbi.nlm.nih.gov
https://3https://datamed.org
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often described in academic publications, as identifed in the fndings of the frst study detailed 

in Chapter 4. Therefore, we used the abstract of the publication related to the dataset we chose 

to the task. 

We conducted the same search technique using the same keywords, which resulted in over 

136,000 options. Figure 3.5 presents a sample of metadata taken from Pubmed, which includes 

the title and abstract. 

Figure 3.5: Abstract on Pubmed for paper (Cardinale et al., 2023) 

Option C) The third type of dataset metadata provided was provenance information, which is 

central to our contribution. This provenance information was extracted from a published paper 

related to the dataset on PubMed. One published article was selected by the same volunteer expert 

from the previous option. All provenance information was extracted, including the procedures, 

steps and tools used in the experiments. 

The aim of this task is to evaluate the understanding of provenance metadata presented in a 

manually created diagram. This diagram serves as a visual representation to convey research 

procedures and data processing steps, as explained in Section 2.3.3. Since the extracted prove-

nance information was unstructured, it was manually organised using PROV-DM into activities, 

entities, agents, and relationships, as described earlier in Section 3.3.1, and subsequently pre-

sented in the visual representation. An example of this design is shown in Figure 3.6. 
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Figure 3.6: Provenance information arranged as an activity-centered design. 

Option D) The fnal type of dataset metadata option provided was presenting both (B) abstract 

of a published paper and (C) provenance information with a visual representation. The purpose 

of this options to discover if this combination is better than options (B) or (C) alone. This type 

of dataset description includes a detailed summary of the published information along with the 

extracted provenance information from the article. In short, it is an integration of the second and 

third types from this task. 

Below each of option, we frst asked a closed-ended question of whether they would download 

the dataset or not based on the presented information. If our participants chose to download 

it, then they were asked to assess the usefulness of the provided information using a fve-point 

Likert scale (example in Figure 3.7). If they chose not to download the dataset, they were 

asked to elaborate on their reasons for not selecting the dataset in an open-ended text feld. To 

explain further, if a participant decided to download the dataset and assess the usefulness of the 

provided information without reporting any issues, we assumed the metadata option was good 

for helping assess relevance. Otherwise, they were asked to provide reasons that led them to 

continue searching for more datasets. 

To understand what useful information participants get from the provenance information, we 

asked those participants that chose “Option C: Provenance information with a visual represen-

tation” or “Option D: Abstract and Provenance” as their preferred presentation, to select one 

or more pieces of information about the dataset they considered they gained. We provided 
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multiple-response question, which includes six options. The options were presented as follows: 

(1) Was ethical approval information acquired?; (2) How the data has been collected; (3) How the 

data has been processed; (4) Understanding the steps followed; (5) Understanding the outcome 

of this experiment; (6) Other (input feld for participant to add). Our choices were motivated by 

the fndings from the interviews conducted in the frst study (4.2.8), and they are also consistent 

with the key aspects of provenance reported by (Johns et al., 2023) and (Samuel and König-Ries, 

2017). The whole questionnaire consisted of 28 questions, plus three demographic questions. 

Figure 3.7: Examples of the fve-point Likert scale used for the usefulness assessment. 

3.3.4 Survey Validation

After completing the questionnaire design, an independent expert in the feld of Human-Computer 

Interaction was consulted to review the structure of the survey, focusing on the presentation of 

information and ease of use. Without examining the design structure, there is a risk of collecting 

irrelevant data, which could potentially alter the direction of the study (Boynton and Greenhalgh, 

2004). Additionally, the accuracy and quality of the responses can be afected by the survey 

design (Brace, 2018). 

Following the prior review of the questionnaire design, pilot tests were conducted to validate 

both the questions and the information presented in the scenarios. According to Sharp et al. 
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(2019), revising and piloting the survey is a crucial step before its application. In this process, 

seven individuals were involved, including four professionals and three postgraduate researchers 

at the University of Southampton, UK. 

3.3.5 Survey procedures

The questionnaire was distributed through two main distribution methods. First, promotion at 

a local conference focused on Omics data, including genomics, proteomics, metabolomics and 

transcriptomics held in July 2024. The approximate number of attendees at the conference 

was over 100. Second, sending a recruitment email through two mailing lists specialised in 

biomedical felds at the University of Southampton. 

In this study, it was not possible to precisely determine the exact number of biomedical re-

searchers. Therefore, we explored common methods for estimating sample size in both quanti-

tative and qualitative research. One widely used method is applying statistical tests for sample 

size estimation, which can be performed using G*Power (Faul et al., 2009). This software is 

commonly used for sample size estimation and power calculations. Additionally, Kang (2021) 

mentioned that G*Power enables researchers to determine sample size and conduct power anal-

ysis. This process involves several factors, including efect size, power (1- β) and the type of 

statistical analysis to be conducted (Kang, 2021). 

To estimate the minimum required sample size using the G*Power tool, we applied the following 

parameters: an efect size of 0.5, an expected power of 0.95 and a t-test for analysis, as illustrated 

in Figure 3.8. As noted by Cochran (1963); Mayr et al. (2007), estimating sample size with 

G*Power depends on the specifed efect size. In this case, an efect size of 0.5 was utilised, 

resulting in a recommended sample size of 54 biomedical researchers. 

Initially, 156 participants agreed to take part and began flling out the questionnaire. However, 

due to the importance of most questions, all incomplete responses were excluded from the 

analysis. Therefore, only 56 responses were considered in the data analysis phase, representing 

35.89% of the total responses. The primary reason for the incomplete responses might be the 

length of the questionnaire, which took approximately 20 minutes to complete, whereas the ideal 

length is around 10 minutes (Revilla and Höhne, 2020). 

The analysis for this study was conducted using both quantitative and qualitative techniques, 

as the collected data includes numerical and descriptive information. For the quantitative data, 

SPSS software was used to perform several statistical analyses and tests. Descriptive statistics 

were conducted to summarise key variables, including the mean, median and standard deviations. 
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Figure 3.8: G*Power for sample size estimation. 

These statistics aim to describe the features or attributes of a given sample by representing “the 

midpoint of a range of scores” (Fisher and Marshall, 2009, p.93). 

For examining the relationship between participants’ roles and their selection of dataset metadata 

options, Chi-Square test were performed. This test aims to examine the relationship between 

two categorical variables or to evaluate how well a distribution fts a group or population (Franke 

et al., 2012). 

Several independent t-tests were also conducted to compare the means of the existing dataset 

metadata approaches and the proposed ones. The independent t-test aims to compare the means 

of two independent groups (Okoye and Hosseini, 2024). To assess diferences among multiple 

dataset metadata approaches, an ANOVA analysis was applied. ANOVA is used to compare the 

means of more than two groups (Kim, 2014). 

Finally, to ensure the consistency and accuracy of the fve-point Likert scales used in the 

questionnaire, various reliability tests were performed. Reliability tests aim to measure the 
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consistency of scale values (DeCoster and Claypool, 2004). 

For the qualitative data collected, we used NVivo12 to analyse all open-ended questions. This 

tool is designed to support various data types and formats, enhancing the overall quality of 

analysis (Dhakal, 2022). The results of these tests and the qualitative thematic analysis will be 

detailed in Chapter 5.2. 

3.4 Extracting provenance automatically (RQ3)

To address this research question, we frst developed an automated provenance extractor using 

an LLM, as explained earlier in detail in Section 2.5. Additionally, we designed several prompts 

to extract provenance information from publications, aiming to enhance the extraction process 

using ChatGPT-4o (version 2025-02). 

3.4.1 Extraction Tasks using LLMs

There is signifcant interest in using LLMs for information extraction, as they have shown 

promising capabilities in several NLP tasks. Several studies Xu et al. (2023); Liu et al. (2024b); 

Peng et al. (2024); Zhang et al. (2024) confrm notable advancements in NLP domains with 

the advent of LLMs, which exhibit exceptional abilities in understanding and generating text. 

Additionally, LLMs can perform complex tasks, leading to successful task completion (Bender 

et al., 2021). Furthermore, LLMs are making signifcant progress in IE tasks (Bommasani 

et al., 2021; Goel et al., 2023). Moreover, LLMs have demonstrated considerable capabilities 

in various biomedical domain tasks (Li et al., 2023; Thirunavukarasu et al., 2023; Zhou et al., 

2024). 

We constructed our provenance extractor from biomedical publications using LLMs. This was 

achieved using GPT-4o via the OpenAI API. This model was selected for several reasons. As 

of February 2025, GPT-4o became available to web users with limited access; however, full 

access requires a ChatGPT Plus subscription. GPT-4o is distinguished by its ability to process 

and generate text, images, audio, and video. It is also signifcantly faster than previous versions, 

including GPT-4-turbo and GPT-3.5. ChatGPT-4o excels in its capability to understand and 

produce information across several domains, making it well-suited for applications like customer 

assistance and content creation (Ekin, 2023). The respondents’ quality of ChatGPT was assessed 

in several domains, for instance, answering medical licencing exams (Gilson et al., 2022) and 

mathematical reasoning (Frieder et al., 2023). 
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In addition, we employed various techniques for processing, formatting, extracting, and storing 

data to build the extractor. The architecture of the extractor is discussed in detail in Section 6.1. 

To enhance the performance of LLMs for specifc tasks and achieve optimal results, prompt engi-

neering has emerged as a signifcant research topic and an essential skill for users (Meskó, 2023; 

White et al., 2023), as discussed in Section 2.6. Numerous studies highlight the efectiveness of 

using prompts in retrieving information from LLMs (Reynolds and McDonell, 2021; Schick and 

Schütze, 2021). 

3.4.2 Provenance Extraction Prompts for Biomedical Research

A few studies introduce and discuss the concept of prompt pattern, which is important to achieve 

an efcient prompt engineering. Prompt patterns were developed to be a solid foundation for 

prompt engineering techniques (Schmidt et al., 2024). White et al. (2023) pointed out that prompt 

patterns were designed to be similar to software patterns, where software pattern is a method to 

provide a reusable solution to address a particular recurring issue in a particular context. Prompt 

patterns concentrate more on the interaction and produced results from LLMs, such as ChatGPT 

(White et al., 2023). The characteristic of prompt patterns is that they customise the result and 

interaction of LLMs. 

Despite several current eforts to understand the efciency of prompt concepts in LLMs (Wang 

et al., 2022), there remains a gap in designing and refning specifc prompts for IE in general, 

and particularly for the extraction of provenance information from scientifc papers. Therefore, 

we designed eight prompts specifcally for this task and subsequently evaluated them in Section 

6.2 to identify the most efective one. 

This section focuses on the proposed prompts for extracting provenance information from pub-

lications. The aim is to achieve better output from LLMs, potentially at a lower cost (at the 

time). All the following prompt patterns were presented and discussed in (White et al., 2023). 

We adapted these patterns to suit our purpose and subsequently evaluated them. The prompt 

patterns that are recommended are provided together with their objectives and contextual state-

ments: 

• Persona Pattern (A): The Persona Pattern is a prominent pattern within the Output 

Customisation category (White et al., 2023). The aim of this pattern is to to guide and 

refne the output of the LLM. By providing an LLM with a specifc a “persona”, it may 

become more skilled in determining its replies to be more relevant and specifc. For 
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example, we may ask the LLM to act as a software engineer when we need it to review a 

code error. For instance, when seeking code error reviews, we could ask the LLM to as as 

a software engineer. 

The proposed statement for the provenance extraction is: “Act as a provenance expert, (...) 

Can you please extract all provenance information of ?” 

• Recipe Pattern (B): This prompt pattern enables users to obtain a series or sequence 

of steps or actions to achieve a specifc outcome, sometimes with certain knowledge, 

constraints or instructions. It could be benefcial when utilising this prompt to frstly 

provide LLM with the primary aim of the task. For example, if we require a summary 

of the fndings of a particular study, the following statement may be used to delineate 

our purpose: “I am endeavouring to summarise the outcome of (....)”. Next, we suggest 

outlining the list of steps required to be encompassed in the fnal result. Subsequently, we 

would direct the LLM to provide a complete sequence of steps. 

The contextual statement suggested for provenance information extraction is: “I am trying 

to extract the provenance information from (.......) paper, which is titled (........), I know 

that I need to identify the activities, entities, agents and relationships between them for 

the implementation. Please provide a complete sequence of all activities, entities, agents 

and the relationships between them that are used (.......), which would help (......) in the 

experiment’s reproducibility.” 

• Question Refnement Pattern (C): The purpose of this pattern is to ensure that the con-

versational language model consistently proposes alternative questions that are potentially 

superior or more refned than the user’s initial question. Providing the scope or domain 

area of the prompt, for instance biomedicine, would assist the LLM in not deviating from 

the primary feld whilst refning the question. 

The proposed statement for the provenance extraction is: “Within the scope of prove-

nance, suggest a better version of the question that can be used to extract all provenance 

information, including activities, entities, agents and the relationships between them of 

the experiment implementation from the paper titled (...)”. 

• Alternative Approaches Pattern (D): Using the alternative approaches pattern enables 

LLMs to propose various approaches for achieving a task. By utilising this pattern, users 

may be presented with additional approaches that exceed their current level of comfort. 

The contextual statement for provenance extraction is: “Within the scope of extracting 

provenance information from (...) paper, which is titled (...), if there are alternative ways 

to accomplish the same thing with the same paper. List the best alternative approaches.” 
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• Cognitive Verifer Pattern (E): Studies in academic literature have shown that LLMs 

tend to have improved reasoning abilities when a question is broken down into several 

sub-questions, each providing responses that collectively provide the overall solution to 

the original issue. 

The purpose of the pattern is to encourage the LLM to consistently split the main question 

into sub-questions to be answered by the user before integrating those answers to gen-

erate the fnal response for the overall question. The proposed statement for provenance 

extraction using LLMs is: “When I ask you a question regarding provenance information 

extraction from a (......) paper, generate three additional questions that would help you 

give a more accurate fnal answer. When I answer these questions, combine the answers 

to provide the fnal answer to my original question.” 

• Experimenting with context and example Pattern (F): The use of this prompt pattern 

allows users to guide LLMs by providing contextual information or presenting examples in 

the prompt input. This pattern can enable the LLM to analyse given contexts or examples 

and predict more accurate and relevant responses. The recommended statement for the 

extraction of provenance is as follows: “I will provide you with a (....) paper. I need 

you to read the whole paper and extract all provenance information from the experiment. 

For instance, (....) can be classifed as an action, (....) an entity, and (....) as an agent. 

The aim of this task is to use this provenance information to help biomedical researchers 

understand and reproduce this experiment.” 

• Scenario Pattern (G): The use of this prompt pattern allows users to provide more 

deliberate or analytical details. It can help the LLMs provide a more thoughtful and detailed 

answer to the prompt. The recommended statement for the extraction of provenance is as 

follows: “Imagine a scenario where you would like to know how a wet-lab experiment was 

implemented, what was the data used in the experiment, all techniques in the lab, all used 

tools, etc., in order to reproduce the experiment. You have only an opportunity to access 

a published paper regarding this experiment. Thus, you need to read the whole paper and 

extract all the provenance information of the experiment, including all activities, entities, 

agents, and relationships between them, based on the PROV-DM. This paper is titled (....). 

” 

• Identifying the Overall Goal of the Prompt First Pattern (H): This type of pattern aims 

to characterise the kind of output being sought from LLMs. It would help LLMs provide 

more relevant responses with a more structured style. The contextual statement suggested 

for provenance information extraction is:“ I would like you to extract the provenance 

information of a wet-lab experiment from the given article, which is titled: (...).Adapt 
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your answer based on PROV-DM components, which means I want you to extract all 

activities of the experiments, all used entities, and all provided agents. Can you identify 

all relationships between the components as well?” 

3.4.3 Provenance Extraction Experiment

To investigate the capability of ChatGPT-4o in extracting provenance information from publica-

tions and to assess the most efective prompt patterns, we conducted the following experiment. 

3.4.3.1 Collecting a set of papers from biomedical researchers

We identifed several biomedical researchers from a previous study (Section, 3.2.1) to review 

their publications and select papers to be used for this evaluation. Google Scholar and PubMed 

were used as the primary search engines to locate articles by their names. In this search process, 

our initial focus was on the title and abstract of each article. As a result, we initially downloaded 

21 papers. These papers were then organized in Microsoft Excel, containing the paper title, year, 

authors, abstract, introduction and conclusion. We applied several inclusion criteria: 

• Articles published by six local experts in “Biomedicine” who are not involved in this 

project but are available for domain-specifc assistance. 

• Articles based on wet-lab ”Omics” experiments. 

• Articles published within the last fve years (2018-2023). 

• Articles with varying lengths and formats. 

After applying the inclusion criteria, we selected six papers to conduct the prompt evaluation 

experiment, which are presented in Table 3.1. 

3.4.3.2 Systematic Approach

We designed a systematic approach to examine the prompts using an LLM and select the most 

efective prompts. This approach involves four main steps, as shown in Figure 3.9: The frst

step is intended to ensure that the LLM possesses full access to the entire contents of the paper 

after uploading it. During this step, we initially ask the LLM several questions about the number 

of main sections, references, and pages in the article to guarantee that the model can analyse, 
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ID Title Citation
1 Faecal virome transplantation decreases symptoms of type 2 di-

abetes and obesity in a murine model 
(Rasmussen et al., 2020) 

2 Genetic Sequencing of Pediatric Patients Identifes Mutations in 
Monogenic Infammatory Bowel Disease Genes that Translate to 
Distinct Clinical Phenotypes 

(Ashton et al., 2020) 

3 Prediction of Crohn’s Disease Stricturing Phenotype Using a 
NOD2-derived Genomic Biomarker 

(Ashton et al., 2023) 

4 Immunological Profling of Paediatric Infammatory Bowel Dis-
ease Using Unsupervised Machine Learning 

(Coelho et al., 2020) 

5 Blood gene expression predicts intensive care unit admission in 
hospitalized patients with COVID-19 

(Penrice-Randal et al., 2022) 

6 Analysis of Mutation and Loss of Heterozygosity by Whole-
Exome Sequencing Yields Insights into Pseudomyxoma Peritonei 

(Pengelly et al., 2018) 

Table 3.1: List of Biomedical Articles 

scan and read the whole content. The second step is to emphasise that the LLM understands 

the concept of provenance as well as the PROV-DM (Missier et al., 2013a). Implementing 

this step would improve ChatGPT’s comprehension of the task’s context and enable it to tailor 

its response to the PROV-DM. Once the LLM has thoroughly accessed the whole content 

and showed a comprehensive understanding of PROV-DM, the third step aims to pose the 

provenance extraction prompt to ChatGPT-4. For each iteration of this experiment a diferent 

prompt from Section 3.4.2 was applied to each of the 6 papers (Table: 3.1). The prompt should 

be complete and grammatically correct prompt. The fnal step is to ask the model to identify the 

relationships between all the retrieved components from the previous step based on the PROV-

DM. Each prompt pattern was examined in an individual session due to the fact that each session 

possesses its own short-term memory, as confrmed by the ChatGPT’s support team. 

3.4.3.3 Metrics for Evaluating Prompts

To evaluate provenance extraction using a LLM, we frst designed the systematic approach 

involving a series of interaction steps, which is explained in detail in Section 3.4.3.2. We then 

applied this approach to test ChatGPT-4 using six research papers. Following this, we developed 

a scoring scale for intermediate prompts. The scoring scale was defned as follows: 

• 2 if the prompt answered correctly on the frst time. 

• 1 if the prompt answered correctly in multiple attempts (up to 5 attempts). 

• 0 if no prompt answered correctly in multiple attempts (up to 5 attempts). 

We sought assistance from an independent biomedical expert to extract provenance information 

in PROV-DM for each of the six papers described above, which served as the ground truth for this 
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Figure 3.9: Four interaction steps followed with the LLM. 

evaluation. We then compared this ground truth with the provenance information generated by the 

LLM. We also established traditional information retrieval metrics to evaluate the efectiveness of 

the provenance extraction prompts that are Precision and Recall. The results of this experiment 

will be presented and discussed in Section 6.2. 

The formula of Precision is 

|P ∩ Pe| Fraction of relevant provenance information from the LLM 
Precision = = (3.1)|P| All retrieved provenance information from the LLM 

where the provenance information can be entities, activities and agents. There is provenance 

information returned from the LLM (p) which contains {e,a,c,r} and provenance from an expert 

(Pe) which contains {ee, aa, ce, re}. 

The formula of Recall is 

|P ∩ Pe| Fraction of relevant provenance information from the LLM 
Recall = = (3.2)|Pe| All relevant provenance information from the ground-truth 

where the provenance information can be entities, activities and agents, in which there is prove-

nance information returned from the LLM (p) which contains {e,a,c,r} and provenance informa-

tion from an expert (Pe) which contains {ee, aa, ce, re}. 
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3.4.4 Scalability Experiment

To evaluate the performance and scalability of any system or application, it is crucial to conduct 

performance and scalability testing or software estimation (Al-Said Ahmad and Andras, 2019; 

Nasir, 2006). The purpose of this test is to evaluate several dimensions: performance under 

diferent load conditions, performance with scaling various resources and performance under 

varying volumes and stress levels (Iyer et al., 2005). The importance of software estimation 

is centred on four dimensions: cost estimation, efort estimation, size estimation and schedule 

estimation (Nasir, 2006). 

3.4.4.1 Data collection

We initially constructed a dataset consisting of 10 PDF fles to run the extractor and assess the 

validity of the extractor results, which was later expanded to conduct the scalability experiment 

(Section6.3). The following keywords were used to locate the articles: “Exome sequencing 

experiments”. The total number of studies/results obtained in this process was 33597. Several 

inclusion criteria were applied: all fles had to be based on wet-lab and exome sequencing 

experiments, and all fles had to have been published within the last ten years. During the data 

collection process, our main focus was on the title and abstract of each article. 

After constructing and checking the validity of the extractor output, we expanded this dataset 

to be 1024 PDF fles to conduct scalability experiment. We followed the same procedures as 

described above to select the fles. All fles were downloaded and stored on a local device since 

the experiment was conducted locally. 

3.4.4.2 Performance Evaluation

Determining the scaling strategy and metrics can assist in evaluating several scalability dimen-

sions, including cost, capacity, and quality. The scalability metric refects the system’s ability to 

maintain productivity, meaning that if a system maintains its productivity as the scale changes, it 

can be considered scalable (Jogalekar and Woodside, 2000). Response time and throughput are 

key metrics in the performance evaluation of systems (Williams and Smith, 2005). Additionally, 

several studies have aimed to develop models for measuring and comparing costs, capacity, 

elasticity and other factors (Al-Said Ahmad and Andras, 2019). 

In this experiment, we aimed to scale the extractor to include all articles on exome sequencing 

experiments in PubMed. Scalability was assessed by evaluating the performance of the extractor 
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as the dataset size (number of fles) increased. To evaluate scalability, several experiments were 

conducted to measure two performance metrics: cost and response time, based on dataset size, 

as shown in Figure 6.6. These experiments allowed us to estimate the cost and response time 

required for processing each fle as well as the error rate. The primary focus of this evaluation 

was to explore the relationship between the number of fles, cost and response time. 

3.5 Methodology for a User Experience Evaluation of Biomedical

Dataset Search Enhancement Using Provenance Information

(RQ4)

To address this fnal research question, semi-structured interviews were chosen to conduct a 

human evaluation of the provenance extractor that outlined in Section 3.4. The importance of 

expert evaluation has emerged as an important part in assessing the content of tools (Berk, 1990). 

User experience evaluation can capture users’ opinions about a product, covering several aspects 

such as experiential and afective aspects (Vermeeren et al., 2010). Here, the term “product” 

refers to systems, products, and services (ISO/TC 159/SC 4, 2010). The qualitative research 

approach was again employed through user evaluation. Since the extractor is specifcally designed 

for the biomedical research domain, the target population consists of biomedical researchers, 

whose expertise is essential for evaluating the extractor’s output. We selected to conduct semi-

structured interviews as this approach provides an in-depth and holistic understanding (Creswell 

and Creswell, 2017). By using this research method, we provided our participants with the 

opportunity to extract provenance information from their scientifc publications and to evaluate 

the accuracy and correctness of this information. 

The participants interviewed in this study were recruited based on their responses to our earlier 

survey (see Section 3.3). In addition to its primary purpose — assessing the efectiveness 

of providing provenance information — the survey also served as a recruitment tool, inviting 

respondents to provide their email addresses at the end of the survey. The inclusion criteria 

were as follows: biomedical researchers holding roles such as professor, research fellow, or 

postdoctoral researcher, and researchers involved in searching for and reusing datasets. A brief 

overview of participant demographics is presented in Table 7.1. The participants demonstrated a 

high level of expertise across various biomedical felds and had conducted multiple experiments 

resulting in published fndings and datasets. 
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3.5.1 Interview design and development

In the interviews, we omitted additional questions regarding demographic information, as these 

details had already been collected through the survey. As mentioned in Section 3.3, the second 

part of the survey asked participants to provide demographic details, including their research 

areas and the seniority of their roles. The interview was structured into two main parts: assessing 

the extractor and gathering user feedback. Therefore, we began by asking the participants to 

provide three papers either from their own work or related to their research. These papers 

were uploaded to the extractor, which then provided the provenance information. Figure 3.11 

illustrates the interaction workfow between users and the extractor. 

The provenance information for each paper was printed, and participants were provided with 

diferent coloured highlighters, as shown in Figure 3.10. The main guideline instructions were 

as follows: 

• Highlight all correct provenance information for each paper using YELLOW. 

• Highlight all incorrect provenance information using ORANGE. 

• Highlight and write any missing provenance information using BLUE. 

• Highlight any repeated provenance information using PINK. 

After completing the frst part of the task, which involved assessing the outcome of the extractor, 

participants were asked to provide feedback on the extractor based on four main aspects: cor-

rectness, completeness, relevance, and reasonableness. These terms were previously defned to 

assess provenance quality as follows: 

• Correctness: “the dimension of provenance quality denotes the extent to which provenance 

is correct and free of error. This dimension encompasses attributes such as the accuracy, 

unambiguity, consistency, and homogeneity of the provenance” (Cheah and Plale, 2014, 

P.4). 

• Completeness: “We denote completeness as the extent to which provenance is missing 

or to which provenance is more than the actual amount of collectible provenance or 

“overcomplete” ” (Cheah and Plale, 2014, P.4). 

• Relevancy: “Relevancy is the extent to which provenance is relevant and helpful to 

consumer needs” (Cheah and Plale, 2014, P.4). 
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Figure 3.10: Example of extractor evaluation by a participant. 

• Reasonability: “The degree to which a data pattern meets expectations” (Black and van 

Nederpelt, 2020, P.91). 

3.5.2 Interview procedures

As mentioned earlier, the participants for this study were recruited using the survey. Initially, 

we obtained interest from nineteen biomedical researchers who wished to participate. All those 

researchers were contacted via email to schedule interviews, but we received responses from only 

ten of them. This number still falls within the recommended range of 5 to 25 participants (Lilly, 

1998; Dudovskiy, 2016). Brief demographic information is provided in Table 7.1, refecting 

the participants’ felds and roles. All interviews were conducted between September 2024 and 
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Figure 3.11: Interaction workfow between users and the extractor. 

October 2024. Each interview lasted approximately 45 minutes, and all were conducted in 

English. The personal information was anonymized to ensure participant privacy. 

We interviewed ten biomedical researchers, each of whom provided three papers for evaluating 

the extractor. All the papers fall within the feld of biomedicine and are based on wet-lab “Omics” 

experiments. To ensure participant privacy, all publications used with the extractor tool were 

anonymised before analysis. Only the textual and structural content necessary for provenance 

extraction was used. 

3.5.3 Interview Analysis

Since the aim of the interviews were to evaluate the extractor and explore how the participants 

feel about the results, a mixed-methods approach was used on the interview results. First, we 

conducted quantitative analysis to evaluate the extractor outputs. Second, a thematic analysis 

was used as well to organised the results and the feedback, as it is one of the most common 

strategies for qualitative research (Robson and McCartan, 2016). 

For the quantitative analysis in this study, the collected provenance information extracted during 

the interviews was modeled using the PROV-DM format: Entities, Activities, Agents and Rela-

tionships. First, this provenance information components (i.e. Entities, Activities, Agents and 

Relationships) categorised into four themes: correct item, incorrect item, missing information 
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item and repeated item. Secondly, we calculated the accuracy of each extracted provenance 

information using classic information retrieval metrics (Precision and Recall). 

|P ∩ Pe|
PrecisionComp = |P|

Proportion of relevant provenance information retrieved from the extractor 
= 

All provenance information retrieved from the extractor 
(3.3) 

where the provenance information can be entities, activities and agents. There is provenance 

information returned from the LLM (p) which contains {e,a,c,r} and provenance from an expert 

(Pe) which contains {ee, aa, ce, re}. 

|P ∩ Pe|
RecallComp = |Pe|

Proportion of relevant provenance information retrieved from the extractor 
= 

All relevant provenance information provided by the evaluator 
(3.4) 

We observed in some interviews that the components were correct, but their descriptions were 

either incorrect, partially missing, or repeated. Therefore, we measured the provenance informa-

tion twice: the frst time, we calculated the provenance information components (e.g., Entities) 

as correct items even if their descriptions were incorrect, partially missing or repeated; and 

the second time, we took the correctness of the descriptions into account. Thus, we designed 

additional metrics: 

|P ∩ Pe|
PrecisionDesc = |P|

Proportion of relevant description for each provenance component retrieved by the extractor 
= 

All provenance component descriptions retrieved by the extractor
(3.5) 

|P ∩ Pe|
RecallDesc = |Pe|

Proportion of relevant description for each provenance component retrieved by the extractor 
= 

All provenance component descriptions provided by the evaluator
(3.6) 
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To conduct thematic analysis, Braun and Clarke (2006) recommend following six steps, which 

is explained in Section 3.2.3. The advantage of using thematic analysis lies in its fexibility, 

which allows researchers to gain a rich, detailed understanding of the results. This analysis 

was conducted using NVivo12. As mentioned earlier, there are two coding methods: inductive 

and deductive approaches. In this analysis, we followed an inductive approach to explore the 

experts’ opinions about the completeness, correctness, relevancy and reasonability, and collect 

their suggestions. The coding process resulted in several main themes and sub-themes. 

3.6 Ethical Approval

All participant-based studies in this research obtained ethical approval. The approval was granted 

by the University of Southampton Ethics Committee for the following three studies: 

• Dataset Search for Biomedical Researchers - (ERGO/FEPS/73032)

Since all interviews were conducted online, the ethical approval documents, consent form 

and participant information sheet, were sent in advance for participants to read and sign. 

The consent form included several statements: confrming that the information sheet was 

read and understood, agreeing to participate in this research project, consenting to the 

recording of the interview and acknowledging that participation is voluntary with the 

option to withdraw at any time. 

• A User Study on the Efect of Provenance Information Availability on Biomedical

Dataset Search - (ERGO/FEPS/92985)

The consent form and a link to the participant information sheet were integrated into 

the survey. Before participating, all respondents had to confrm that they had read and 

understood the information sheet. Only after providing this agreement could they access 

the survey. 

• A User Experience Evaluation of Biomedical Dataset Search Enhancement Using

Provenance Information - (ERGO/FEPS/98745)

All interviews were conducted in person; therefore, ethical approval documents were 

provided earlier for participants to read, understand and sign prior to the evaluation. All 

statements mentioned above were also included in this form. 
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3.7 Summary

In this chapter, we discussed the research methodologies used to answer each research question. 

First, we presented the method for identifying the dataset search requirements of biomedical re-

searchers. Second, we provided the methods aimed at addressing the requirements of biomedical 

dataset search. We also outlined the methodology used to assess the efectiveness of incorpo-

rating provenance information in dataset search for biomedical research. Third, we discussed 

the methods and tools used to build the extractor, which was designed to automatically extract 

provenance information to meet the requirements of biomedical dataset search. Finally, we 

presented the methodology for evaluating the extractor’s performance and scaling it. 
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Chapter 4

Dataset Search for Biomedical

Researchers

In the following section, we explain the key fndings that emerged from the data collection and 

analysis detailed in 3.2.1. Our analysis has identifed six main themes for understanding dataset 

search and usage in biomedical research: the variety of data formats and types; the importance of 

metadata; issues pertaining to data quality; dataset accessibility; the methodologies employed in 

the assessment of datasets; and the strategies used for dataset search. Following the prevalence 

of provenance in our interview data, we devote special attention to discussing provenance needs. 

We conclude this chapter by presenting the query styles used among researchers in their quest 

for appropriate datasets. 

4.1 Demographics

We initially interviewed 17 biomedical researchers, however, three participants were excluded 

from the study. Two of the three were project assistants who had been provided a dataset by 

their line managers and were thus not involved in the search process, and the third was a new 

PhD student who had not yet gained experience in locating datasets. Another interviewee was 

excluded as they withdrew and apologised for not being able to complete the interview. As stated 

earlier in Section 3.2, we aimed to understand how biomedical researchers currently search for 

datasets, the challenges they face with these methods, and their requirements for improving 

dataset search. 



74 Chapter 4. Dataset Search for Biomedical Researchers 

Participants Research Domains Roles
P1 Genomics Research Fellow 
P2 Human Development and Health Postgraduate researcher 
P3 Clinical and Experimental Science Professor 
P4 Biomolecular Medicine Professor 
P5 Genomics Professor 
P6 Genomics Senior Research Fellow 
P7 Human Development and Health Postgraduate researcher 
P8 Human Development and Health Professor 
P9 Clinical and Experimental Science Postgraduate researcher 
P10 Cancer Sciences Lecturer 
P11 Human Development and Health Postgraduate researcher 
P12 Cancer Science Postgraduate researcher 
P13 Cancer Science Senior Research Fellow 

Table 4.1: Demographic information of participants in study 1 

The total number of acceptable interviewees was thirteen biomedical researchers. Four of 

whom were professors working in diferent domains, including Genomics and Biomolecular 

Medicine. Five of the interviewees were senior researchers engaged in biomedical data-driven 

research, whilst the remaining four were advanced postgraduate researchers in their third or 

fnal year of study. These postgraduate participants were supervised by multiple professors. All 

participants were members of the Faculty of Medicine at the University of Southampton. Among 

the participants, 70% were senior researchers holding various roles, including professors and 

research fellows, while the remaining 30% were postgraduate researchers. 

The interviewees were experts in various research domains, including clinical experimental 

science, cancer science, genomics, bowel diseases, microbiology, and biomolecular medicine. 

Table 4.1 presents the research domains and roles of all participants, as reported during the inter-

views. After conducting 13 interviews, we reached the saturation point, as no new information 

emerged. This is consistent with what has been reported in the literature, as illustrated in Section 

3.2. 

4.2 Findings

4.2.1 Data Formats and Types

All participants (P1–P13) reported that their search processes and requirements often focused 

on highly structured datasets. One participant (P12) noted that some researchers within their 

research group faced several challenges when working with other types of data, including 
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semi-structured or unstructured data; therefore, structured data were generally preferred. For 

this reason, they tended to searched for more structured data within domain-specifc repositories, 

such as DataMed, which typically include these types of datasets. One participant (P9) stated that 

the use of structured data helped facilitate the analysis process. Only one participant (P10) stated 

that their needs sometimes required the use of a combination of structured and unstructured data 

to obtain more comprehensive information, including handwritten notes shared between doctors 

in PDF format, which are classifed as unstructured data. 

As all interviewees in this study were biomedical researchers (P1–P13), they often search for 

sequencing data necessary to support their tasks. Sequencing data is a type of biological data 

that can present various types of information, including DNA, RNA, and proteins, which can be 

used to identify variations that may cause disease (Quinn et al., 2018). For example, participants 

(P5, P7, P12) reported searching for genome sequencing datasets, while participants (P12, P13) 

focused on transcriptome data. Additional participants (P1, P2, P3, P6, P8, P10, P11) reported 

searching for DNA, RNA, and exome sequencing datasets. 

As a result, all participants expressed the need to discover more detailed information about the 

sequencing data within datasets prior to accessing them. They emphasised the importance of 

gaining a deeper understanding of the data collection process. Additionally, they highlighted the 

need to explore the background of sequencing pipelines — that is, the steps followed to generate 

the sequences from raw data. Therefore, this requirement supports researchers in understanding 

the content of datasets and making informed decisions. This claim aligns with Stamatogiannakis 

et al. (2017), which states that provenance information can improve decision-making processes. 

Additionally, it can improve the comprehensiveness of metadata within the research community, 

thereby facilitating the dataset search process. Furthermore, it underscores the importance of 

incorporating provenance information into metadata, referred to as provenance metadata. 

Despite multiple eforts to standardise data formatting in various biomedical research communi-

ties that utilise and manipulate datasets, researchers continued to encounter issues when dealing 

with diferent data formats. One participant (P7) stated that this lack of consensus on formats 

results in signifcant time being wasted during preprocessing. This aligns with prior research, 

which highlights that biological researchers face challenges with complex and varied data for-

mats (Anderson et al., 2007). This issue can lead to delays and inefciencies. A participant (P9) 

expressed their colleagues’ concerns about the time wasted in handling various formats. Another 

interviewee (P6) mentioned their preference for formats that are easily compatible with their 

existing tools. Furthermore, several researchers reported attempting to integrate data from di-

verse sources and formats to construct suitable datasets tailored to their specifc tasks, frequently 

encountering challenges related to data integration (P7, P9). 
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Several common data formats and standards, including GTF, FASTQ, and BED File Format, are 

used in biomedical felds for genomic data. In addition, several participants (P1, P4, P10) stated 

that they prefer to utilise common dataset formats, including CSV, Excel, and TXT. However, 

one primary reason for the proliferation of various dataset formats is the lack of consensus within 

the community. System developers and data suppliers frequently do not adhere to the data or 

dataset standards prevalent in their communities (P10). 

4.2.2 Query Styles

Our study reveals that all participants predominantly utilise keyword search as a query style 

within the search engines, data portals, and repositories they access. Query style refers to the 

form of input provided to the search engine by the data seeker, as described in the taxonomy by 

Almuntashiri et al. (2022). This method is used whether searching for a dataset or publications 

related to the datasets. It is the most immediate way to interact with repositories and is often the 

only option when using public sources. 

After initiating a keyword search, several participants in our study reported adopting more 

sophisticated search techniques. One widely used method is fltering, a feature commonly 

available in most search engines and publicly accessible portals (P11, P6, P4, P3, P7). However, 

there is no standardisation of the facets implemented by each portal, except for publication year 

and geographic areas (where applicable). 

4.2.3 Strategies and Places

The participants were asked to discuss the strategies they use to search for datasets based on their 

needs. Additionally, they were asked to identify any diferences among public sources, systems, 

and websites. We identifed three main strategies used among all participants, as presented in 

Firgure 4.1. These strategies are used sequentially to search for desired datasets. 

The frst strategy involves searching for datasets through public sources, including common search 

engines such as Google Dataset Search1, open data portals such as GEO2, and public repositories 

such as GenBank3. Based on the required data type, researchers search for specifc repositories 

and portals; for instance, MetaboLights4 is a public repository dedicated to metabolomics 
1https://datasetsearch.research.google.com/
2https://www.ncbi.nlm.nih.gov/geo/
3https://www.ncbi.nlm.nih.gov/genbank/
4https://www.ebi.ac.uk/metabolights/ 

https://3https://www.ncbi.nlm.nih.gov/genbank
https://2https://www.ncbi.nlm.nih.gov/geo
https://1https://datasetsearch.research.google.com
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experiments. In this study, one interviewee (P1) searched the GTEx Portal5 to retrieve datasets 

that include RNA sequencing data for diferent tissues, while another participant (P11) searched 

for exome datasets within UK Biobank6. However, biomedical researchers may encounter 

difculties in generating queries that characterise their needs in this strategy (Dixit et al., 2018). 

The second strategy involves reviewing literature, journals, and publications. The aim of this 

approach is to search for new data or datasets (P5, P9, P13, P12, P1), to gather more details about 

recent datasets (P6, P7, P3, P12, P8, P10, P1), or to fnd datasets and studies addressing similar 

topics (P2, P13). Dataset search are often associated with literature searches to investigate related 

publications in order to gather additional information that can assist in assessing relevance and 

quality (Krämer et al., 2021). 

The fnal strategy used to search for datasets includes social communication. This means that 

researchers contact dataset owners to request access or share their datasets. Such communication 

is typically conducted through emails, discussions at meetings, or academic events. This strategy 

is not only employed to search for datasets but also to obtain additional information about them, 

including provenance information. 

Our observations indicate that most participants followed these three strategies in a consistent 

order when conducting the dataset search, as illustrated in Figure 4.1. Participants typically 

initiate their search through open portals or public repositories specifc to their research domain, 

either by navigating to well-known sources in their community or by using search engines — 

such as DataMed — to search for relevant datasets. This strategy can save time by reducing the 

need to read publications or conduct experiments to generate datasets. Subsequently, they move 

to the second strategy: consulting literature and publications to fnd datasets, identify similar 

studies, or obtain more information about a particular dataset. This strategy can complement 

the frst strategy (dataset search) to fnd additional information if the metadata is incomplete. 

Finally, participants seek assistance from feld experts or dataset holders to share datasets or 

conduct further investigations. This strategy can help researchers obtain specifc descriptions or 

explanations about retrieved datasets. 

4.2.4 The Importance of Metadata

An important theme consistently emphasised across all interviews was the signifcance role of 

metadata in dataset search. Several participants in this study (P1, P4, P5, P6) confrmed their 

use of metadata during the dataset search process. The use of metadata helps researchers assess 
5https://www.gtexportal.org/home/ 
6https://www.ukbiobank.ac.uk/ 

https://6https://www.ukbiobank.ac.uk
https://5https://www.gtexportal.org/home
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Figure 4.1: Order of search strategies followed by our participants 

Figure 4.2: Example of missing metadata elements 

a list of datasets in order to identify the most suitable ones based on their specifc needs (P1, 

P2, P5, P6, P8, P12). However, several participants (P3, P8, P12) noted a lack of sufcient 

detail or critical information in the current metadata. This fnding aligns with Dixit et al. (2018), 

who emphasises that existing metadata often fails to adequately describe datasets, as it typically 

includes only a part of crucial information. Figure 4.2 presents an example of missing metadata 

extracted from an open portal. 
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Many participants highlighted their requirements for which data should be included in metadata. 

A notable prerequisite highlighted by many participants is data provenance. Desired provenance 

information includes the criteria for the inclusion/exclusion of samples in the dataset (P9), its 

origin (P1), the identifcation and handling of these data (P9), how the evaluation phase was 

conducted (P11, P8), and its size (P1, P2, P9). In light of the importance our interviewees placed 

on provenance, we conducted a deeper analysis in Section 4.2.8, titled ‘Expansion of Provenance 

Concerns’. 

Despite many eforts, the standardisation of metadata remains a common issue in this community. 

We observed that the level of standardisation depends on the type of data; for instance, standards 

are more advanced for imaging data than for genomic data (P5). This issue can arise due to 

various factors, including the diversity of data types, the requirements of each domain, methods 

of data generation, analysis or sequencing techniques, and the presentation of metadata in portals. 

Some participants (P9, P13) confrmed that a universally standardised metadata format is still 

needed to accommodate all types of biomedical data. 

4.2.5 Data Quality Issues

Data quality concerns emerged as a critical challenge during dataset search, as reported by several 

participants (P4, P8, P9, P10). One participant (P10) stated that researchers typically search for 

high-quality datasets, as these facilitate their use without the need to perform a pre-processing 

phase. This can prevent the need to collect data from scratch, saving time, efort, and resources. 

Additionally, several participants mentioned that while they may initially fnd datasets that meet 

their requirements, quality issues often arise upon further investigation, leading them to avoid 

using these datasets (P6). Researchers fnd the process of assessing data quality difcult and 

time-consuming (P5, P6). Consequently, they sometimes tend to trust the quality of datasets 

without fully verifying them, which can lead to producing incorrect results or inconsistent results. 

Data preparation is a signifcant challenge due to data quality concerns, which in turn makes it 

difcult to utilise the retrieved datasets (P1, P7, P10, P4, P12, P2). Other participants emphasised 

how time-consuming data preparation is (P10, P7, P5). One participant (P1) confrmed that 

dataset cleaning presents a challenge due to the signifcant amount of noise in the data. Several 

factors such as language issues, data incompleteness and other factors may contribute to this 

challenge. Two participants (P1, P5) expressed interest in being informed about the measures of 

noise in the data and any pre-processing that has already been conducted, to better focus their 

own pre-processing eforts. However, data preparation is essential step for yielding high-quality 

data (Zhang et al., 2003). 
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Data quality concerns varied, depending on the context and nature of each research project. 

Therefore, it was difcult to identify a specifc issue in this study. We observed two common 

issues during dataset search: data completeness and variations in units of measurement. 

The frst concern, data completeness, is defned in the Data Management community (Black 

and van Nederpelt, 2020) as the extent to which dataset records contain all essential and expected 

data needed. Data completeness is an important aspect as it signifcantly afects the accuracy of 

outcome (P3, P5, P86, P8, P13). Furthermore, missing felds or records were identifed in this 

study as a common problem, making the data harder to use (P9) and infuencing selection (P5). 

Figures 4.3 present an example of incomplete data retrieved from a public biomedical repository. 

Figure 4.3: Example of an incomplete dataset from NNDSS (2016), with missing information 
in several columns, including data on Chlamydia trachomatis infection and Coccidioidomycosis. 

Additionally, one participant (P3) noted a lack of association between publications based on 

data within dataset and the uploaded datasets themselves. Liu et al. (2016) stated that data 

incompleteness can occur when data is repurposed from commercial to scientifc use. In addition, 

several restrictions can afect data completeness, such as availability or publishing restrictions. 

The second common quality issue identifed in this study is the variance in units of measure-

ment within datasets, as noted by several participants (P5, P9, P10). This concern can negatively 

afect the usability of datasets found in a search process, primarily due to the extra time required 

to standardise units across various datasets before beginning any analysis. One participant (P10) 

stated that, in the healthcare domain, there is an absence of standardised measurement units 
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Figure 4.4: Example of access restrictions from an open data portal 

applied to the data collected, which can hinder data integration and comparison. Another par-

ticipant (P5) pointed out that the main challenge is the diversity in data collection methods of 

diferent laboratories or hospitals. Additionally, two participants (P5, P9) mentioned their need 

to determine if any data is missing in advance, in order to update the dataset consistently and to 

understand the methods used to measure the existing data. 

4.2.6 Accessibility

A new crucial challenge infuencing the dataset search process is accessibility. This concept is 

defned as the ease with which data can be accessed and retrieved (Wang and Strong, 1996). Ding 

et al. (2014) confrmed that there is a gap between users’ needs and dataset accessibility. The 

signifcance of of accessibility during dataset search is mentioned as a concern by the majority 

of our participants (11 out of 13). They noted that accessibility can enhance the process of 

searching for datasets online. 

One prevalent issue afecting dataset search is the lack of clear metadata on how to access datasets. 

Often, accessing datasets requires users to comply with various policies and regulations, as well 

as obtain approval from the data owner. Figure 4.4 presents an example of access restrictions to 

datasets available on an open platform. Unfortunately, details about these policies, regulations, 

and the steps for obtaining approval are not always easily accessible (P1). Xiao et al. (2019) 

mentions in their questionnaire that dataset searchers look for detailed documentation related 

to datasets within data portals. They need help understanding the datasets they want to engage 

with. 
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In addition, one participant (P6) noted that the process of accessing a dataset can sometimes be 

more challenging than dealing with the dataset being unavailable or inaccessible. This difculty 

can stem from the design of the portals or repositories themselves. In addition, it can also 

stem from the link between search engines and dataset repositories. Two participants (P2, P12) 

mentioned that the ease or difculty of accessing datasets can vary depending on the portal. 

Our fndings here is compatible with challenges mention in (Xiao et al., 2019). In addition, 

Zuiderwijk et al. (2012) indicated that users face challenges in understanding open government 

data due to a lack of information needed to interpret it. 

Dataset accessibility is closely linked to the ability to download the fles, which is essential for 

researchers to perform their tasks. Many participants reported difculties in downloading datasets 

(P1, P10, P13, P7). Several challenges were mentioned, including broken links (P7, P11) and 

incorrect uploads by data owners (P6). Due to concerns around user privacy and confdentiality, 

facilitating access to datasets for scientifc purposes can be restricted. Consequently, several 

organisations require users to obtain authorised access to their datasets, owing to data privacy 

considerations. As a result, such datasets are often only accessible within controlled or individual 

research environments. Researchers seeking access often need explicit legal approval (P11). 

For example, two interviewees (P9, P10) experienced difculties accessing datasets held by a 

university. Access to these datasets required the submission of an ethics application. The process 

of obtaining this approval can be lengthy and cause delays, posing signifcant challenges, as noted 

by one participant (P13). 

4.2.7 Dataset Assessment

A critical requirement was identifed as a major concern by our participants across their research 

groups. The majority of our participants (12 out of 13) expressed a need to enhance this aspect in 

order to facilitate their dataset search. Three participants (P1, P2, P6) highlighted the obstacles 

related to evaluating the suitability of datasets. In other words, they experienced difculties in 

determining which of the retrieved datasets were most appropriate for their research needs. Other 

participants (P5, P6, P8) also highlighted the absence of formal methods for evaluating datasets. 

Several current judgment techniques and methods for assessing or evaluating retrieved datasets 

are introduced by the majority of participants (9 out of 13). The frst technique is the metadata of

datasets during the assessment phase, as it assists in judging and reusing the datasets. However, 

metadata incompleteness remains an obstacle for dataset seekers. Two participants (P5, P6) 

noted that incomplete metadata hindered their ability to accurately assess datasets, underscoring 

the importance of metadata in dataset search. 
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Another widely used technique involves searching for and reviewing literature. More than 

half of the participants (P1, P8, P4, P5, P7, P13, P11) reported thoroughly examining literature 

to aid in dataset assessment. This technique can be divided into two approaches: searching 

for published papers associated with the dataset to obtain necessary information and reviewing 

similar works or publications to inform their judgment. 

Domain-specifc experience is another strategy for judging datasets. Additionally, consulting 

experts in the feld is a common technique to aid in the assessment process. Two participants 

(P5, P10), who relied on their extensive experience (over 20 years), emphasised this approach. 

Another participant (P7), with less experience, sought guidance from more senior colleagues to 

inform their judgment. 

Finally, several interviewees reported using a technique, manual examination of datasets, to 

evaluate their comprehensiveness (P3, P6), completeness (P9), size (P9), and to compare them 

with other datasets (P2). Additionally, with the popularity of ML techniques across most 

domains, our participants in this study reported using such techniques to evaluate and assess the 

datasets they retrieved. Examples include hierarchical clustering (P12) and data visualisation 

(P1, P7) to evaluate the quality of the data contained within the datasets. 

Several methods for assessing datasets have been proposed in other felds, such as a technique 

designed to evaluate the coverage of a given dataset to identify vulnerabilities (Asudeh et al., 

2019), and a framework for assessing observational climate datasets (Zumwald et al., 2020). 

Although the ways to assess datasets were mentioned by our participants, there is a gap in 

automated frameworks and techniques that needs to be addressed in our domain. 

4.2.8 Expanding the Importance of Provenance for Biomedical Researchers

An important aspect identifed as a requirement by participants in this study is the importance 

of providing provenance information. All participants (P1–P13) reported the need to understand 

the history of the datasets they retrieved in order to determine whether those datasets are relevant 

to their tasks. Additionally, participants emphasised that providing provenance information is 

a critical requirement in dataset search domain. They pointed out that provenance can help 

researchers understand the strengths and weaknesses of datasets. 

Several interviewees (P1, P11, P10, P3, P6, P12) explicitly emphasised the clear need for prove-

nance, while others provided specifc reasons for its importance. Some aimed to use provenance 

to discern the diferences between retrieved datasets and those already owned by researchers 

(P9). Provenance information can be used to gain more knowledge about the techniques, tools, 
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procedures utilised in the lab when collecting the data (P11, P1). For example, one participant 

(P10) sought provenance information specifcally because they relied on the data for patient 

treatment, using it to understand the history of the datasets. These tasks necessitate the use 

of multiple datasets or those of a particular size, thereby requiring the integration of various 

datasets. Providing provenance alongside datasets can facilitate comparison between them, 

enabling researchers to integrate the datasets more efectively for their tasks (P2, P6, P8). 

Although signifcant eforts have been made in provenance development over the past decade, 

the absence of provenance information during dataset search was highlighted by (8 out of 13) 

participants in this study. During this study, we discovered a lack of meeting users’ needs 

for provenance information in this feld. This includes exploring datasets or describing the 

experiments on which the datasets are based. 

Several aspects, as mentioned by participants, can be afected by the lack of provenance: dataset

evaluation, often leading to its exclusion (P3, P8); processing time (P13, P7); and the analytical

and reasoning processes of research (P1). 

The lack of provenance information is consistent with the literature, which mentions that there 

is a gap in the biomedical research domain that needs to be addressed (Buneman and Tan, 2007; 

Collins and Tabak, 2014; Baum et al., 2017; Liu et al., 2020). 

The participants outlined the requirements for provenance, which can vary depending on users’ 

needs. However, all requirements fall within the scope of provenance, such as the methods 

used to generate the data. As part of this study, we asked participants to identify the types of 

provenance information that could help enhance the dataset search domain. Table 4.2 outlines 

the stated requirements for provenance information. 

• The frst provenance requirement is how the data within the dataset were generated and

built. This includes the methods used for data collection or generation within the dataset 

and how the dataset were constructed. 

• Another requirement is access to more information about the techniques used for process-

ing the data within datasets. Several participants noted that this includes the technical 

methods employed, the types of samples used, and the analytical procedures followed. 

Participants (P1, P5, P11, and P13) emphasised the need to acquire more detailed infor-

mation about the technical tools and equipments used during the experiment to process 

and generate the data within the datasets. 

• Moreover, several participants expressed a desire for information about when and where

the data or dataset comes from. “When” and “where” requirements are common needs 
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Requirements for
Provenance Information Participants Example quote

How is the dataset built or 
collected? 

P1, P8, P10, P2, P4, P3, 
P12, P9, P11, P6, P5, 
P7, P13 

“Information on the kind of 
methods used to generate 
that data” 

How is the dataset/data 
processed or what 
methods or technique 
were used? 

P1, P8, P10, P2, P12, 
P11, P6, P5, P13 

..“how the data was processed, 
includes all of the stuf 
in the lab..” 

Where does the data/ 
dataset come from? 

P1, P8, P10,P2, P9, 
P7, P13 

“we need to know where 
the data came from...” 

What is the size of the 
dataset? 

P1, P2, P9, P6, P5, P7 ...“What is the size of the 
dataset...” 

When was the data/dataset 
generated? P8, P3, P12, P6 ...“who entered it when they 

entered it...” 

Who generated the 
dataset? 

P8, P10, P4, P3, 
P11, P5 

...“So then the source does 
become important because if 
it’s a reliable source..” 

Table 4.2: Summary of provenance requirements elicited by our study. 

in other domains, as mentioned in the literature (Johns et al., 2023; Ram and Liu, 2007; 

Miles et al., 2007). “When” indicates the time spent on data collection and processing. 

“Where” indicates information about the locations used for data collection. 

• Another observed requirement is the provision of more information about the main

source of the dataset. For example, several participants expressed a preference for 

knowing the source of the dataset or the identity of the dataset depositors, as this contributes 

to trust the dataset. 

• The fnal requirement identifed by our participants is know more information about the 

size of the dataset. This refers to knowing the actual volume of data within the dataset. 

Some participants noted that certain datasets are not fully uploaded and the reported size 

of the dataset is not always consistent with the publications based on the datasets. 

• As this study focuses on the biomedical research domain, several participants expressed 

interest in and examined various types of data, including sequencing data. Participants 

(P2, P6, P11, P13) emphasised the need to understand how the data were sequenced, 

including the techniques, methods and tools used in the experiments. 

Some of the above requirements for provenance information mentioned here have been previously 

presented in prior studies as requirements in other similar domains, as discussed in a scoping 

review (Johns et al., 2023). However, the authors of this review confrmed that the requirements 
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for provenance information can vary based on users’ needs, but are similar in most use cases. 

Table 4.3 presents a comparison of requirements for provenance information. 

Findings Johns et al. (2023) Our fndings
Where provenance Considered Considered 
How provenance Considered Considered 
Who provenance Considered Considered 
Why provenance Considered Not considered 
When provenance Not considered Considered 
Size of dataset Not considered Considered 

Table 4.3: Comparison of provenance fndings from this study with those reported by Johns 
et al. (2023) 

To fnd the required provenance information, participants usually search for publications to 

discover and read, as publications typically include the provenance associated with the dataset. 

Thus, linking publications to dataset search engines or providing provenance within these engines 

is an important gap that needs to be addressed. 

4.3 Discussion

4.3.1 Comparison to Previous Work

Gregory et al. (2020) investigated how data seekers search for and evaluate datasets, conducting 

their data collection in the latter half of 2017. Given the rapid rapidity of research and technolog-

ical advancements, these fndings may have been afected by subsequent developments. In terms 

of disciplines, this study encompassed participants from 17 diferent domains, even though each 

discipline has its own nature and specifc requirements for assistance tools and other necessities. 

Additionally, it encompassed a diverse group of participants, including citizens, support staf and 

industrial personnel from various countries. This broad socio-technical focus contrasts with our 

research, which narrows its scope to biomedical researchers, particularly those specialising in 

felds such as genomics and cancer sciences. By targeting this specifc sub-community, our study 

aims to identify their distinct needs and enhance dataset search functionality for biomedicine. 

As shown in the comparison in Table 4.4, there are several common fndings with (Gregory et al., 

2020): the use of diverse search strategies, reliance on auxiliary information, various methods of 

accessibility, a lack of metadata quality, and a lack of evaluation techniques. These common fnd-

ings confrm the importance of the dataset search domain across disciplines, specially research 

domains. Additionally, they emphasise that dataset seekers universally require improvements 
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Findings Studies 
Gregory et al. (2020) This study 

Use multiple search strategies Considered Considered 
Combine search strategies sequentially Not considered Considered 
Use auxiliary information Considered Considered 
Missing needed data Not considered Considered 
Utilise various methods to access datasets Not considered Considered 
Missing dataset evaluation techniques Considered Considered 
Need better metadata quality Considered Considered 
Face data quality issues Considered Considered 

Table 4.4: Comparison of fndings from this study and prior research Gregory et al. (2020) 

in current dataset search methods. These improvements can enhance the application of FAIR 

principles in this dataset search. 

However, certain fndings are unique to the biomedical research community, such as the inte-

gration of multiple search approaches for datasets, a lack of detailed provenance and signifcant 

issues with data quality. These specifc insights have been translated into requirements aimed at 

refning the dataset search process for this particular community. A more in-depth exploration 

of these requirements for biomedical researchers will be presented in the following subsection. 

4.3.2 Dataset Search Requirements for Biomedical Researchers

Given the signifcance of searching for public datasets in the biomedical domain, our participants 

employ a variety of search strategies to locate desired datasets or gather additional information 

about existing ones. We found that participants typically begin their dataset search with public 

sources, followed by a literature search to identify related research and determine the datasets 

used or to acquire additional information. Finally, they use social network search as a strategy 

to fnd datasets. These search strategies, extensively discussed in the ‘Methods and Places Used 

to Search for Datasets’ section, are generally employed sequentially. 

Several eforts have integrated public source search with literature search to fnd datasets, such as 

the GWAS Dataset Finder (Dong et al., 2017) and the concept of dataset discovery in application 

contexts (Singhal and Srivastava, 2017). Additionally, other eforts have sought to combine 

web search with information from emails, such as the Flink system (Mika, 2005). Combining 

these search strategies into a single system could signifcantly enhance dataset searching for 

biomedical researchers. In terms of social network search, further developments could beneft 

from personalised social search based on social relations, as demonstrated by (Carmel et al., 

2009). However, this technique has only been proven efective in corporate settings, where 
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social relations are managed by a central entity and are highly curated. In the research context, 

constructing an accurate social network presents a signifcant challenge in itself. 

A signifcant challenge impacting dataset search for this community is the improvement of 

metadata quality in public sources to meet biomedical researchers’ needs. Addressing this 

challenge can assist researchers in dataset assessment and decision-making. Consequently, they 

aspire to fnd information relevant to their needs, such as provenance information, in related 

publications. Such information plays an essential role in ensuring the reproducibility of research 

results and their trustworthiness (Gierend et al., 2024; Valdez et al., 2017). 

There are several provenance models, as detailed in section 2.3.1, both generic and domain-

specifc, that can be used to capture, collect, identify, generate or extract data provenance. 

These include the W3C PROV (Missier et al., 2013a) and the W7 Model (Ram et al., 2009). For 

instance, McCusker and McGuinness (2010a) developed a technique for converting experimental 

data into a provenance representation. However, it specifcally targets microarray experiments, 

utilising the Open Provenance Model and Proof Markup Language. Another approach aims 

to standardise provenance information for biological specimens and data (Wittner et al., 2020), 

although Wittner et al. (2024a) indicate that this standard is still is still ongoing. Another project, 

ProvCaRe (Valdez et al., 2017), extracts simple provenance records from sleep medicine papers 

using a standard NLP pipeline. This project, which is the most similar in style and domain, is 

now inoperable and specifcally modelled for the sleep medicine domain. 

However, there is still no established link between provenance models and the information or 

metadata provided by public sources. Establishing such a connection could save time by reducing 

the need to search for and read publications or conduct experiments to regenerate datasets. 

4.4 Summary

This study has identifed the current dataset search techniques used by biomedical researchers 

and the obstacles they encounter. Additionally, the requirements essential for enhancing dataset 

search in biomedical research were investigated. Table 5.4 provides a comprehensive summary 

of the requirements elucidated in this study. We contribute to this feld by addressing one of these 

requirements: the advancement of metadata through the integration of provenance information 

in biomedical dataset search. 
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Chapter 5

Measuring the Efectiveness of

Provenance Information for Dataset

Search

In this chapter, we present the results of a user study aimed at assessing the efectiveness of 

provenance information in biomedical dataset search. This assessment was conducted through a 

questionnaire, presenting diferent types of metadata across various scenarios. Both quantitative 

and qualitative data were collected. Section 5.1 provides the demographic details of the 56 

participants. Section 5.2 outlines the assessment results of using the provenance in dataset 

search tasks and identifes the provenance information elements needed when searching for 

datasets. Finally, Section 5.2.3 presents the results of the statistical signifcance tests. 

5.1 Demographics

As outlined in Section 3.2, participants were selected based on their need to search for and reuse 

datasets, as well as their completion of the survey. The purpose of the study, as described in 

the same section, was to explore how provenance information can ehnace biomedical dataset 

search and to identify which provenance elements are considered most relevant by researchers. 

Table 5.1 summarises the participants’ demographic and professional backgrounds, highlighting 

diversity in roles and expertise and refecting a broad range of experiences within the biomedical 

research domain. 
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Domains/Roles PhD Postdoc Research Fellow Lecturer Professor Other Total
Genomics/Biology 7 2 3 3 6 2 23
Cancer Sciences 3 2 0 0 1 0 6
Biochemistry 2 0 0 2 1 0 5
Neuroscience 1 0 0 0 0 1 2
Immunology 2 1 1 0 0 0 4
Biotechnology 0 2 0 0 1 0 3
Biomedical Engineering 2 0 0 0 0 0 2
Bioinformatics 2 0 0 0 3 1 6
Other 2 0 1 0 0 2 5
Total 21 7 5 5 12 6 56

Table 5.1: Demographic information of participants in Study 2 

The highest percentage of participants are PhD students, representing 37.5%, followed by profes-

sors or assistant professors at 21.4%. Postdoctoral researchers represent 12.5% of the participants, 

while lecturers and research fellows are both 8.9%. Also, 10% of participants held other roles, 

including bioinformaticians and MSc students. For instance, one participant from this latter 

group mentioned that they conducted a research project in clinical neuroscience. 

The participants were asked to identify their areas of research. While the specifc research 

domains vary, but all of them fell within the biomedical research feld. We identifed eight main 

research domains in the questionnaire: Biology, Genomics, Cancer Sciences, Biochemistry, 

Biotechnology, Bioinformatics and Neuroscience, with most of our participants being researchers 

in Biology and Genomics, representing 41.1%. This was followed by Cancer Sciences and 

Bioinformatics, each one accounting for 10.7%. After that, Biochemistry comprised 8.9%, 

succeeded by immunology at 7.1%. The domains with the smallest percentage among our 

participants were Neuroscience, Biotechnology and Biomedical Engineering, which ranged 

between 5% and 3%. 

The respondents were asked to describe their roles when searching for datasets. All partici-

pants indicated that they use datasets to conduct biomedical research. Twenty-six participants 

perform data analysis to investigate medical diagnostics, genetic variants, and more. In addi-

tion to conducting research, 11 participants also teach biomedicine students. One participant 

mentioned teaching biochemistry and biology to clinical laboratory students. Other participants, 

representing 42%, explicitly emphasised their use of various types of Omics data, such as DNA, 

RNA, Transcriptomic data and Proteomic data, as well as other types of biological data such as 

T cells. Based on these results, we consider all participants belong to the target population of 

this research and we did not exclude any of them. 
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5.2 Results

This section presents the analysis of the responses to the questionnaire. As mentioned earlier 

in Section 3.3.2, the questionnaire primarily focuses on presenting diferent types of metadata 

across various scenarios. Following each types, the participants were asked to assess the content, 

and identify the provenance information elements needed when searching for datasets. 

5.2.1 Comparison of usefulness of presentation options

As presented earlier in Section 3.3.3, we designed two tasks involving online biomedical dataset 

searches. For these tasks, participants were provided with four dataset options to select from. 

The order of the options was altered to investigate whether changing the order would result in 

any diferences. In the frst task, the order of options was as follows: Option A, Option B, Option 

C, and Option D. In the second task, the order of options was as follows: Option C, Option D, 

Option A, and Option B. The following sections provide explanations of all options. 

5.2.1.1 Option A : Dataset metadata

The metadata information in this option includes eight elements, such as Dataset Name, Dataset 

Repository and Repository ID. Tables 5.2 presents the details of this metadata type. This 

metadata type was presented as the frst option to participants in the frst task, while it was the 

third option in the second task. 

For the frst task, only 20 participants (35%) chose to download the dataset based on this type of 

metadata. The participants who only agreed to download this dataset rated the usefulness of each 

metadata element in making their decision to download the dataset using a Likert-style scale 

ranging from 4 (Very useful) to 0 (Not useful at all). The mean ratings of the access hyperlink, 

source organization, data or study type, and dataset name ranged from 3 with a standard deviation 

of 1.07 to 3.40 with a Standard Deviation (SD) of 0.821, while the other elements had lower 

mean ratings between 2.20 (1.399 SD) and 2.40 (1.392 SD). 

In the second task, 31 participants (55%) agreed to download the dataset. This dataset metadata 

contains only seven elements, missing the year. Regarding the usefulness judgment of the 

metadata, the mean ratings of all elements ranged from 3 (1.263 SD) to 2.32 (1.514 SD). Table 

5.2 shows a summary of distribution of scores for the metadata elements for both options. All 

analysis results are presented in Appendix B. 
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Following this, 65% of participants in the frst task and 45% in the second task declined to 

download the dataset and were unable to make a decision based on the provided metadata. Table 

5.3 presents various reasons given by participants, most relate to the lack of detailed information, 

notably ambiguity regarding the data types within the dataset (P33, P7, P10, P19, P35). For 

example, P19 stated: “The type of data is ambiguous — is it expression data, whole genome 

data?” . 

Another issue raised was the lack of information regarding data size, including sample size. 

Several participants mentioned the absence of the number of samples in the experiments (P7, 

P13, P35, P51). Whilst some also stated the importance of knowing the disease types included 

in the datasets (P10, P13, P51). Additionally, the lack of treatment information, which is 

essential for decision-making, was highlighted (P13, P46). Further reasons include the absence 

of accessibility and availability information, and the lack of link to ethics information. 

All of the above-mentioned missing information can be considered a lack of provenance infor-

mation, as they relate to the data history. This fnding aligns with (Dixit et al., 2018), which 

states that the provided information can be incomplete and of low quality, making it difcult to 

make decisions. 

5.2.1.2 Option B : Dataset metadata in abstract

A publication alongside a dataset is commonly presented in biomedicine, providing details about 

an experiment, including the history of the dataset. Literature repositories, such as PubMed, 

typically provide a title and an abstract (summary). We selected this option because several 

researchers use this method to search for datasets, as we discovered in our (previous study 4) and 

confrmed by (Dong et al., 2017). This type of metadata was presented in our case study as the 

second option in the frst task and the fourth option in the second task. 

Regarding the frst task, 28 participants (50%) chose to download the dataset based on the 

provided abstract. The mean ratings measured by the 28 participants for the title and the abstract 

were close to each other, at 2.89 (1.227 SD) and 2.96 (1.290 SD), respectively. For the second 

task, the percentage decreased to 42% (24 participants), and the mean ratings in the Likert-style 

scale of the title and the abstract were 2.43 (1.343 SD) and 3.17 (1.049 SD). Table 5.4 presents 

the distribution of scores for the title and abstract elements. 

Table 5.5 provides several reasons given by our participants for their decision to not download 

the dataset. As with option A, participants stressed essential information is missing, such 

as the number of participants or samples used (P2, P7, P18, P45, P54, P51). Another key 
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Measured Item Score Frequency in
Task 1 (n=20)

% Frequency in
Task 2 (n=31)

%

Dataset Name 0 1 5% 6 19.35% 
1 0 0% 3 9.68% 
2 6 30% 7 22.58% 
3 3 15% 5 16.13% 
4 10 50% 10 43.30% 

Dataset Repository 0 3 15% 4 15.90% 
1 3 15% 0 0% 
2 6 30% 5 16.13% 
3 3 15% 10 32.26% 
4 5 25% 12 38.71% 

Repository ID 0 3 15% 3 9.68% 
1 2 10% 1 3.23% 
2 6 30% 2 6.45% 
3 3 15% 10 32.26% 
4 6 30% 15 48.39% 

Data Types 0 0 0% 4 12.90% 
1 2 10% 0 0% 
2 5 25% 3 9.68% 
3 4 20% 9 29.03% 
4 9 45% 15 48.39% 

Source Organization 0 0 0% 7 22.58% 
1 0 0% 0 0% 
2 7 35% 5 16.13% 
3 4 20% 8 25.81% 
4 9 45% 11 35.48% 

Access Conditions 0 3 15% 5 16.13% 
1 1 5% 0 0% 
2 7 35% 4 12.90% 
3 3 15% 4 12.90% 
4 6 30% 18 58.06% 

Access Hyperlink 0 0 0% 6 19.35% 
1 0 0% 0 0% 
2 4 20% 3 9.68% 
3 4 20% 5 16.13% 
4 12 60% 17 54.84% 

Year 0 Not Provided Not Provided 5 16.13% 
1 1 3.23% 
2 10 32.26% 
3 8 25.81% 
4 7 22.58% 

Table 5.2: Helpfulness scores per presentation item for Option A, metadata only 

detail missing from the abstract was the description of the methods used in the study (P7, P10, 

P45). In addition, several participants expressed the need for more specialised information 

about the data, with gene information being one of the most commonly requested details (P10, 

P54, P36). Several participants (P7, P54) referred to the lack of ethical information in the 

abstract. Some participants also missed accessibility details, including criteria to grant access 

and method for access (P18, P4, P33). A professor (P18) stated: “Information about this dataset 

is missing, such as the accession number, type of study, type of data, contact information, and 
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Reason ID Quotes
Lack of detailed informa-
tion about the data type

P51 

P10 

P13 

“Doesn’t have enough description about the dataset, e.g. 
patient cohort, disease types, etc.” 
“It doesn’t show the type of dataset, disease, and tissue 
etc information.” 
“Not enough description about the dataset, e.g. patient 
cohort/multi-centre, disease types, stages, treatments, 
study date etc.” 

Lack of treatment infor-
mation

P46 

P34 

“I need more specifc treatments details.” 

“Get more specifc treatments details if they have.” 
Lack of accessibility infor-
mation

P11 

P33 

P7 

“Not enough information about time to download and 
access conditions, ethics etc.” 
“Doesn’t say if there is phenotype data available or which 
fles are available to download.” 
“What fle types are available.” 

Data size P44 “I need more details about data size.” 
Ethics P7 “More information about ethics.” 

Table 5.3: Quotes of participants that chose not to download the dataset under Option A, 
metadata only. 

cited publications”. Some participants (P7, P54) referred to the lack of ethical information in 

the abstract. A postgraduate researcher (P45) pointed out the absence of key information in the 

abstract of the second task, including the year or source. 

Measured Item Score Frequency in
Task 1 (n=28)

% Frequency in
Task 2 (n=24)

%

Title 0 
1 
2 
3 
4 

2 
1 
7 
6 
12 

7.1% 
3.57% 
25% 
21.43% 
42.86% 

3 
2 
6 
6 
6 

13.04% 
8.70% 
26.09% 
26.09% 
26.09% 

Abstract 0 
1 
2 
3 
4 

3 
0 
5 
7 
13 

10.71% 
0% 
17.86% 
25% 
46.43% 

1 
1 
2 
9 
11 

4.17% 
4.17% 
8.33% 
37.50% 
45.83% 

Table 5.4: Helpfulness scores for Option B, abstract only 

5.2.1.3 Option C : Visual abstract of provenance metadata

This option (visual abstract of provenance metadata) was designed to meet researchers’ needs and 

assess the efectiveness of provenance information in biomedical dataset searches. As mentioned 

earlier in Section 3.3.1, this graph, shown in Section 3.6, was designed to present provenance 

information, from obtaining ethical approval to storing the outcomes. Provenance information 

was extracted in the form of PROV-DM components and presented in a visual abstract. This 
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Reason ID Quotes
Lack of detailed informa-
tion about the experiment

P10 

P45 

P51 

P2 

”The abstract didn’t mention any scientifc background 
like what sample, patient, type of data, genes informa-
tion.” 
”Epidemiologic information, number in each age group, 
sex, onset of disease, etc.” 
”The abstract didn’t mention what sample size, patient, 
type of dataset, etc.” 
”To expand the subject of the study, i.e., samples used.” 

Lack of accessibility infor-
mation

P4 

P33 

P7 

” is this publicly available, how strict are the access crite-
ria, is it a simple email to get the data or will I need to go 
through contracts and RIS. For long term projects closed 
access data is ok, but for short-term I’d avoid any closed 
access data as it can take months upon months” 
”This doesn’t have any information regarding the data, 
where it is available, just seems like a review paper.” 
”What fle types are available.” 

Lack of ethics information P54 
P7 

”Nothing about ethics.” 
”I need more information about ethics.” 

Table 5.5: Quotes of participants that chose not to download the dataset under Option B, 
abstract only. 

type was shown as the third option to participants in the frst task, while it was the frst option in 

the second task. 

In the frst task, 46 participants, representing 82.14% of the total, agreed to download the dataset, 

indicating positive signifcant diference compared to the previous types of dataset metadata. 

Next, we measured the scores provided by all the participants who selected this approach, for 

evaluating the usefulness of the provided provenance information, the relationships between 

the steps, and other general information, such as authors and year. The mean ratings results 

were similar to the above metadata types, but in fact, they varied depending on the number of 

participants who chose each type. The mean ratings for both elements were 3.17 and 3.48 (1.338 

SD and 0.888 SD), while for the other elements were less than 2.90 (1.269 SD). 

Regarding the second task, 45 (80.36%) participants chose to download this dataset. For the 

usefulness judgment, the mean ratings of all elements ranged from 2.67 (1.552 SD) to 3.22 

(1.106 SD). Table 5.6 presents the scores for the above information. Initially, we noticed that 

this option surpassed the two options mentioned above. As with the previous options, we asked 

participants who did not download the datasets based on this option for suggestions to improve 

it prior to the extractor’s implementation. 

A small number of participants, around 10% in both tasks, selected not to download the dataset 

based on this information provided, and 8% were unsure. The primary reason was the desire 

to explore more dataset options. A participant (P11) mentioned: “you can’t know whether 

you have a good data set until you’ve reviewed all those available and seen which ones use”. 
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Another reason was associated with accessibility information as mentioned by (P4, P33). Table 

5.7 provides a summary of the reasons given by our participants. 

Measured Item Score Frequency in
Task 1 (n=46)

% Frequency in
Task 2 (n=45)

%

Title + Authors + Year 0 4 8.7% 7 15.56% 
1 5 10.87% 5 11.11% 
2 9 19.57% 6 13.33% 
3 7 15.22% 5 11.11% 
4 21 45.65% 22 48.89% 

Provenance Information
Details

0 1 2.17% 3 6.67% 

1 0 0% 0 0% 
2 6 13.04% 5 11.11% 
3 8 17.39% 13 28.89% 
4 31 67.37% 24 53.33% 

Relationships Between the
Steps

0 5 10.87% 3 6.67% 

1 1 2.17% 3 6.67% 
2 4 8.70% 5 11.11% 
3 7 15.22% 11 24.44% 
4 29 63.04% 23 51.11% 

Explanatory Icons 0 4 8.70% 4 8.89% 
1 2 4.35% 3 6.67% 
2 9 19.57% 8 17.78% 
3 11 23.91% 8 17.78% 
4 20 43.48% 22 48.89% 

Table 5.6: Helpfulness scores for Option C, provenance information. 

Reason ID Quotes
Need to see more dataset
options

P11 

P37 
P41 

”You need an idea of all options.” 

”To get more options.” 
”You can’t know whether you have a good data set until 
you’ve reviewed all those available and seen which ones 
others use.” 

Lack of accessibility infor-
mation

P4 

P33 

”Closed or open access.” 

”No indication of which data is available to download.” 

Table 5.7: Quotes of participants that chose not to download the dataset under Option C, 
provenance information. 

5.2.1.4 Option D : Dataset provenance metadata combined with abstract

This option was designed to present both the abstract of a published paper (option B) and 

provenance information (option C). The graph in this option included the provenance information 

and incorporated the abstract of the paper published based on the datasets. It aimed to explore 

whether this combination would enhance the dataset search compared to the previous option. 
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A copy of the survey is provided in Appendix B, where this option was presented as the fourth 

option to participants in the frst task and the second option in the second task. 

When combining options B and C, 87% of our participants, followed by 78% of our participants 

chose to download the dataset in both tasks. In evaluating the usefulness of the provided 

information, the mean ratings for all elements in the frst task were above 3 (all SD were less 

than 1.296 SD), except for the abstract, which rated at 2.89 (1.323 SD). 

In the second task, the mean ratings for all elements were around 3 (1.149 SD), except for the 

abstract, which rated at 2.67 (1.426 SD). Table 5.8 presents the scores for the above information. 

However, the only reason mentioned for not downloading this dataset was the lack of information 

about ethics (P7, P54), as shown in Table 5.9. 

Measured Item Score Frequency in
Task 1 (n=49)

% Frequency in
Task 2 (n=44)

%

Title + Authors + Year 0 4 8.51% 6 13.95% 
1 3 6.38% 2 4.65% 
2 10 21.28% 10 23.26% 
3 7 14.89% 7 16.28% 
4 23 48.94% 18 41.86% 

Provenance Information Details 0 1 2.08% 2 4.55% 
1 0 0.0% 1 2.27% 
2 6 12.50% 5 11.36% 
3 10 20.83% 12 27.27% 
4 31 64.58% 24 54.55% 

Relationships Between the Steps 0 2 4.08% 2 4.44% 
1 3 6.12% 3 6.82% 
2 3 6.12% 9 20.45% 
3 13 26.53% 12 27.27% 
4 28 57.14% 18 40.91% 

Explanatory Icons 0 5 10.42% 5 11.36% 
1 2 4.17% 1 2.27% 
2 3 6.25% 5 11.36% 
3 15 31.25% 14 31.82% 
4 23 47.92% 19 43.18% 

Table 5.8: Helpfulness scores for Option D, provenance and abstract. 

Reason ID Quotes
Lack of accessibility infor-
mation

P54 

P7 

”Again, nothing about ethics.” 

”I want to see more information about ethics.” 

Table 5.9: Quotes of participants that chose not to download the dataset under Option D, 
provenance and abstract. 



98 Chapter 5. Measuring the Efectiveness of Provenance Information for Dataset Search 

5.2.2 Information gained from provenance

As explained in Section 3.3.3, a multiple-choice question was included under options C and D 

to identify the specifc pieces of relevant information gained by participants when examining 

provenance. We can then estimate whether the presented data provenance is sufcient to help 

researchers select datasets or if it requires improvement. Based on this, we can identify the 

necessary provenance elements for the extractor’s implementation. Under this question, six 

options were designed based on several existing works from the literature (Johns et al., 2023), 

as well as semi-structured interviews conducted with biomedical researchers in Section 4.2.8 

as part of this PhD study to determine the requirements for dataset search: a) obtaining ethical 

approval; b) how the data was collected; c) how the data was processed; d) understanding the 

steps followed; e) understanding the outcome of the experiment; f) Other, allowing a participant 

to provide input. 

On average, 67.03% of the participants, who intended to download the datasets after viewing 

an option including provenance, were able to obtain information about the ethical approval of 

the data included in the datasets, while 32.97% could not fnd enough information about this 

part. This result is the lowest percentage among all elements of the provenance information. 

This could be because published papers often lack comprehensive information about ethics we 

observed, most papers only provide the ethical approval number. 

Over 84% of the participants could understand how the data was collected and processed from 

the proposed provenance information. To understand the outcome of the experiment that the 

dataset is based on, more than 88% of the participants declared to have understood this element 

from the provided provenance information. Finally, regarding the entire procedures followed in 

the experiment, only 2.17% of participants could not obtain it from the provenance information. 

Overall, the results indicate participants were generally satisfed with the presented provenance 

information. 

For the second task, the followed procedure had the highest percentage (100%). The lowest 

percentage of obtaining information about ethical approval was (66.67%). In this task, we 

observed that it outperformed the frst task. Table 5.10 presents a summary of the frequency and 

percentage of all elements in both tasks. 

5.2.3 Statistical Signifcance Tests

In this section, we present the data analysis derived from the questionnaire. This section includes 

four types of statistical tests, each examining and analysing the relationships between diferent 
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Information Gained Response Frequency in
Task 1

% Frequency in
Task 2

%

A) Obtaining ethical approval Yes 
No 

31 
15 

67.39%
32.61% 

30 
15 

66.67%
33.33% 

B) How the data was collected Yes 
No 

39 
7 

84.78%
15.22% 

38 
7 

84.44%
15.56% 

C) How the data was processed Yes 
No 

39 
7 

84.78% 
15.22% 

41 
4 

91.11% 
8.89% 

D) Understanding the steps fol-
lowed

Yes 

No 

45 

1 

97.83%

2.17% 

45 

0 

100%

0% 
E) Understanding the outcome of
the experiment

Yes 

No 

41 

5 

89.13%

10.87 

40 

5 

88.89%

11.11% 

Table 5.10: Summary of provenance information gained 

aspects of the collected data. The analysis employed Chi-square tests, Fisher’s Exact tests, t-tests, 

ANOVA tests, and Cronbach’s alpha test. 

5.2.3.1 The diferences between showing existing metadata and showing provenance in-

formation

One of the most important aspects of this study is to determine the efectiveness of using 

provenance information in dataset search. To compare the diferences in the means between the 

existing dataset metadata types and the proposed ones, paired or dependent samples t-test was 

used (Okoye and Hosseini, 2024). 

Firstly, we compared the dataset metadata (option A in Section 5.2.1.1) with the provenance 

information (option C in Section 5.2.1.3). The test results showed a negative t-value (-0.425) 

and a negative mean diference between the two options (-0.482), indicating that the mean of 

option A is lower than that of option C. This t-test result demonstrates a statistically signifcant 

diference between the means of these two approaches at a 95% confdence level (p = 0.001, 

<0.05). Therefore, the negative value confrms a statistically signifcant diference between 

these options, with the metadata (option A) being signifcantly less efective than the dataset 

description using provenance information (option C). 

Secondly, we compared the option of the abstract (option B in Section 5.2.1.2) to the dataset 

description combining provenance information and the abstract (option D in Section 5.2.1.4). 

The result shows a negative t-value (-4.078) and a negative mean diference between the two 

options (-0.446), indicating that the mean of (option B) is lower than that of (option D). The 

p-value confrms that there is a statistically signifcant diference with a 95% confdence level (p 

= 0.001, <0.05). 
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To ensure the accuracy of our analysis, we conducted another test. A Univariate ANOVA, a 

statistical test used to compare the means of at least three diferent groups (Kim, 2014), was 

applied to determine if there are statistically signifcant diferences between the groups. 

In our study, we compared the means of all options provided to identify any signifcant diferences 

between them. All the four options were included in this test. The results indicated that there 

are statistically signifcant diferences among the options, meaning that at least one of the four 

options is signifcantly diferent from the other three options. 

The test results indicate that the means are signifcantly diferent from each other, in which the 

p-value is <0.001 and the F-statistic = 13.234. The F-statistic indicates that the variation between 

the options is 13 times larger than within the other options, and the p-value is (p <.001), which 

provides strong evidence to confrm this. 

5.2.3.2 Association between roles and dataset metadata

One of our interests is to determine whether there is a relationship between the participants roles 

and their selection of dataset metadata. The aim is to discover if selecting a dataset based on 

provenance information requires a certain level of experience. For instance, are postgraduate 

researchers able to read and understand the provenance information, or does it require a higher 

level of experience? 

We identifed a common test for this analysis: the Chi-Square test, which are typically used to 

fnd relationships between two categorical variables, in this case, roles and responses in each 

approach (Franke et al., 2012). The equation of this test: was performed as 

n1 (Ok − Ek)
2 

χ̃2 = ∑d k=1 Ek 

where O is the observed values, and E is expected values. We should note that the p-value 

indicates the probability that the observed result occurred by chance alone. For example, a 

p-value of 0.05 indicates a 5% probability that the result occurred by chance. When P < 0.05, 

it means there is a 95% likelihood that the result did not occur by chance. Therefore, there will 

be a signifcant relationship statistically (Field, 2024). 

In our study, these tests were applied to determine whether there is a relationship between 

participants’ roles and the types of dataset metadata selected. All responses in both tasks were 

classifed according to the participants’ roles. For these results to be considered statistically 

signifcant, the p-value must be less than 0.05. As shown in Table 5.11, all p-values for the 
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relationship between roles and dataset metadata approaches were greater than 0.05, indicating no 

association between these variables. This suggests that selecting a dataset based on provenance 

information can be efectively done by biomedical researchers in diferent roles. In addition, it 

indicates that provenance information can be understood by biomedical researchers with varying 

levels of experience. 

Metadata Approaches Task
(T)

Test p-value

Dataset description in metadata T1 
T2 

Chi-square 
Chi-square 

0.631 
0.571 

Dataset description in abstract T1 
T2 

Chi-square 
Chi-square 

0.473 
0.415 

Dataset description in provenance infor-
mation

T1 

T2 

Chi-square 

Chi-square 

0.213 

0.320 
Dataset description in provenance infor-
mation with abstract

T1 

T2 

Chi-square 

Chi-square 

0.360 

0.370 

Table 5.11: Pearson Chi-square test results for the association between roles and diferent 
dataset description approaches across tasks. 

However, we found that some cells are less than fve values, indicating a potential issue with the 

Chi-Square test. The Chi-Square test is suitable for large sample sizes; therefore, to obtain more 

reliable results, we conducted Fisher’s Exact Test, which is more appropriate for small sample 

sizes (Bower, 2003). All p-values from Fisher’s Exact Test confrm that there is no association 

between the roles of the participants and their selection, as shown in 5.12. 

Metadata Approaches Task
(T)

Test p-value

Dataset description in metadata T1 
T2 

Fisher’s Exact 
Fisher’s Exact 

0.753 
0.716 

Dataset description in abstract T1 
T2 

Fisher’s Exact 
Fisher’s Exact 

0.533 
0.887 

Dataset description in provenance infor-
mation

T1 

T2 

Fisher’s Exact 

Fisher’s Exact 

0.440 

0.372 
Dataset description in provenance infor-
mation with abstract

T1 

T2 

Fisher’s Exact 

Fisher’s Exact 

0.168 

0.619 

Table 5.12: Fisher’s Exact test results for the association between roles and diferent dataset 
description approaches across tasks 

5.2.3.3 Association between metadata options and responses

Another analysis was conducted to determine if there is an association between the metadata 

options and the participants’ responses, or if the responses were random. We observed in our 
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qualitative analysis that the selection of options C and D excelled for options A and B; thus, we 

had to test this statistically. We conducted this analysis to confrm that the selection of metadata 

options was not random and corresponded to our qualitative analysis. 

First, we applied the Chi-Square Test, as explained in the previous section. The p-values for 

both tasks were p <0.001, indicating that there is a statistically signifcant association between 

these two variables. With this test, we obtained a notice that there were “4 cells (33.3%), which 

have an expected count less than 5. The minimum expected count is 4.00”. This suggests that 

the Chi-Square test may less reliable. In addition, this test is generally more reliable with larger 

sample sizes. Therefore, to obtain more accurate results and ensure the quality of our analysis, 

we searched for other possible techniques. 

To further verify the results, we also conducted the Fisher’s Exact Test. The p-values from both 

tasks were also p <0.001, confrming the statistically signifcant association. Table 5.13 presents 

the result of both tests. Screenshots of the SPSS analyses and tests are presented in Appendix B. 

Tests Task (T) Value Signifcance
(2-sided)

Exact Sig-
nifcance
(1-sided)

Pearson’s chi-squared test T1 
T2 

48.322 
24.606 

<.001 
<.001 

<.001 
<.001 

Fisher’s exact test T1 
T2 

49.230 
24.196 

<.001 
<.001 

Table 5.13: Statistical test results for the approaches across two tasks 

5.2.3.4 Reliability tests

We conducted a reliability analysis to assess whether the variables in each type of metadata 

were measured adequately by the scale. We asked the participants to rate the usefulness of each 

element in helping them decide whether to download the dataset. Figure 3.7 presents a sample 

of the Likert-style scale used. The scale is defned in fg 5.1: 

Figure 5.1: Likert-style scale for the usefulness assessment. 

For this study, we analysed the questions that used a fve-point Likert scale, consisting of a total 

of 35 items across diferent questions, by applying Cronbach’s alpha. It aims to measure the 
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consistency of a scale or test (Tavakol and Dennick, 2011), which is expressed as a value between 

0 and 1. A value of 0.7 in this test is considered sufcient to indicate high internal consistency. 

In both tasks, all values ranged between 0.760 and 0.892 across all items, indicating acceptable 

to good internal consistency, as shown in Table 5.14. 

Metadata Approaches Task
(T)

No. of Items Cronbach’s Alpha

Dataset description in metadata T1 
T2 

7 
8 

0.773 
0.892 

Dataset description in abstract T1 
T2 

2 
2 

0.838 
0.760 

Dataset description in provenance infor-
mation

T1 

T2 

4 

4 

0.778 

0.817 
Dataset description in provenance infor-
mation with abstract

T1 

T2 

4 

4 

0.840 

0.818 

Table 5.14: Cronbach’s alpha analysis 

5.3 Discussion

Our results demonstrate that using provenance metadata in dataset search signifcantly enhances 

users’ ability to assess biomedical datasets. Additionally, provenance metadata outperformed 

the currently used types of metadata in Datamed and PubMed, as it provides more detailed 

information about datasets, which enables users to better assess them. In both tasks, over 82% 

of participants preferred provenance information, with this percentage increasing to 87% when 

provenance was combined with the abstract. In addition to this, the statistical signifcance 

tests demonstrate a signifcant diference between the existing approaches and the proposed 

ones, which include provenance information. This explains the signifcance of the provenance 

information when searching for dataset search, particularly biomedical datasets. By comparison, 

none of the other options exceeded 55% in either task. A key reason for not selecting one 

of these two options (A and B) is the lack of detailed information. These fndings align with 

prior research (Dixit et al., 2018), which highlights the challenges associated with incomplete or 

low-quality metadata when assessing datasets online. 

By measuring the improvements achieved through the use of provenance metadata in biomedical 

dataset search (ranging from 67% to 100%) across several key aspects, including ethical approval 

information, data collection procedures and study outcomes, this study provides a detailed 

empirical assessment of its impact. Furthermore, the statistical tests, such as the Chi-Square test 

and the Fisher’s Exact test and sample t-tests, revealed statistically signifcant diferences between 
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existing metadata approaches in two biomedical portals and provenance metadata approaches, 

suggesting that the proposed provenance information extracted from publications associated with 

dataset can enhance biomedical dataset search. 

The suitability of understanding provenance information across diferent levels of expertise was 

an important aspect explored in this study. The aim was to meet the FAIR principles by integrating 

provenance information into biomedical dataset search. Additionally, there was a concern that 

understanding provenance information might require a high level of expertise; therefore, we 

investigated this by conducting a statistical test. The Chi-Square test indicates that there is 

no relationship between the participants’ roles and their selection of the provenance metadata 

options (option C and option D), suggesting that the proposed provenance information can be 

understood by biomedical researchers of all levels. 

Our results suggest that providing provenance information in a visual representation during 

dataset search reduces uncertainty in dataset assessment, and enhances online dataset search for 

biomedical research domains. Here, provenance information can assist biomedical researchers 

in gaining a deeper understanding of the history of the data within datasets, aiding in assessment 

and decision-making during dataset search. This improvement in dataset search could contribute 

to reducing researchers’ time, enhancing the process of understanding and evaluating datasets, 

and mitigating resource usage by avoiding the need to conduct research from scratch. These 

fndings align with Sahoo et al. (2023)’s fndings on the use of the FAIR principles in dataset 

search, demonstrating how provenance information can enhance dataset evaluation and usability 

through the application of these principles. 

However, certain challenges remain. A drawback of the activity-centered provenance graph 

is that it cannot be automatically generated. Consequently, we created a graph in this study, 

as we could not set up an experiment where subjects could independently search a repository 

containing both relevant and irrelevant datasets. Moreover, it is challenging to convince paper 

authors to complete structured metadata, and it may be difcult to encourage them to prepare a 

provenance graph (unless forced by venues/publishers). 

5.4 Summary

The aim of this study is to assess the efect of providing provenance metadata when searching 

for biomedical datasets. Our fndings demonstrate the considerable efectiveness of presenting 

provenance metadata in a visual diagram, with over 45 participants selecting datasets based on 

the provenance information. Provenance information enabled most of our participants to gain 
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information about data collection, data processing, the steps followed and the fnal outcome. 

The piece of information that was least available was ethical approval related to the data within 

the dataset, as reported by our participants. This study contributes to the information retrieval 

domain by providing empirical evidence of the efectiveness of providing provenance metadata 

in dataset search. The integration of provenance information into dataset search can potentially 

improve the dataset search domain across all scientifc disciplines. Future user studies could 

compare the efectiveness of diferent provenance visualisations vis-a-vis the complexity of their 

generation or if an interactive interface provides additional benefts over fat representations. 
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Chapter 6

Provenance Information Extractor

In this chapter, we present the extractor, a tool developed to extract provenance information from 

biomedical articles. This tool was built using GPT-4o (Hurst et al., 2024), a generative pre-

trained transformer, via its API. The extractor was specifcally designed to address RQ4. Section 

6.1 describes the extractor’s implementation, architecture, and components. Section 6.2 presents 

an experiment aimed at developing and assessing prompt patterns for provenance information 

extraction. In Section 6.3, we explain and discuss a scalability experiment conducted for the 

extractor. 

6.1 Implementation of Extractor

In this section, we present the implementation of our extractor. The extractor builds upon an 

existing LLM, which is invoked using its API. It uses various tools and data formatting techniques 

to process data, starting with its retrieval from storage and ending with the preservation of 

provenance information back into the storage system. Figure 6.1 presents a high-level overview 

of our extractor architecture. It consists of three main levels and several key components, which 

are subsequently explained. 

The provenance extractor was implemented in Python, because of its comprehensive standard 

libraries. Figure 6.2 illustrates the workfow of the extractor, describing all the steps involved in 

its implementation. Several libraries were utilised in this tool, including: 

• requests1: The frst used library requests, which is utilised to make HTTP requests. This 

library is appropriate for fetching and sending requests to APIs. 
1https://www.w3schools.com/python/module requests.asp 

https://1https://www.w3schools.com/python/module
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Figure 6.1: Architecture of the extractor. 

• json2: It is an abbreviation for JavaScript Object Notation, a data exchange and storage 

format inspired by JavaScript. JSON in Python is a built-in package that can be utilised to 

deal with JSON data. 

• fitz (PyMuPDF)3: This module connects MuPDF to Python. It is used to read, extract, 

and deal with data from PDF fles while preserving the main PDF layout (Koning, 2022). 

• os4: It uses to interact with fles’ operating system, such as creating, deleting fles or 

folders. 

• re5: It supports regular expressions for pattern matching operations, enabling developers 

to defne string matches using regular expression. 

• nltk6: It supports machines in handling natural language tasks. This library includes 

packages for text analytics, such as tokenization and lemmatization. 

• tiktoken7: This is an efective tool for estimating the number of tokens and converting 

text into tokens. This library is crucial for working with LLMs, such as GPT. It enables 

developers to understand the tokenisation process and estimate the cost of text input. 
2https://www.w3schools.com/python/python json.asp
3https://pymupdf.readthedocs.io/en/latest/tutorial.html 
4https://www.w3schools.com/python/module os.asp
5https://docs.python.org/3/library/re.html 
6https://www.nltk.org/
7https://github.com/openai/tiktoken 

https://7https://github.com/openai/tiktoken
https://6https://www.nltk.org
https://5https://docs.python.org/3/library/re.html
https://4https://www.w3schools.com/python/module
https://2https://www.w3schools.com/python/python
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Figure 6.2: The extractor workfow diagram. 

• time8: This provides developers with several temporal functions, such as completion time 

and timestamps. 

To start sending requests and receiving responses to the OpenAI API, which is explained in 

Section 6.1.2, we used a headers dictionary to communicate with it, which can be invoked using 

the requests library. This dictionary is typically used to provide metadata about the user’s 

requests, such as the content type. 

Thereafter, we used the fitz library to extract and read text within PDF fles, employing several 

functions, such as [fitz.open], [page.get text], and [doc.load page]. Due to the length 
8https://docs.python.org/3/library/time.html 

https://8https://docs.python.org/3/library/time.html
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of PDF fles and rate limit issues, we used the [tiktoken] library to estimate the token count 

required for the texts within each PDF fle. If the token count exceeded the rate limit, the texts 

would be split into paragraphs and sentences using several functions in the [nltk.tokenize] 

library, such as [sent tokenize]. 

We cleaned the content as it is a crucial phase in data analysis and provides accurate and consistent 

data without errors. This step was conducted to prepare the content to be sent for provenance 

extraction using GPT-4o as well as to prepare the extracted provenance information for storing, 

since we observed extra symbols. For this step, we used the re library which includes several 

functions, such as [re.sub] that were used to remove extra * and +. 

Subsequently, the whole text for each paper and the provenance extraction prompt, as explained 

in Section 3.4.2 were sent to the model. Several mechanisms were implemented to address 

encountered errors and prevent their recurrence, including verifying successful HTTP requests 

and addressing rate limit errors. Figure 6.3, for example, illustrates a rate limit error encountered 

during code testing, which was resolved using the [get] method provided by Python dictionaries 

to handle such errors. 

The extracted provenance information in PROV-DM was stored in JSON format using the json 

library. We used the JSON format due to its fexibility in integration with database systems and 

query languages (Ong et al., 2014). Efective use of data stored in any format, including JSON, 

requires correct data modelling. This is a fundamental component in data management feld 

involving various tasks, such as data searching, indexing and integration (Pezoa et al., 2016). 

Additionally, we asked the model to convert the results to RDF to be used for evaluation purposes. 

RDF, an abbreviation for Resource Description Framework, is a W3C standard developed to 

model web objects as part of the Semantic Web ( Özsu, 2016). For instance, DBpedia can extract 

information from Wikipedia and store it in RDF format (Bizer et al., 2009). RDF is characterised 

by several key aspects, including variety, veracity, velocity and volume ( Özsu, 2016). In this 

study, we adopted this format to store the extracted provenance information in RDF for further 

analysis. 

6.1.1 Output Validation

Data validation is an integral part of the data process, which is essential for exploring and 

enhancing data quality (Xie et al., 2017). The importance of data and format validation is closely 

connected to other data management tasks, such as data collection and processing (Martin et al., 

2008). Consequently, we validated the extracted provenance information and the formats used 
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Figure 6.3: Example of a limit error message. 

to ensure consistency and quality. Ten output results were randomly selected to perfoem this 

validation. This output was a provenance information in PROV-DM data, which stored in RDF 

and JSON documents. 

To check the validity of the RDF output, we used the W3C RDF Validation Service 9, which is 

designed to validate and examine various aspects of RDF data, including syntax and structure. 

It can also convert and visualise the data into a graph of triples. Figure 6.4 presents a sample of 

RDF validation using the above service. 

To validate the provenance data included in the fles, we utilised ProvStore, an online reposi-

tory that supports provenance documents. This repository provides various services, including 

browsing, visualising, validating, storing and managing provenance data (Huynh and Moreau, 

2014). ProvValidator10, a service provided within ProvStore, is used to verify the validity of 

PROV representations or translate them into alternative representations. Figure 6.5 presents a 

sample of provenance validation using the above service. 

6.1.2 ChatGPT API

OpenAI, like many other services, provides users with an Application Programming Interface 

(API). The purpose of this is to facilitate the invocation of its services and enable integration 

into existing models, such as GPT-4o. Through this integration, developers can obtain natural 
9https://www.w3.org/RDF/Validator/

10https://openprovenance.org/service/validator.html 

https://10https://openprovenance.org/service/validator.html
https://9https://www.w3.org/RDF/Validator
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Figure 6.4: Example of RDF fle validation. 

language responses from the models by sending queries. To beneft from these services, users 

or companies must understand the API’s pricing model, which basically depends on the number 

of tokens used in each request. 

Tokenisation is an essential procedure in the process of LLMs (Islam and Moushi, 2024; Lap-

palainen and Narayanan, 2023). The purpose of this step is to divide input texts and output 

results into smaller units, known as tokens (Briganti, 2024). Tokens consist of a set of segments, 

such as letters, words, or symbols, based on the tokenization scheme method used in the LLM 

(Lappalainen and Narayanan, 2023). The quality of the results produced by the model can be 

infuenced by tokenization process. 

GPT-4o introduces several enhancements across various aspects, such as improved tokenization 

efciency and multimodal capabilities (Islam and Moushi, 2024). Additionally, it is characterised 

by a next-generation transformer architecture, which enables a deeper understanding and the 

generation of relevant responses. The rate limit of this model is fve times higher more than tha 
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Figure 6.5: Provenance information validation. 

of GPT-4 Turbo in terms of tokens per minutes, due to its new o200k base tokenizer algorithm. 

By using this algorithm, the model improves semantic coherence in produced texts and enhances 

the processing of multiple languages (Islam and Moushi, 2024). 

6.2 Provenance Extraction Prompts Experiment

The objective is to compare the accuracy of each prompt pattern by employing a systematic 

approach, as discussed in Section 3.4.3.2. This approach was applied to interact with LLMs 

using all the diferent prompt patterns outlined in the previous section, to identify the most 

appropriate one for our purpose. 

Evaluating Prompt Steps 1 and 2 utilised a scoring scale for the intermediate prompts: 2 if 

the prompt answered correctly on the frst time, 1 if the prompt answered correctly in multiple 

attempts (up to 5 attempts) and 0 if no prompt answered correctly in multiple attempts (up 
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to 5 attempts). ChatGPT-4o was tasked 48 times with accessing, extracting and analysing the 

six biomedical papers, demonstrating its efectiveness in information extraction from academic 

papers. The accuracy percentage ranged from 96.67% to 68.89%. as shown in Table 6.1, where 

at least three out of fve prompts from the prompt set being answered correctly in both the frst 

and second steps of the interaction. 

Paper Paper
Length

Format
Complexity

Avg. Accuracy

1 11 Standard 96.67% 
2 8 Low 81.11% 
3 14 Standard 82.22% 
4 8 Standard 82.22% 
5 11 Standard 75.56% 
6 9 High 68.89% 

Table 6.1: Average Percentage of Accuracy in Responses. 

Evaluating Prompt Steps 3 and 4 compared the results of LLM-based extraction against expert-

created provenance in PROV-DM components (entities, activities, agents, and relationships) 

for each paper. We measured the quality of the LLM’s output using standard information 

retrieval metrics and compared it to our expert-generated provenance information, as described 

in Section 3.4.3.3. The results are presented in Table 6.2. For example, suppose the provenance 

returned by the LLM (P) contains the set of these entities {e, a, c, r}, extracted from the uploaded 

paper. The expert-generated provenance (Pe) contains the set {e, b, c, i, r}. When comparing 

(P) to (Pe), we consider the matching elements {e, c, r}, which results in a precision of 3/5 = 0.6. 

Prompt patterns G and C exhibited the highest precision, at approximately 0.901 and 0.890 

respectively, for the average of all components (Entities, Activities, Agents, Relationships). In 

contrast, the lowest average precision appeared in pattern B, with a score of around 0.798. 

Turning to the average recall for all components, as shown in Table 6.3, patterns D and H 

demonstrated the highest average recall, with scores of approximately 0.66. However, the lowest 

average recall is seen in Pattern E, with a score of around 0.533. 

6.3 Scalability Experiment

The experiment was conducted between 18 June and 8 July 2024. We used a Dell Latitude 

5410 running Windows 10 Enterprise (Version-22H2). The confguration of the device was as 

follows: Intel(R) Core(TM) i5-10310U CPU @ 1.70GHz, 2.21 GHz processor, 16 GB RAM, 

64-bit operating system, and a PC SN530 NVMe WDC 256GB. Anaconda Navigator 2.6.1 and 

Notebook 7.0.8 were used to write the Python script. 
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Avg for En-
tities

Avg for Ac-
tivities

Avg for
Agents

Avg for Re-
lations

Avg for all
Provenance

A 0.944 0.906 0.598 0.763 0.803 
B 0.905 0.905 0.623 0.761 0.798 
C 0.847 1 0.835 0.876 0.889
D 0.88 0.94 0.708 0.743 0.817 
E 0.971 1 0.751 0.746 0.8675 
F 0.946 0.965 0.725 0.778 0.853 
G 0.975 0.958 0.8483 0.823 0.901
H 0.958 0.9583 0.805 0.7667 0.872 

Table 6.2: Average Precision For All Prompt Patterns. 

Avg for En-
tities

Avg for Ac-
tivities

Avg for
Agents

Avg for Re-
lations

Avg for all
Provenance

A 0.450 0.565 0.635 0.65 0.575 
B 0.378 0.678 0.625 0.6 0.570 
C 0.475 0.648 0.725 0.601 0.612 
D 0.455 0.795 0.695 0.706 0.66
E 0.398 0.581 0.585 0.566 0.532 
F 0.446 0.693 0.571 0.71 0.605 
G 0.465 0.696 0.668 0.513 0.585 
H 0.49 0.7433 0.726 0.681 0.66

Table 6.3: Average Recall For All Prompt Patterns. 

To monitor the extractor’s performance, we used the time library to record the response time 

for each process, defned as the time taken to process each fle per second. We also recorded the 

total time spent, from uploading the fles to obtaining the extracted provenance information at 

the end of each round, per second. Additionally, we tracked any errors or failures that occurred 

as the fle volumes increased. The aim of this step was to estimate the time required to extract 

all exome sequencing experiments in PubMed. 

To measure the cost of using the API and estimate the cost for this PubMed fles, we monitored 

the usage cost provided by OpenAI for each iteration performed. Furthermore, we needed to 

understand various rate limits, including numbers of tokens allowed per minute, numbers of 

requests per minute or day and usage tiers, which may impact the rate limits and afect the 

performance of the experiment. We measured the cost at the end of each iteration to perform 

estimations. OpenAI provides the cost in dollars ($); therefore, all cost estimations were reported 

in $. 

To ensure the scalability of our extractor, we conducted several iterations with varying dataset 

sizes and measured the response time and cost for each scenario. In this process, the dataset size 

(number of fles) was gradually increased, allowing us to observe the extractor’s performance in 
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Figure 6.6: Number of iterations and number of fles 

terms of time and cost. We started with 1 fle and then doubled the number of fles 11 times, 

ultimately reaching a total of 1,024 fles. Figure 6.6 illustrates the relationship between the 

number of iterations and the number of fles in this experiment. At the conclusion of each round, 

we captured the total time spent, from uploading the fles to obtaining the extracted provenance 

information. In the frst iteration, 1 fle was uploaded to extract the provenance information, 

taking 49 seconds and costing $0.14. During the second iteration, 2 fles were used, which took 

195 seconds and cost $0.37. In the third iteration, 4 fles were examined, taking 380 seconds and 

costing $0.68. We continued with this approach, doubling the number of fles 11 times (1024 

fles) and recording the time and cost, as illustrated in Table 6.4. 

Iteration Number of
Files

Response Time Cost ($)

1 1 49 sec 0.14 
2 2 195 sec 0.37 
3 4 380 sec 0.68 
4 8 548 sec 1.31 
5 16 979 sec 2.57 
6 32 1734 sec 4.77 
7 64 3714 sec = 1.03 hr 10.30 
8 128 7868 sec = 2.19 hr 19.27 
9 265 18739 sec = 5.20 hr 39.10 
10 512 43418 sec = 12.06 hr 79.89 
11 1024 83181 sec = 23.1 hr 154.32 

Table 6.4: Iteration results 



117 6.3. Scalability Experiment 

Following the experiments, we began estimating the scalability of the extractor across all articles 

on exome sequencing experiments in PubMed (33597 fles). This estimation was performed using 

several regression models. According to Messaoud et al. (2020, p.16), “regression analysis is a 

statistical method for modeling the relationships between the input variable and the continuous 

output variable”. To develop a prediction model, several common techniques can be used, 

including Linear Regression, Nonlinear Regression, and Logistic Regression (Kott, 1991). 

Linear Regression is a statistical model used to summarise and study the relationship between 

two continuous values (Kott, 1991). The general form of this model is 

y = mx + c 

where c is the constant and m refers to the Regression Coefcient. There are several techniques 

that fall under this method, such as Least Squares or Ordinary Least Squares Regression. 

Nonlinear Regression is another method for identifying a suitable nonlinear model to describe 

the relationship between one dependent variable and a set of independent variables. Its formula 

is 

y = f (x, β) + ϵ 

where x represents the predictors and β refers to the nonlinear parameters. This type includes 

diverse techniques, such as the Gauss-Newton algorithm, Levenberg-Marquardt algorithm, Power 

laws and the Levenberg-Marquardt algorithm (Dennis Jr et al., 1981). 

Logistic Regression is a predictive method for estimating or describing the variables associated 

with qualitative variables (often binary) from a group of explanatory variables, which can be 

quantitative or qualitative in nature (Peng et al., 2002). This type is very similar to linear 

regression in terms of practice (Messaoud et al., 2020). The formula for this model is 

1 
p(x) = 

1 + e−
x−µ 

s 

where x is the input variable and s represents the scale parameter. 

To identify the most appropriate regression model to predict the estimated time from our provided 

results by representing the relationship between two variables: x and y where x is the number of 

fles and y is the estimated response time, we conducted several steps. 

Firstly, we determined the independent variable as the number of fles, which is the input: x (1, 2, 

4, 8, 16, 32, 64,...), and the dependent variable as the response time results from our experiment, 

which is the output: y (49, 195, 380, 548, 979, 1734,...). 
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Secondly, we determined the most common models to be examined, including the following 

regression analysis techniques: linear regression, polynomial regression, power-law regression 

and exponential regression. We used the [scipy.optimize.curve ft()] function imported from 

[scipy.optimize] in Python, which utilises numerical optimization techniques to determine the 

optimal values for coefcients in each model. For example, the equation for linear regression is: 

y = a · x + b 

and the ftted coefcients values using the above function, based on the observed data is a = 

82.1910 and b = − 676.3674. Using these coefcients, we can estimate the predicted values for 

scaling purposes. 

Thirdly, we evaluated each regression model using metrics to determine the best model. We used 

a common metric to evaluate prediction models, the Mean Absolute Error (MAE) (Botchkarev, 

2019). We calculated the MAE to determine the average absolute diference between the actual 

values and the predicted values using the following formula: 

n1
MAE = ( ) ∑ |yi − xi|n i=1 

A smaller MAE indicates a better model. The MAE was calculated using a Python script with 

the [mean absolute error] function imported from [sklearn.metrics]. 

Table 6.5 presents the equations of each model along with their respective MAE values. As 

mentioned earlier, the lowest MAE value indicates the best model. The comparison shows that 

the best-ftted model in this case is the power-law model, which achieved the lowest MAE value 

of 725.16, while the others exceeded 900. Therefore, we conclude that the power-law model is 

the most suitable for estimating the response time for all PubMed extractions. 

Model Generated Equation MAE
Linear y = 82.1910 · x − 676.3674 908.6316726 

Power Law 1.0452y = 59.9557 · x 725.1587329 

Polynomial y = 0.000842 · x2 + 81.3906 · x − 63.1726 901.7246891 

Exponential 0.1·xy = −5.2278 × 10−17 · e 1.41 × 1027 

Table 6.5: Equations and MAE for time estimation. 

Figure 6.7 compares the predicted results with the observed results, where the blue points 

represents the observed values and the orange line indicates the estimated values. Based on 
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the observed values compared to the predicted values using the power-law model, as shown in 

Table 6.6, we estimated the response time required for provenance extraction across all articles 

on exome sequencing experiments in PubMed (33,597 fles). The estimated response time for 

33,597 fles is 3,226,411 seconds, equivalent to approximately 896.22 hours. 

Figure 6.7: Estimated response time using the Power-Law model. 

Number of
Files

Observed Result in Seconds Predicted Result in Seconds

1 49 59.9557 
2 195 123.7277255 
4 380 255.3310204 
8 548 526.9144785 
16 979 1087.36834 
32 1734 2243.950308 
64 3714 4630.733486 
128 7868 9556.224374 
256 18739 19720.72557 
512 43418 40696.72308 
1024 83181 83983.89115 

Table 6.6: The observed results compared to the predicted results 

We followed the same procedures to estimate the cost as well. To predict the estimated price 

from our results, we represented the relationship between two variables: x and y, where x is the 

number of fles and y is the estimated cost. 

The independent variable is the number of fles, while the dependent variable is the cost, 

represented as y (e.g., 0.14, 0.37, 0.68, ...). Subsequently, the same regression analysis models 

were applied to determine the most appropriate model: linear regression, polynomial regression, 
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power-law regression and exponential regression. The coefcient values for each model were 

then identifed using the same Python function. Finally, we calculated the MAE values, which 

showed two models performed well: Power Law (0.476) and Polynomial (0.474). Table 6.7 

presents the equations and the MAE values. 

Model Generated Equation MAE
Linear y = 0.1514 · x0.1364 0.498 

Power Law 0.9890y = 0.1632 · x 0.476 

Polynomial y = −4.5923 × 10−6 · x2 + 0.1557 · x − 0.0927 0.474 

Exponential 0.1·xy = −5.7313 × 10−17 · e 1.544 × 1027 

Table 6.7: Equations and MAE for cost estimation. 

Figure 6.8 compares the observed results with the predicted results, where the blue points 

represent the observed values, and the orange line indicates the estimated values using the 

power-law model. Additionally, Figure 6.9 presents the observed and predicted results based on 

the polynomial model. Using the predicted values from the power-law and polynomial models, 

as shown in Table 6.8, we estimated the cost required for provenance extraction across all articles 

on exome sequencing experiments in PubMed. The estimated cost for processing 33,597 fles is 

approximately $4,889.10. 

Figure 6.8: Cost estimation result using power-law equation. 

https://4,889.10
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Figure 6.9: Cost estimation result using polynomial equation. 

Number of
Files

Observed Result ($) Power Law Prediction Polynomial Prediction

1 0.14 0.1632 0.062995408 
2 0.37 0.323920788 0.218681631 
4 0.68 0.642920814 0.530026523 
8 1.31 1.276074857 1.152606093 
16 2.57 2.53276454 2.397324371 
32 4.77 5.02705322 4.884997485 
64 10.3 9.977739214 9.853289939 
128 19.27 19.80390409 19.76165976 
265 39.1 40.67338557 40.84530573 
512 79.89 78.01680231 78.42185611 
1024 154.32 154.8484318 154.5287244 

Table 6.8: Comparison of observed results, power law predictions, and polynomial predictions. 

6.4 Discussion

6.4.1 Prompt Patterns

As evident from the results of the intermediate prompts shown in Table 6.1, ChatGPT-4o 

efectively can access and extract the provenance information from scientifc papers. Despite a 

notable variation in response accuracy — with all results promisingly above 65% — this variation 

can be attributed to some factors, including the complexity of some papers’ formatting and the 

inherent limitations of session memory. The formatting complexity includes single or double 

column layouts, tables, fgures and appendices. The limitations of session memory mean that 

each session has its own short-term memory. 
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The issue of formatting afecting text extraction from journal article PDFs is a common challenge 

in the biomedical text mining community (Ramakrishnan et al., 2012). PDF fles often lack a 

consistent structure and variations in layout, font encoding and multi-column formatting can 

signifcantly hinder the reliable extraction of information at the sentence or section levels (Gao 

et al., 2011). In our extractor, the ftz library (PyMuPDF) was used to extract full-text content 

from PDFs. While ftz ofers practical integration and speed, this library may afect the quality 

and consistency of the extracted information. Alternative approaches could involve the use of 

structured formats such as HTML or JATS XML, which can provide greater comprehensiveness 

and support a wider variety of formatting. Some publishers already expose structured formats, 

such as HTML, and ofer more reliable access to content structure and metadata (Comeau et al., 

2019). Although implementing and comparing such alternatives was beyond the scope of this 

research due to time constraints, this is a potential direction for future work. 

Due to these formatting challenges, many classical biomedical text mining approaches have 

limited analysis to abstracts, which are readily available as plain text via some portals, such 

as PubMed. However, as discussed in Section 5.2.1.2, abstracts typically lack the detailed 

provenance information. This further highlights the need for robust methods capable of handling 

full-text content. 

In the task of extracting provenance information using various prompt patterns, the results show 

the highest precision in patterns G (Scenario Pattern) and C (Question Refnement Pattern) 

for identifying all components, with the recall of these patterns exceeding 55%. In general, 

the model exhibited lower recall scores compared to precision, indicating to miss relevant 

provenance information. The highest recall scores, observed in prompt patterns D and H, were 

0.66, indicating that they still exceed 60%. 

However, prompt pattern H showed a high recall in relationships (0.681) and in the other 

components. Based on the results, we suggest improvements to the prompt patterns that may 

enhance the model’s ability to retrieve relevant provenance information. In short, the complexity 

of the task, along with the models’ lack of training for this task and the complexity of the format, 

are likely the main reasons for the reduced recall scores. 

This claim aligns with Ehsani et al. (2025), which highlights that complex tasks, such as extraction 

tasks, are more challenging and less efective, even when using prompt engineering techniques. 

Crafting prompts for advanced or complex tasks may require comprehensive experience in 

prompt engineering techniques as well as a deep understanding of the tasks. The quality of 

developing efective prompts for complex tasks is challenging, particularly for non-expert users 
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(Zamfrescu-Pereira et al., 2023). It has been observed that the improvement of automatic prompt 

engineering can be afected by hallucination (Ye et al., 2023). 

6.4.2 Scalability

In this scalability experiment, we observed a semi-linear trend in several models across dif-

ferent dataset sizes, suggesting that the extractor’s performance remains consistent as the input 

increases. This result demonstrates that the extractor using GPT-4o can process larger datasets 

without signifcant changes in performance, including cost, which is an essential aspect of scal-

ability. The cost primarily depends on factors: the type of model, (e.g., GPT-4o, a multimodal 

model), the pricing of input and output tokens, and the number of requests made to invoke the 

models. The response time can also depend on several factors: the number of requests, the API 

rate limits, which vary across models, and the usage tiers of the models, which can be upgraded 

based on the user’s usage and expenditure on API services. For instance, Tier 3 allows users to 

use up to 800,000 tokens per minute but requires a minimum spending of $5,000 per month. 

Overall, our results confrm the capability of GPT-4o to extract information using designed 

prompts, which are align with several studies (Bommasani et al., 2021; Jethani et al., 2023). 

Furthermore, we noticed that GPT-4o can handle and manage increased data volumes without 

encountering failures in invoking its API. 

These fndings highlight the importance of scalability for provenance extraction, particularly 

as biomedical datasets continue to grow online and require associated provenance to improve 

dataset search. Our results align with prior studies on scalability challenges in web applications 

(Sivakumar, 2024), particularly regarding cost and resource constraints. 

However, it is important to optimise the extractor’s performance while mitigating time and 

resource demands. These aspects are essential for optimising the performance of systems (Son 

and Kim, 2001). Potential strategies can be used for this optimisation, including refning prompts 

to enhance efciency, upgrading critical hardware components (e.g., GPUs or memory), and 

streamlining the extraction process by removing unnecessary information, such as references, 

without preserving essential provenance information. 

6.5 Summary

In this chapter, we presented the implementation of the extractor, utilising GPT-4. The architec-

ture was explained in detail, encompassing its components, tools, and functions. Furthermore, 
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we discussed the experiment conducted to determine the most suitable prompt patterns for 

provenance extraction. Lastly, we examined the scalability experiment, which was designed to 

predict the extractor’s response time and cost under scalable conditions. In the next chapter, we 

complement this empirical evaluation with a user experience study. 
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Chapter 7

Evaluating the Usefulness of

Provenance Extraction for Dataset

Search

This chapter presents the results of evaluating the performance of the extractor in terms of its 

completeness and correctness. The evaluation was conducted through a user experience study, 

using semi-structured interviews. In Section 7.2, we present the results of the qualitative analysis 

conducted on the data collected through the semi-structured interviews. In Section 7.3, we 

present the results of the quantitative analysis, using standard information retrieval metrics. 

7.1 Demographics

As mentioned earlier in Section 3.5, the interviewees were recruited through the survey conducted 

in the earlier study, detailed in Section 3.3, where they were asked to provide their email addresses 

if they wished to participate. A total of 10 researchers participated in the interviews. All 

interviewees were biomedical researchers from the FoM at the UoS, working in various roles. 

Table 7.1 presents the demographic information of the participants. 

Six participants were senior researchers holding diverse roles, including Research Fellow and 

Teaching Fellow, while the remaining participants were postgraduate researchers. All partic-

ipants are specialised in diferent research domains, including clinical experimental science, 

cancer science, and genomics. Additionally, they worked with various types of omics data, as 

demonstrated by the papers they provided. 
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As stated in Section 3.5.1, we asked all participants to provide three papers that they had published 

based on an experiment, or papers that had been signifcant in their work. These papers were 

expected to include the workfow steps of conducting experiments that led to the generation of 

the data within the dataset. 

Participants Research Domains Roles
P1 Genomics Research Fellow 
P2 Clinical and Experimental Science Postgraduate Researcher 
P3 Clinical and Experimental Science Postgraduate Researcher 
P4 Cancer Sciences Research Fellow 
P5 Genomics Teaching Fellow 
P6 Genomics Postgraduate Researcher 
P7 Clinical and Experimental Science Research Fellow 
P8 Cancer Sciences Postgraduate Researcher 
P9 Cancer Science Research Fellow 
P10 Genomics Research Fellow 

Table 7.1: Participants’ research domains and roles 

7.2 Qualitative Analysis Result

The aim of this study was to discover the quality of the extractor outcome cross diferent level 

experience of several biomedical researchers. In this part, all provided feedback was analysed 

qualitatively to evaluate the extraction results for the papers uploaded to the extractor, as detailed 

in section 3.5. 

After completing the evaluation, the interviewees were asked to provide their opinions on the 

results concerning the four provenance quality dimensions, as defned in Section 3.5.1, and any 

other comments. 

Overall, all the participants have expressed satisfaction about the provenance extraction. Several 

participants mentioned that the extractor performance was good (P6, P4). Additionally, the 

provenance information impressed several participants in terms of providing a comprehensive 

description and summary (P3, P5). A participant (P1) obtained all the main points of the 

provenance information in the provided papers. Other participants reported that the extractor 

can assist researchers in reading papers to gain specifc details about datasets, potentially saving 

time by reducing the need to search for such details, including provenance information (P9, P1, 

P6). 

An advantage of providing provenance information alongside datasets is its ability to assist 

in decision-making. Several participants emphasised that providing provenance information 
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helps them in the decision-making process and in selecting appropriate datasets (P5, P8). In 

addition, providing such provenance information will be sufcient to make a decision (P9, P7). 

A participant (P2) highlighted that establishing an association between actual datasets and their 

provenance information could signifcantly aid in the investigation and selection of suitable 

datasets. A participant (P1) mentioned that if this extractor were deployed and accessible, it 

would assist in providing the provenance of datasets from several papers, thereby facilitating the 

process of selecting an appropriate dataset for use. Table 7.2 includes several quotations related 

to the themes of performance and decision-making. 

Theme ID Quotes
Overall perfor-
mance

P6 “The extractor did a good job” 

P4 “In fact, I think nothing will ever be perfect, but this is already a pretty 
good run. ” 

P3 “Yes, this is correct, and it’s a good summary. ” 
P5 “and also, a nice touch is the description, like the defnition of the said 

technique. I really appreciate that.” 
P1 “I was surprised it got all the main points, like the one thing with the 

minor detail — it’s not even that important. ” 
P9 “It’s impressive. I mean, I think this is the next level. Hopefully, people 

won’t have to read multiple papers at the same time to fnd specifc 
details.” 

Decision-making P5 “It’s enough for me to make a decision” 
P8 “It’s defnitely valuable to download the dataset based on this informa-

tion.” 
P9 “I think that will defnitely be enough to either say yes or look at it in 

more detail.” 
P7 “I think it’s enough to either make a decision or look into the paper just 

to check that what you want is there.” 
P1 “If I had access to it, I would search for a certain thing, run all the papers 

through it, and then know if this is a good dataset to use ” 
P2 “I could say yes, because it links actual datasets to the processes used to 

generate the data and to the researchers who created it. So, I think it is 
helpful for choosing a dataset to investigate.” 

Table 7.2: Participant quotations related to the themes of performance and decision-making. 

Completeness is an interesting aspect highlighted by our participants during assessing the prove-

nance information. Several participants mentioned that they gained sufcient information, 

indicating the completeness of the provenance information provided. Two participants (P9, P4) 

confrmed obtaining detailed and complete provenance information about the datasets. Another 

participant (P10) indicated that the completeness of the provenance information provided is suf-

fcient for searching RNA sequencing datasets related to a rare disease. Participant (P7) gained 

complete information regarding the aim, an understanding of the experimentation performed, and 

details about how the data was manipulated. Another participant (P4) stated that the provenance 

information was complete and assisted in evaluating the dataset. They also mentioned that it 
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provided details about how much data was produced by their group and how much was used 

from other sources. 

Regarding the missing information in the extracted provenance, several participants mentioned 

that no important information was missing or needed to be included (P3, P4). Two participants 

expressed that they expected missing information, however the provenance was sufcient (P9, 

P4). A participant expressed that while it is hard to achieve absolute perfection, this is already 

a great efort (P10). However, the extent of missing information varied among the three papers 

provided to the extractor (P2). Additionally, a participant referred to missing information in the 

relationship components, which makes the provenance information difcult to understand (P4). 

We defned completeness for our participants as how much provenance is missing or exceeds 

the actual amount of collectible provenance, known as “overcomplete”. This defnition was 

taken from Cheah and Plale (2014). Nine participants confrmed that the completeness of the 

provided information ranged between excellent and good, while the last participant described it 

as fair. Table 7.3 includes several quotations related to the themes of provenance completeness 

and missing information. 

Theme ID Quotes
Provenance com-
pleteness

P9 “Obviously, this was really good because it covered a lot of details, and 
completeness.” 

P10 “I think it depends on how specifc you’re looking for. If you’re looking 
for a specifc dataset with very precise terms, you might want to go in 
and go further. But if I’m looking for, I don’t know, for example, blood 
RNA sequencing from a rare disease, then that’s enough.” 

P7 “It’s clear how easy it is to pick out the key information here. You now 
get a clear idea of the main points, like the aims, and an understanding 
of what data manipulation or experimentation was performed.” 

P4 “This makes it very easy to pick out what is necessary to evaluate whether 
you want to proceed with the paper or not. What’s also quite nice is that 
you can tell how much of the data comes from the group and how much 
comes from outside the group, which is quite useful. Overall, I think 
it’s pretty cool.” 

Missing informa-
tion

P2 “I think the last one has less information than the other two, is less 
comprehensive” 

P3 “There is no missing information that should be included here.” 
P9 “It’s like half correct and a bit missing, it’s not fair to say that it’s all 

wrong. I think it’s like both, if that makes sense.” 
P4 “So that makes it a little harder to decipher what the relationships are.” 

“I think nothing will ever be perfect, but this is already a pretty good 
run.” 

Table 7.3: Participant quotations related to the themes of provenance completeness and missing 
information. 

Accuracy and correctness stood out as crucial parts highlighted by the participants in this 

study. All participants were asked to share their opinions about the accuracy and correctness 

of the provided provenance information. According to Black and van Nederpelt (2020), the 
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correctness aspect includes several attributes, including accuracy, consistency, unambiguity, and 

homogeneity of the provided information. Several participants asserted that the correctness of 

the extracted provenance was excellent (P10, P9, P4), while all other participants referred to it 

as having good accuracy. Table 7.4 includes several quotations related to provenance accuracy. 

Theme ID Quotes
Provenance accu-
racy and correct-
ness

P10 

P4 

“I thought it was very accurate.” 

“I think the information is almost always accurate, which is quite nice. 
The one thing I appreciate is that this is just an extracted form, and it 
has been prepared to meet our needs.” 

Table 7.4: Quotes of participants related to provenance accuracy. 

Although all the above advantages were noted, several participants observed the integration of 

some provenance information into a single component. Participant (P2) mentioned that, despite 

the provenance information being well-classifed, it combined two processes under one activity. 

For example, one participant (P8) observed that a researcher (agent) from the analysis team was 

added to another team (the research investigation team), which was expected to be identifed as 

a separate component. 7.5 includes several quotations regarding this disadvantage. 

Theme ID Quotes
Provenance compo-
nent integration

P3 

P2 

P8 

“However, I would expect to see that as a separate entity” 

“I did say that it was quite good at sorting the information. I did notice 
that sometimes it will pair two processes under one thing. So I think it 
would make sense to have this as two separate activities.” 
“This one has conducted the analysis and then merged it with the research 
investigators and their roles in the study, whereas I would expect to see 
that as a separate entity.” 

Table 7.5: Quotes of participants related to component integration. 

7.3 Quantitative Analysis Result

As mentioned earlier in Section 3.5.3, we asked participants to evaluate the quality of the extracted 

provenance information by highlighting the correct and incorrect components. For clarifcation, 

when a paper is uploaded to the extractor, it produces a set of PROV-DM components, denoted 

as LLM(P) = e, a, c, r, u, o, where LLM(P) refers to the provenance extracted using the LLM, 

and e, a, c, r, u, o represent the entities, activities, agents or relationships extracted by the model. 

The annotated evaluation is then performed by an expert (Pe), who identifes components as 

either correct or incorrect, yielding the set ee, aa, cw, rr, uu, io, n. Here, the correct components 

are ee, aa, rr, uu, while the incorrect ones are cw, io. In this example, precision is calculated as 
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the proportion of relevant (i.e. correct) provenance components retrieved, divided by the total 

number of components retrieved. This is expressed as: 

|{e, a, r, u}| 4
Precision = = ≈ 0.66 |{e, a, c, r, u, o}| 6 

The highest average precision of all components (Entities, Activities, Agents, Relationships) 

was 1, achieved for 10 papers provided by eight participants. Thirteen papers achieved the 

second highest average precision, ranging between 0.98 and 0.90, provided by seven participants. 

Subsequently, four papers scored average precision between 0.87 and 0.84. The lowest calculated 

average precision ranged between 0.71 and 0.77, observed for only three papers. Table 7.6 

presents the precision of each component and the average values across all components. Overall, 

the average value across all components is approximately 0.905, indicating good results. 

ID Paper Precision
for Entities

Precision
for Activi-
ties

Precision
for Agents

Precision
for Rela-
tionships

Precision
for All
Compo-
nents

1 P1 
P2 
P3 

0.85 
0.75 
1 

1 
1 
1 

1 
1 
0.66 

1 
1 
1 

0.96 
0.93 
0.91 

2 P1 
P2 
P3 

1 
0.76 
1 

1 
1 
1 

1 
0.75 
1 

1 
0.93 
0.91 

1 
0.86 
0.97 

3 P1 
P2 
P3 

0.81 
1 
1 

0.55 
1 
1 

1 
1 
1 

1 
0.63 
0.90 

0.84 
0.90 
0.97 

4 P1 
P2 
P3 

0.94 
1 
0.87 

1 
1 
0.85 

1 
1 
1 

1 
1 
1 

0.98 
1 
0.93 

5 P1 
P2 
P3 

0.97 
1 
0.8333 

0.96 
1 
1 

1 
1 
1 

1 
1 
1 

0.98 
1 
0.95 

6 P1 
P2 
P3 

1 
1 
0.92 

1 
1 
0.93 

1 
1 
1 

1 
0.85 
0.89 

1 
0.96 
.093 

7 P1 
P2 
P3 

0.80 
1 
0.92 

0.8 
1 
0.81 

1 
1 
0.40 

0.9 
1 
0.76 

0.87 
1 
0.7 

8 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
0.5 
1 

1 
0.87 
1 

9 P1 
P2 
P3 

0.88 
1 
1 

1 
1 
1 

0.5 
1 
1 

0.84 
1 
1 

0.77 
1 
1 

10 P1 
P2 
P3 

0.87 
0.81 
1 

0.85 
0.952 
1 

0.66 
1 
1 

0.81 
1 
1 

0.79 
0.92 
1 

Table 7.6: Precision for provenance information components across biomedical papers 
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For recall measurement, it is calculated as the proportion of relevant provenance information 

retrieved to all relevant components. This is expressed as {e, a, r, u} / {e, a, r, u}, which equals 

4/4 = 1. The highest average recall obtained was 1, achieved for 27 papers provided by all 

participants. All components retrieved by the extractor were highlighted as relevant or correct 

by the participants. The remaining average recall values for the three papers ranged between 

0.85 and 0.95, indicating excellent results. The overall average value for all components across 

the papers was 0.991. Table 7.7 exhibits the recall of each component and the average values 

across all components for each paper. 

ID Paper Recall for
Entities

Recall for
Activities

Recall for
Agents

Recall for
Relation-
ships

Recall for
All Compo-
nents

1 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

2 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
0.75 
1 

1 
1 
1 

1 
0.93 
1 

3 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

4 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

5 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

6 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

7 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

8 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

9 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

10 P1 
P2 
P3 

1 
1 
0.571 

1 
0.869 
1 

1 
1 
1 

1 
1 
0.83 

1 
0.95 
0.85 

Table 7.7: Recall for provenance information components across biomedical papers 

Although the components were correct in several cases, we observed that their descriptions 

were either incorrect, partially missing, or repeated. For example, BALB/c mice (E1) was 

classifed as an entity and provided with the following description: “Type of mice used in the 

experiments. - Obtained from Charles River Laboratories and maintained in local facilities.” 

However, Participant (P4) noted that this was incorrect, as the mice were not maintained in local 
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facilities. In another example, Participant (P5) confrmed that the following activity was correct, 

but its description was insufcient to fully understand the concept of the activity: “Systematic 

Reanalysis (A1) - Description: Structured reanalysis of ES data from previously undiagnosed 

patients. - Performed in three steps, including variant reevaluation and resequencing.” 

Therefore, we re-evaluated the quality and accuracy of the extracted results, considering the 

entire component incorrect if it contained missing, incorrect, or repeated information. From our 

perspective, referring to a component as correct while ignoring the quality of its description can 

be deceptive and lead to a misunderstanding. Providing incorrect provenance information or an 

incomplete description of the provenance could ultimately impact dataset selection and search. 

The average precision results showed modest variation. Only seven papers achieved a precision 

score of 1, while 11 papers gained the second highest average precision, ranging between 0.98 and 

0.91. Thereafter, eight papers fell within the range of 0.87 to 0.80, representing the third highest 

precision average. The remaining papers displayed the lowest results, with precision values 

ranging between 0.78 and 0.61. Overall, the average precision value for all component across all 

paper was slight decreased to 0.901. Table 7.8 displayed the precision of each component and 

the average values across all components. 

Regarding recall average, there was a noticeable variation in the average compared to the previous 

recall result, with the overall value decreasing from 0.991 to 0.952. As illustrated in Table 7.9, 

recall values generally decreased across several papers for diferent components. The number of 

papers with the highest average recall of 1 dropped from 27 to 16. Ten papers scored between 

0.99 and 0.90, while the remaining four papers were within the range of 0.82 to 0.71. However, 

this result still demonstrates a high level of accuracy, refecting the positive satisfaction with the 

extracted provenance information. 

7.4 Discussion

Our results demonstrate that the extractor produces high-quality outcomes, and the participants’ 

feedback was positive, highlighting the potential of LLMs for provenance extraction. Participants 

confrmed that providing provenance information alongside datasets enhances their decision-

making process and facilitates the selection of appropriate datasets, thereby contributing to 

advancements in the dataset search domain. The extractor demonstrates signifcant capabilities 

in terms of completeness, accuracy and correctness, as evidenced by our measurements of 

precision and recall. 
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ID Paper Precision
for Entities

Precision
for Activi-
ties

Precision
for Agents

Precision
for Rela-
tionships

Precision
for All
Compo-
nents

1 P1 
P2 
P3 

0.857 
0.75 
1 

1 
1 
1 

1 
1 
0.66 

1 
0.96 
1 

0.96 
0.95 
0.91 

2 P1 
P2 
P3 

1 
0.76 
0.93 

1 
1 
0.85 

1 
0.75 
1 

1 
0.93 
0.82 

1 
0.86 
0.90 

3 P1 
P2 
P3 

0.81 
1 
1 

0.56 
0.89 
1 

1 
0.89 
1 

1 
0.63 
0.90 

0.84 
0.84 
.97 

4 P1 
P2 
P3 

0.83 
1 
0.87 

0.76 
0.53 
0.85 

0.67 
0.60 
0.67 

1 
1 
0.94 

0.81 
0.78 
0.83 

5 P1 
P2 
P3 

0.97 
1 
0.83 

0.96 
1 
1 

1 
1 
1 

1 
1 
1 

0.98 
1 
0.95 

6 P1 
P2 
P3 

1 
1 
0.92 

1 
1 
0.93 

1 
1 
1 

1 
0.85 
0.89 

1 
0.96 
0.93 

7 P1 
P2 
P3 

0.8 
1 
0.92 

0.8 
1 
0.81 

1 
1 
0.40 

0.90 
1 
0.76 

0.87 
1 
0.72 

8 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
0.5 
1 

1 
0.87 
1 

9 P1 
P2 
P3 

0.88 
0.90 
1 

0.87 
1 
1 

0.5 
1 
1 

0.84 
1 
1 

0.77 
0.97 
1 

10 P1 
P2 
P3 

0.87 
0.67 
1 

0.85 
0.71 
1 

0.67 
0.67 
1 

0.81 
0.40 
0.83 

0.80 
0.61 
0.95 

Table 7.8: Precision for description of provenance information components across biomedical 
papers. 

Despite these promising results, several challenges remain as areas for improvement. The 

performance of LLMs can be infuenced by several factors such as the paper’s length, its density 

of information and its formatting. In our experiment, some papers exceeded 30 pages, often 

featuring two columns and appendices. These characteristics can afect token and context 

length constraints, leading to incomplete processing or potential inaccuracies in the extracted 

information. 

While advancements have been made to address context length constraints, these limitations 

continue to impact the performance of LLMs (Kamath et al., 2024). Moreover, the explainability 

of LLMs is often afected by their sheer complexity and size, as many models include billions 

of parameters, complicating the interpretation of their decision-making processes (Hada and 

Shevade, 2021; Gao et al., 2023). Another critical issue is hallucination, where LLMs generate 



134 Chapter 7. Evaluating the Usefulness of Provenance Extraction for Dataset Search 

ID Paper Recall for
Entities

Recall for
Activities

Recall for
Agents

Recall for
Relation-
ships

Recall for
All Compo-
nents

1 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
0.96 
1 

1 
0.99 
1 

2 P1 
P2 
P3 

1 
1 
0.93 

1 
1 
0.92 

1 
0.75 
1 

1 
1 
0.90 

1 
0.93 
0.93 

3 P1 
P2 
P3 

1 
1 
1 

1 
0.89 
1 

1 
1 
1 

1 
1 
1 

1 
0.97 
1 

4 P1 
P2 
P3 

0.88 
1 
1 

0.76 
0.53 
1 

0.67 
0.6 
0.67 

1 
1 
0.94 

0.82 
0.78 
0.90 

5 P1 
P2 
P3 

0.97 
0.93 
1 

0.92 
1 
1 

1 
1 
1 

1 
1 
1 

0.97 
0.98 
1 

6 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

7 P1 
P2 
P3 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 

8 P1 
P2 
P3 

1 
1 
1 

0.67 
1 
1 

1 
1 
1 

1 
1 
1 

0.91 
1 
1 

9 P1 
P2 
P3 

1 
0.90 
1 

0.87 
1 
1 

1 
1 
1 

1 
0.83 
1 

0.96 
0.95 
1 

10 P1 
P2 
P3 

1 
0.81 
0.57 

1 
0.65 
0.67 

1 
0.67 
1 

1 
0.72 
0.83 

1 
0.71 
0.76 

Table 7.9: Recall for description of provenance information components across biomedical 
papers. 

misleading or inaccurate information in an attempt to provide knowledge or context to address 

gaps (Liu et al., 2024a). This issue can lead to users receiving misleading or incorrect answers 

to their queries. 

Several studies (Lewis, 2019; Abedu et al., 2024; Chen et al., 2024) highlight that LLMs face 

inherent token limitations, requiring documents to be split into chunks to overcome this constraint. 

This challenge can result in the generation of inaccurate responses or disrupt the document’s 

coherence (Wang et al., 2024). In conclusion, incorrect tokenization for lengthy texts can hinder 

the understanding of input, resulting in unsatisfactory output. 
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7.5 Summary

In this study, we aimed to assess the usefulness of provenance extraction for biomedical dataset 

search through a user experience study. Our fndings demonstrate the considerable value of pro-

viding provenance information, as highlighted by our participants — ten biomedical researchers. 

These results refect the ability of our extractor to infer provenance information from biomedical 

papers, with participants noting that the extracted provenance was of high quality. 

In this chapter, we discussed the results of the user experience evaluation. This evaluation was 

conducted using both qualitative and quantitative analyses, employing various metrics, including 

completeness, correctness and accuracy. 





137 

Chapter 8

Discussion

This chapter summarises the main fndings from Chapters 4–7, linking them to broader literature 

in IR, text mining, LLMs, visualisation and biomedical research practices. While each results 

chapter includes its own discussion, the focus here is on synthesising themes and identifying 

implications. 

The studies presented in this thesis explore the enhancement of biomedical dataset search through 

the integration of provenance metadata in visualisations, drawing on insights and requirements 

from biomedical researchers’ search behaviours, workfow visualisation practices, prompt en-

gineering for provenance extraction and evaluations of presentation methods. The fndings of 

these studies demonstrate that the provenance information of experimental data within datasets 

is not only additional metadata but a key element that strengthens dataset discovery, evaluation 

and reuse in biomedical domains. 

From a biomedical research practices perspective, the frst study (Chapter 4) revealed that 

provenance metadata addresses specifc needs of biomedical researchers, particularly support-

ing experimental reproducibility and enabling the reuse of datasets. This study outlined three 

current strategies for searching datasets starting with search in public sources, followed by liter-

ature search and fnally using social networks. In addition, this study revealed that biomedical 

researchers face distinctive challenges, including insufcient metadata quality and a lack of de-

tailed provenance information. These fndings are consistent with earlier research (Buneman 

and Tan, 2007; Collins and Tabak, 2014; Baum et al., 2017; Liu et al., 2020; Gregory et al., 

2020), which emphasised the need for improved dataset metadata and highlighted the scarcity 

of provenance information associated with datasets. Provenance information can play a cru-

cial role in ensuring the reproducibility and trustworthiness of research results (Valdez et al., 

2017; Gierend et al., 2024). This study extends prior work by specifying biomedical-specifc 
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requirements, such as integrating public source and literature searches into a unifed process 

and leveraging social networks for dataset sharing. Given the importance of obtaining detailed 

provenance information for datasets, this integration of strategies does not guarantee the retrieval 

of sufcient or accurate provenance information, nor does it ensure a timely response — factors 

that may negatively afect both the research process and its outcomes. 

While several data journals facilitate traditional scholarly communication to support biomedical 

data sharing and reuse (Fan et al., 2013), various social practices, including ethical, privacy, 

and acknowledgment considerations, may indirectly afect data exchange and reuse (Federer 

et al., 2015). Furthermore, sharing a dataset without sufcient metadata or provenance informa-

tion can afect its usefulness; therefore, it has been recommended that standards for metadata 

and provenance information be improved to better support such tasks (Federer et al., 2015). 

Although scholarly communication is crucial across various domains, it faces signifcant chal-

lenges, particularly its lengthy process of publishing data within datasets. In the context of 

biomedical research, such delays can hinder timely dataset availability, limit opportunities for 

data reuse, and prevent the provision of detailed provenance information. This, in turn, may 

impact researchers’ ability to assess dataset and trace research workfows — core requirements 

for efective dataset discovery and reuse. 

From an IR perspective, the current search strategies for searching datasets, as observed in 

Chapter 4, which involve sequentially combining public source, literature and social network 

search, parallel query expansion in IR, where diverse information sources refne the researcher’s 

understanding to improve dataset selection and reuse. The application of these strategies may 

depend on the researcher’s skills and experience, including the ability to design efective prompts 

for each strategy and to integrate heterogeneous datasets from multiple sources. There is scope 

for future dataset search systems to automate these strategies. Techniques such as semantic 

search and LLMs could be employed to reduce reliance on manual integration and to retrieve 

high-quality datasets across varying levels of user expertise. 

In the context of LLMs and prompt engineering, the evaluation in Chapter 6 showed that Sce-

nario and Question Refnement patterns yielded the highest precision and recall for provenance 

extraction from biomedical literature. While consistent with emerging research on prompt engi-

neering for complex extraction tasks (Ehsani et al., 2025), the observed recall limitations echo 

concerns about token limits and hallucination in LLM outputs (Liu et al., 2024a; Ye et al., 2023). 

These fndings highlight the importance of post-extraction validation and optimisation to ensure 

reliability of results. LLMs are continually expanding, with ongoing improvements in their 

capabilities to meet users’ needs. However, to be valuable for the biomedical community in the 

context of dataset search and reuse, the most critical challenge to address is the hallucination 
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problem. This community depends on scientifcally accurate information, and given the time 

constraints researchers face, providing a tool that produces inaccurate results due to hallucina-

tions would be more harmful than requiring them to manually review datasets, as is currently 

the practice. Future research on mitigating hallucinations in LLMs, such as that described by 

(Zhang et al., 2025), could further enhance the reliability and applicability of LLMs. 

The role of formatting complexity in extracting provenance information from PDFs was also 

identifed as a key issue in this study. These challenges of extracting information from PDFs 

align with long-standing issues in biomedical text mining (Cohen and Hersh, 2005; Bhargava 

et al., 2017). Many classical approaches have focused on abstracts, owing to their more reliable 

accessibility via portals such as PubMed. However, this study highlights the necessity of robust 

full-text extraction to meet provenance requirements. Thus, adopting structured publishing 

standards (e.g., JATS XML) for full-text articles can substantially enhance provenance extraction 

eforts. 

Several prior studies on workfow visual representations, visualisations, and graphical abstracts 

have aimed to present research procedures in a way that is easy to understand (Von Rosing et al., 

2015; Willoughby and Frey, 2017; Wratten et al., 2021). Building on this idea, we designed an 

activity-centred diagram to present the provenance of data within datasets. We then assessed the 

efectiveness of this visual representation — which incorporates provenance information from 

biomedical experimental data contained in public datasets — in Chapter 5. The results of this 

assessment demonstrated that provenance metadata within workfow visualisations signifcantly 

enhances biomedical dataset search and reuse, outperforming other types of metadata used in 

platforms such as DataMed and PubMed. In addition, Chapter 7 confrmed that presenting 

provenance information generated by LLMs enhances user understanding and supports informed 

decision-making in dataset search. This representation of provenance metadata can improve 

the process of understanding and evaluating datasets, thereby supporting the application of the 

FAIR principles in dataset search. Furthermore, our approach aligns with Sahoo et al. (2023), 

who demonstrate provenance’s potential to reduce uncertainty and improve decision-making. 

Although these visualisations were created manually for the purposes of this study, they align 

with the broader literature on workfow visualisation in biomedicine and the use of visual or 

graphical abstracts. However, creating such visualisations manually is time-consuming; there-

fore, automating the generation of these graphs represents an important step towards improving 

dataset search. Future research on automated visualisation generation using LLMs, such as that 

described by Khan et al. (2025), could further advance the automation of visual representations, 

workfow visualisations, and graphical abstracts. 
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The results of the studies in this research indicate that the integration of provenance metadata 

into biomedical dataset search interfaces ofers benefts to the process of decision-making. Addi-

tionally, the studies support the FAIR principles by enabling more transparent dataset evaluation, 

reducing uncertainty about dataset suitability for users’ needs, and fostering interdisciplinary 

trust. However, the work also identifes persistent barriers: the absence of automated provenance 

graph generation and limited publisher adoption of structured full-text formats (JATS XML). 

8.1 Summary

This chapter presents an overall discussion of how provenance metadata can enhance biomedical 

dataset search — from identifying community-specifc requirements to developing extraction 

and visualisation approaches. By linking these contributions to the broader literature in IR, text 

mining, LLMs, visualisation and biomedical research practices, it establishes a foundation for 

both theoretical and applied advancements. The fndings highlight the critical role of prove-

nance in improving dataset discovery and reusability, with implications that extend beyond the 

biomedical domain. 
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Chapter 9

Conclusions

In this thesis, we investigated the issue of dataset search in the biomedical research domain 

and explored ways to enhance the search process for public datasets. Our main goal was to 

assist biomedical researchers in the dataset search process, thereby enhancing the fndability and 

reusability of datasets. We began by examining the feld of dataset search, including existing tools, 

systems, techniques and benchmarks, and subsequently developed a corresponding taxonomy 

(Almuntashiri et al., 2022).To answer RQ1 and gain insights into biomedical researchers’ dataset 

search behaviours, challenges, and requirements, we conducted semi-structured interviews. Our 

fndings revealed several issues, including insufcient metadata, missing provenance information, 

concerns about data quality and limitations in accessibility. These challenges informed our 

decision to focus on providing provenance information to enhance the dataset search process and 

better support researchers’ needs. 

To address RQ2, we then designed two imaginary dataset search tasks, each providing multiple 

options, with one incorporating provenance information extracted from biomedical publications, 

and distributed them via a questionnaire to biomedical researchers. The aim of this study was to 

assess the impact of providing provenance information when searching for biomedical datasets 

and to evaluate how this information could aid researchers in searching for suitable datasets, i.e., 

they identify the provenance information elements needed when searching for datasets. 

After evaluating the efectiveness of provenance information in biomedical dataset search, we 

developed an automated extraction tool aimed at extracting/inferring provenance information 

from biomedical publications, addressing RQ3. This tool can assist researchers in extracting 

valuable provenance information buried within publications, thereby improving the dataset search 

process, and enhancing fndability and reusability of datasets. In this tool, we utilised an 

LLM to extract/infer provenance information, as it has demonstrated its ability in information 
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extraction tasks. Additionally, we developed several specialised prompts to optimise the LLM’s 

performance and conducted experiments to identify the most efective one for use. However, this 

technique still requires further improvements. 

Finally, we assessed the tool’s performance through a user experience study, which allowed 

us to answer RQ4. We asked ten biomedical researchers, who had published articles based 

on experimental data within public datasets, to upload three papers into the tool and evaluate 

the usefulness of the extracted provenance. This evaluation focus on the completeness and 

correctness of the provenance information. 

Through this research, we found several requirements that need to be addressed to improve 

datasets, which can be summarised as follows: 

• The dataset search process in biomedicine is essential, aiming to assist biomedical re-

searchers in fnding and reusing existing datasets. However, researchers face several 

challenges with current approaches to dataset search, including a lack of metadata that 

adequately describe public datasets. Our fndings indicate that researchers have specifc 

requirements for improving the efectiveness of biomedical dataset search. 

• We fnd that providing provenance metadata has a positive infuence on dataset search. 

Provenance information enhances the ability of biomedical researchers to assess public 

datasets more efectively than the current metadata available in platforms such as DataMed 

and PubMed. It provides a deeper understanding of the history of the data within datasets 

and facilitates their reuse, which is particularly valuable for reproducibility tasks. In 

addition, provenance information helps reduce uncertainty when assessing online datasets, 

thereby supporting the implementation of the FAIR principles in dataset search. 

• We demonstrate the ability of LLMs, specifcally ChatGPT-4o, to infer provenance in-

formation from publications based on datasets, achieving high-quality results through the 

use of enhanced prompts. In addition, the model demonstrates scalability in inferring 

provenance from all publications related to exome sequencing experiments in PubMed. 

Furthermore, LLMs can convert the inferred provenance from unstructured text into the 

PROV-DM format. 

• We fnd that the provenance information inferred from publications using ChatGPT-4o 

was well received by biomedical researchers in a user experience study, assisting them in 

understanding the history of the data and supporting its fnd and reuse. 
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9.1 Future Work

The dataset search domain has gained signifcant attention over the past decade from various 

communities, including the information retrieval, open data, and database communities. In ad-

dition, this domain has attracted increasing interest in several international scientifc events, such 

as the ’DATA: SEARCH’18’ workshop. At the same time, dataset search has been increasingly 

utilised across multiple scientifc domains to facilitate dataset discovery and reuse, supporting 

research tasks such as reproducibility. Given the vast number of public datasets available in open 

portals and domain-specifc repositories, we believe there remains a signifcant need to explore 

the unique characteristics of each data type, as diferent scientifc communities prioritise their 

specifc needs and research requirements. 

Regarding dataset search in biomedical research domains, which is the focus of this thesis, there 

are multiple research directions to consider for future work. One research direction is to improve 

metadata quality in public sources to better meet the needs of dataset searchers. As we found in 

Chapter 4, the quality of metadata in public repositories infuences the dataset search process. 

This fnding aligns with prior research (Chapman et al., 2020; Löfer et al., 2021). In our study, 

we addressed the lack of provenance information in metadata within biomedical dataset search, 

which can support decision-making and the reusability of existing datasets. 

However, providing provenance information is not only essential in this context; it is also critical 

across various scientifc domains and tasks. As confrmed by Wittner et al. (2023), tracking and 

providing provenance to end users can enhance the reproducibility of research outcomes, increase 

trust in experimental results for reuse, and support the assessment of data quality. Nevertheless, 

a gap remains in the automatic or inferred capture of provenance metadata. Addressing this gap 

is crucial for strengthening the trustworthiness and reusability of scientifc datasets. 

Along with provenance metadata, there remains a gap in enhancing metadata with respect to 

fndability and accessibility, as identifed in our study (see section 4.2.6). As confrmed by 

Löfer et al. (2021); Ding et al. (2014), efective dataset retrieval depends on the availability of 

metadata that describes the methods for fnding and accessing datasets—both of which are key 

components of the FAIR data principles. Moreover, such metadata should be comprehensive, 

encompassing all relevant elements necessary to understand the history of the data, as well as 

how to fnd and access the data for reuse. Thus, an open research direction lies in developing 

methods to capture accessibility information about datasets and integrate this information with 

provenance metadata, thereby strengthening adherence to the FAIR data principles. 
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Another research direction is to investigate and develop an automated method suitable for 

presenting all provenance information in accordance with the provenance standard mentioned 

above. Although previous studies, such as Deutch et al. (2015), have focused on the presentation 

of provenance information, a key gap remains in the automatic interpretation and adaptation of 

provenance information for multiple types of consumers, ranging from experts to non-experts. 

Wittner et al. (2023) highlight that provenance information spans the entire research lifecycle, 

from material acquisition to the derivation of results. Therefore, a comprehensive method should 

not only capture or infer the full range of provenance information but also automatically tailor 

its presentation to suit the needs and levels of understanding of diverse researchers, thereby 

facilitating the reading, interpretation, and reuse of the data. 

We hope that our research will contribute to assisting biomedical researchers in searching for 

public datasets and enhancing the reusablility and reproducibility of experimental datasets. In 

addition, we aspire for other researchers to further advance the development of dataset search, 

both in general and within the biomedical research domain. 
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Appendix A

Human Study 1



 

 
[Date: 24-06-2022]  [Version number: 2]  [Ethics/IRAS number: 73032]  

 

 

Participant Information Sheet 

 

Study Title: Dataset search for ML pipelines 

 

Researcher: Abdullah Almuntashiri 

ERGO number: 73032       

 

You are being invited to take part in the above research study. To help you decide whether you 

would like to take part or not, it is important that you understand why the research is being done 

and what it will involve. Please read the information below carefully and ask questions if anything is 

not clear or you would like more information before you decide to take part in this research.  You 

may like to discuss it with others but it is up to you to decide whether or not to take part. If you are 

happy to participate you will be asked to sign a consent form. 

 

What is the research about? 

There are already several existing services and methods such as Google Dataset Search that assist 

users in finding datasets; they include several new features to meet users’ needs of datasets. 

Nevertheless, there is a lack of the methods of expressing requirements of datasets to be used for 

machine learning (ML) methods and pipelines beyond searching for content and format. Due to the 

large number of datasets that exist on the web, researchers/ scientists can encounter a number of 

difficulties when trying to discover appropriate datasets for ML. Choices of dataset spread can 

impact the performance of a machine learning system. The dataset search field is novel, and to 

date, there has been a lack of research on dataset search. The purpose of this research study is to 

supplement such efforts and develop new methods and tools or improve existing dataset search 

methods that could help find datasets for use in ML pipelines. It will explore what types of 

additional information ML developers need, how to express this in a query, how to measure it over 

a dataset and return results. 

 

Why have I been asked to participate? 

The primary goal of this research is to discover the dataset search requirements for machine 

learning models in order to design a new approach. Therefore, you have been invited to participate 

since your knowledge of the field is sufficient and you are capable of answering the questions. 

 

What will happen to me if I take part? 

By conducting the interview, you will help us in the dataset search domain. Your answers will help 

to find out the requirements of dataset search for ML models. Before conducting this interview, you 

need to read the consent form and then decide to agree or disagree. If your decision is to agree, 

you will start to answer some questions based on your experience in dataset search for ML 

purposes. 

 

Are there any benefits in my taking part? 

 

There is no benefit that will be given to participants in this study. The participation in this study will 

be voluntary. The participants will contribute to develop the domain of dataset search for ML 

models. This contribution can improve the development of dataset search as well as facilitate the 

process of discovering datasets for ML purposes. 

 

Are there any risks involved? 

 

No. This study was approved by the Ethics committee at the University. There are no expected risks 

identified. 

 

What data will be collected? 

The aim of this study is to collect data to answer only research questions. Therefore, personal 

information will not be collected that could determine the identity of the participants. Regarding 

demographics data, the level of experience in searching dataset for ML purposes can be collected. 



 

 
[Date: 24-06-2022]  [Version number: 2]  [Ethics/IRAS number: 73032]  

 

Despite there is no personal information will be collected, all collected data will be anonymous and 

confidential with Data Protection Laws.  

I would like to record the interviews and then transcript them. Therefore, the participants will be 

informed that I intend to record the interview and this is optional; they have the right to agree or 

disagree. A tick box for the audio recording agreement will be provided in the consent form.  

 

Will my participation be confidential? 

 

Your participation and the information we collect about you during the course of the research will 

be kept strictly confidential.  

 

Only members of the research team and responsible members of the University of Southampton 

may be given access to data about you for monitoring purposes and/or to carry out an audit of the 

study to ensure that the research is complying with applicable regulations. Individuals from 

regulatory authorities (people who check that we are carrying out the study correctly) may require 

access to your data. All of these people have a duty to keep your information, as a research 

participant, strictly confidential. 

According to university policy, the collected data will be stored for ten years on the University 

server. All files will be encrypted to be more confidential. I intend to quote directly from the 

answers of the participant, if I need a direct quotation. Any audio records will be destroyed after the 

transcribing process is done. Then, the transcribed data will be stored with all the files of this study 

on the University server.  

 

Do I have to take part? 

No, it is entirely up to you to decide whether or not to take part. If you decide you want to take 

part, you will need to sign a consent form to show you have agreed to take part.  

The participants, who will conduct the interview, will be asked to sign the consent form before 

starting the conversation.  

 

What happens if I change my mind? 

You have the right to change your mind and withdraw at any time without giving a reason and 

without your participant rights being affected.   

All collected data in this interview will be discarded and deleted. 

 

What will happen to the results of the research? 

Your personal details will remain strictly confidential. Research findings made available in any 

reports or publications will not include information that can directly identify you without your 

specific consent. 

 

  

Where can I get more information? 

If you have any questions about the survey, please email us: aa1r21@soton.ac.uk 

Abdullah Almuntashiri. 

 

 

What happens if there is a problem? 

If you have a concern about any aspect of this study, you should speak to the researchers who will 

do their best to answer your questions.  

If you remain unhappy or have a complaint about any aspect of this study, please contact the 

University of Southampton Research Integrity and Governance Manager (023 8059 5058, 

rgoinfo@soton.ac.uk). 

 

 

Data Protection Privacy Notice 

The University of Southampton conducts research to the highest standards of research integrity. As 

a publicly-funded organisation, the University has to ensure that it is in the public interest when we 

use personally-identifiable information about people who have agreed to take part in research.  This 

means that when you agree to take part in a research study, we will use information about you in 
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the ways needed, and for the purposes specified, to conduct and complete the research project. 

Under data protection law, ‘Personal data’ means any information that relates to and is capable of 

identifying a living individual. The University’s data protection policy governing the use of personal 

data by the University can be found on its website 

(https://www.southampton.ac.uk/legalservices/what-we-do/data-protection-and-foi.page).  

 

This Participant Information Sheet tells you what data will be collected for this project and whether 

this includes any personal data. Please ask the research team if you have any questions or are 

unclear what data is being collected about you.  

 

Our privacy notice for research participants provides more information on how the University of 

Southampton collects and uses your personal data when you take part in one of our research 

projects and can be found at 

http://www.southampton.ac.uk/assets/sharepoint/intranet/ls/Public/Research%20and%20Integrity%

20Privacy%20Notice/Privacy%20Notice%20for%20Research%20Participants.pdf  

 

Any personal data we collect in this study will be used only for the purposes of carrying out our 

research and will be handled according to the University’s policies in line with data protection law. If 

any personal data is used from which you can be identified directly, it will not be disclosed to 

anyone else without your consent unless the University of Southampton is required by law to 

disclose it.  

 

Data protection law requires us to have a valid legal reason (‘lawful basis’) to process and use your 

Personal data. The lawful basis for processing personal information in this research study is for the 

performance of a task carried out in the public interest. Personal data collected for research will not 

be used for any other purpose. 

 

For the purposes of data protection law, the University of Southampton is the ‘Data Controller’ for 

this study, which means that we are responsible for looking after your information and using it 

properly. The University of Southampton will keep identifiable information about you for 10 years 

after the study has finished after which time any link between you and your information will be 

removed. 

 

For studies involving other recruitment sites the following information must be included: 

the University of Southampton will keep identifiable information about you from this study [for 10 

years after the study has finished/ until 2031] 

 

To safeguard your rights, we will use the minimum personal data necessary to achieve our research 

study objectives. Your data protection rights – such as to access, change, or transfer such 

information - may be limited, however, in order for the research output to be reliable and accurate. 

The University will not do anything with your personal data that you would not reasonably expect.  

 

If you have any questions about how your personal data is used, or wish to exercise any of your 

rights, please consult the University’s data protection webpage 

(https://www.southampton.ac.uk/legalservices/what-we-do/data-protection-and-foi.page) where 

you can make a request using our online form. If you need further assistance, please contact the 

University’s Data Protection Officer (data.protection@soton.ac.uk). 

 

 

Thank you. 

Thank the individual for taking the time to read the information sheet and considering taking part 

in the research. 
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In this interview, we designed guideline questions as follow: 

Questions Justifcation

Part 1: Background and Experience

Can you please tell me a little about yourself? To collect demographic details 

Why do you search for datasets in your feld, 

and how do you relate dataset search to your 

area of research? 

To ensure their understanding of the dataset search 

domain 

Part 2: About your tasks

Describe to me a recent project that required 

you to search for a dataset. 

To understand the nature of the relationship between 

dataset search and their domains 

What types of datasets do you use? To understand the type of used datasets (e.g., struc-

tured, semi-structured, unstructured) 

What types of data content do you work with? To understand the nature of the data they use and 

work with 

Part 3: Searching for datasets

When you search for datasets, what methods 

do you use? 

To understand the methods used for searching 

datasets, including techniques, websites, and tools 

Why do you prefer using these specifc meth-

ods? 

To understand the reasons behind using these meth-

ods 

How often do you search for datasets, and how 

much time do you typically expect to spend on 

it? 

To understand the time spent and how current meth-

ods are used to retrieve datasets 

Where do you usually search for datasets? To explore the methods used for searching datasets 

(e.g., private repositories, public databases, journals, 

or personal contacts), which would help us under-

stand the features of these methods 

What information do you usually look for, and 

what considerations do you keep in mind when 

actively searching for data? 

To identify the pieces of information that would assist 

them in selecting datasets 

What challenges or issues do you face when 

searching for datasets? 

To understand the obstacles in current methods and 

how they can be overcome 

Part 4: Judging

Can you describe how you judge each phase 

of searching for datasets? 

To understand their methods for assessing the 

datasets they retrieved 
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Do you fnd metadata helpful when assessing 

datasets during your search? If yes, why. If 

no, why not. 

To understand the usability of metadata in making 

judgments, which would provide insights into the 

methods used for making those judgments 

Part 5: Quality

What are some common data quality issues 

you encounter when searching for datasets? 

To understand if there is a relationship between 

dataset search and data quality 

What strategies or techniques do you use to 

ensure the quality of your datasets? 

To understand how they currently address data qual-

ity when searching for datasets 

Part 6: Important Information

What are the most important elements or key 

information you focus on when searching for 

datasets? 

To identify the elements they look for during a dataset 

search 

What specifc information do you need to 

know about a dataset before using it? 

To understand what elements can facilitate dataset 

search 

Part 7: Suggestions

How would you imagine dataset search could 

be better? 

To identify the aspects of dataset search that need 

improvement 

Table A.1: Summary of Interview Questions and Justifcations 
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Appendix B

Survey + Statistical Analysis
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Participant Information Sheet 

 
Study Title: Dataset search for biomedical researchers 
 
Researcher: Abdullah Almuntashiri 
ERGO number: 92985       
 
You are being invited to take part in the above research study. To help you decide whether you 
would like to take part or not, it is important that you understand why the research is being done 
and what it will involve. Please read the information below carefully and ask questions if anything is 
not clear or you would like more information before you decide to take part in this research.  You 
may like to discuss it with others but it is up to you to decide whether or not to take part. If you are 
happy to participate you will be asked to sign a consent form. 
 
What is the research about? 
There  are already several existing services and methods, such as Google Dataset Search that assist 
users in searching datasets; they include several new features to meet users’ needs for datasets. 
Nevertheless, there is a lack of the methods of expressing requirements of datasets to be used in 
biomedical research domains. Due to the large number of datasets that exist on the web, 
researchers/ scientists can encounter a number of difficulties when trying to discover appropriate 
datasets. The dataset search field is novel, and to date, there has been a lack of research on dataset 
search for biomedical research. The purpose of this research study is to supplement such efforts 
and develop new techniques that could help discover datasets for biomedical research. It will 
explore what types of additional information biomedical researchers need and how to identify 
datasets using provenance information in addition to their metadata. 
 
Why have I been asked to participate? 
The primary goal of this research is to confirm that extracting and providing provenance 
information of biomedical datasets in addition to their metadata can help to enhance the dataset 
search process. Therefore, you have been invited to participate since your knowledge of the field is 
sufficient and you are capable of answering the questions. 
What will happen to me if I take part? 
By responding to the survey, you will help us in the dataset search domain. Your answers will help 
to find out the requirements of dataset search for biomedical research. By responding to the survey, 
you need to read this form and then decide to agree or disagree. If your decision is to agree, you 
will start to answer some questions based on your experience in dataset search for biomedical 
purposes. 
 
Are there any benefits in my taking part? 
 
The participation in this study will be voluntary with entering a voucher raffle if they would like. The 
participants will contribute to develop the domain of dataset search for biomedical research. This 
contribution can improve the development of dataset search as well as facilitate the process of 
discovering datasets for biomedical purposes. 
 
Are there any risks involved? 
 
No. This study was approved by the Ethics committee at the University. There are no expected risks 
identified. 
 
What data will be collected? 
The aim of this study is to collect data to answer only research questions. Therefore, personal 
information will not be collected that could determine the identity of the participants. If you want to 
enter a raffle to win an Amazon voucher, we will ask you to provide your email address. Regarding 
demographic data, the area of research might be collected. Despite the possibility of collecting 
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personal information only for a raffle, the Data Protection Laws ensure the confidentiality of all 
collected data.  
 
Will my participation be confidential? 
 
Your participation and the information we collect about you during the course of the research will 
be kept strictly confidential.  
 
Only members of the research team and responsible members of the University of Southampton 
may be given access to data about you for monitoring purposes and/or to carry out an audit of the 
study to ensure that the research is complying with applicable regulations. Individuals from 
regulatory authorities (people who check that we are carrying out the study correctly) may require 
access to your data. All of these people have a duty to keep your information, as a research 
participant, strictly confidential. 
According to university policy, the collected data will be stored for ten years on the University 
server. All files will be encrypted to be more confidential. I intend to quote directly from the 
answers of the participant, if I need a direct quotation. Any audio records will be destroyed after the 
transcribing process is done. Then, the transcribed data will be stored with all the files of this study 
on the University server.  
 
Do I have to take part? 
No, it is entirely up to you to decide whether or not to take part. If you decide you want to take 
part, you will need to sign a consent form to show you have agreed to take part.  
The participants, who will conduct the interview, will be asked to sign the consent form before 
starting the conversation.  
 
What happens if I change my mind? 
You have the right to change your mind and withdraw at any time without giving a reason and 
without your participant rights being affected.   
All collected data in this survey will be discarded and deleted. 
 
What will happen to the results of the research? 
Your personal details will remain strictly confidential. Research findings made available in any 
reports or publications will not include information that can directly identify you without your 
specific consent. 
 
  
Where can I get more information? 
If you have any questions about the interviews, please email us: aa1r21@soton.ac.uk 
Abdullah Almuntashiri. 
 
 
What happens if there is a problem? 
If you have a concern about any aspect of this study, you should speak to the researchers who will 
do their best to answer your questions.  
If you remain unhappy or have a complaint about any aspect of this study, please contact the 
University of Southampton Research Integrity and Governance Manager (023 8059 5058, 
rgoinfo@soton.ac.uk). 
 
 
Data Protection Privacy Notice 
The University of Southampton conducts research to the highest standards of research integrity. As 
a publicly-funded organisation, the University has to ensure that it is in the public interest when we 
use personally-identifiable information about people who have agreed to take part in research.  This 
means that when you agree to take part in a research study, we will use information about you in 
the ways needed, and for the purposes specified, to conduct and complete the research project. 
Under data protection law, ‘Personal data’ means any information that relates to and is capable of 
identifying a living individual. The University’s data protection policy governing the use of personal 
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data by the University can be found on its website 
(https://www.southampton.ac.uk/legalservices/what-we-do/data-protection-and-foi.page).  
 
This Participant Information Sheet tells you what data will be collected for this project and whether 
this includes any personal data. Please ask the research team if you have any questions or are 
unclear what data is being collected about you.  
 
Our privacy notice for research participants provides more information on how the University of 
Southampton collects and uses your personal data when you take part in one of our research 
projects and can be found at 
http://www.southampton.ac.uk/assets/sharepoint/intranet/ls/Public/Research%20and%20Integrity%
20Privacy%20Notice/Privacy%20Notice%20for%20Research%20Participants.pdf  
 
Any personal data we collect in this study will be used only for the purposes of carrying out our 
research and will be handled according to the University’s policies in line with data protection law. If 
any personal data is used from which you can be identified directly, it will not be disclosed to 
anyone else without your consent unless the University of Southampton is required by law to 
disclose it.  
 
Data protection law requires us to have a valid legal reason (‘lawful basis’) to process and use your 
Personal data. The lawful basis for processing personal information in this research study is for the 
performance of a task carried out in the public interest. Personal data collected for research will not 
be used for any other purpose. 
 
For the purposes of data protection law, the University of Southampton is the ‘Data Controller’ for 
this study, which means that we are responsible for looking after your information and using it 
properly. The University of Southampton will keep identifiable information about you for 10 years 
after the study has finished after which time any link between you and your information will be 
removed. 
 
For studies involving other recruitment sites the following information must be included: 
the University of Southampton will keep identifiable information about you from this study [for 10 
years after the study has finished/ until 2031] 
 
To safeguard your rights, we will use the minimum personal data necessary to achieve our research 
study objectives. Your data protection rights – such as to access, change, or transfer such 
information - may be limited, however, in order for the research output to be reliable and accurate. 
The University will not do anything with your personal data that you would not reasonably expect.  
 
If you have any questions about how your personal data is used, or wish to exercise any of your 
rights, please consult the University’s data protection webpage 
(https://www.southampton.ac.uk/legalservices/what-we-do/data-protection-and-foi.page) where 
you can make a request using our online form. If you need further assistance, please contact the 
University’s Data Protection Officer (data.protection@soton.ac.uk). 
 
 
Thank you. 
Thank the individual for taking the time to read the information sheet and considering taking part 
in the research. 
 
 
 
 
 
 
 
 



Consent

Study title: Dataset search for Biomedical Researchers

 Ethics/ERGO no: 92985

This survey is a part of my research on dataset search for biomedical researchers. The questions are

designed to explore how provenance information—that is, the origin and history of datasets—can

improve the process of searching for biomedical datasets. Your responses will contribute valuable

insights into whether provenance information effectively aids in selecting the biomedical datasets. This

research is being conducted at the School of Electronics and Computer Science, University of

Southampton, and is for only academic research purposes. The survey should take approximately 15-

20 minutes to complete. Please be assured that your responses will be kept completely anonymous

and confidential. Unless you would like to enter a raffle to win an Amazon voucher, we will ask you to

enter your email. You have the right to withdraw from the survey at any point without penalty. Your time

and your participation are appreciated.

If you have any questions about the survey, please email us: aa1r21@soton.ac.uk

Abdullah Almuntashiri.

Participant Information Sheet

Please tick this box to indicate that you consent to taking part in this survey.

Demographic

I agree

I disagree

05/03/2025, 23:56 Qualtrics Survey Software

https://southampton.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrintPreview?ContextSurveyID=SV_eJAaUcfrdWaoiAm&ContextLibraryI… 1/24



What best describes you?

What is your area of research?

Please briefly describe your role.

Block 2

Task 1: Imagine you are a new postgraduate biomedical researcher. You would like to

initiate a project looking at factors contributing to Inflammatory Bowel Disease (IBD) in

infants. You need a dataset for investigation purposes to understand this disease. As

you search, you need to identify whether a particular dataset is worth downloading,

extracting and evaluating for your use.

Professor

Lecturer

Research Fellow

Postdoctoral researcher

PhD student

Other:

05/03/2025, 23:56 Qualtrics Survey Software
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1: You submit a query on datamed.org to find a dataset to conduct the analysis

and investigation.

Click NEXT to see the results                                                                   

You see :    

Name: Inflammatory Bowel Disease Genetics

Repository: NIDDK Central

Repository Identifier: NIDDK.cr:IBD

Data or Study Types: clinical trial

Source Organization: National Institute of Diabetes and Digestive and Kidney Diseases

Access Conditions: available with restriction

Access Hyperlink: https://www.niddkrepository.org/studies/icdb/IBD.

Note: Downloading this dataset for in-depth inspection will take 90 minutes of your time.
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Q1: Would you download this dataset now or would you like to
see more dataset options?

Q2: If yes, what part of the above information helped you
decide?        
Tip: Rank each element from 0 (Not useful at all) to 4 (Very useful)

Q3: If no, what are some reasons that you would like to see
more dataset options?

No, I want to see more options

Yes, download this one

I'm not sure yet

Other:

Name  

Repository  

Repository
Identifier

 

Data or Study
Types

 

Source
Organization

 

Access
Conditions

 

Access Hyperlink  

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 4

05/03/2025, 23:56 Qualtrics Survey Software
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Block 3

2: You submit a query on pubmed.ncbi.nlm.nih.gov/ to expand you current dataset to

complete your investigation

Click NEXT to see the results

Title: Inflammatory Bowel Disease in Children and Adolescents

Abstract: The inflammatory bowel diseases (IBDs), including ulcerative colitis and Crohn disease, are

chronic inflammatory disorders of the gastrointestinal tract most often diagnosed in adolescence and

young adulthood, with a rising incidence in pediatric populations. These disorders are common enough

in children that most pediatricians and other pediatric clinicians will encounter children with IBD in their

general practice. Inflammatory bowel disease is caused by a dysregulated mucosal immune response

to the intestinal microflora in genetically predisposed hosts. Although children can present with the

classic symptoms of weight loss, abdominal pain, and bloody diarrhea, many present with nonclassic

symptoms of isolated poor growth, anemia, or other extraintestinal manifestations. Once IBD is

diagnosed, the goals of therapy consist of eliminating symptoms, normalizing quality of life, restoring

growth, and preventing complications while minimizing the adverse effects of medications. Unique

considerations when treating children and adolescents with IBD include attention to the effects of the

disease on growth and development, bone health, and psychosocial functioning. The purpose of this

review is to provide a contemporary overview of the epidemiologic features, pathogenesis, diagnosis,

and management of IBD in children and adolescents.

Note: Downloading this dataset for in-depth inspection will take 90 minutes of your time.
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Q1: Would you download this dataset now or would you like to
see more dataset options?

Q2: If yes, what part of the above information helped you
decide?        
Tip: Rank each element from 0 (Not useful at all) to 4 (Very useful)

No, I want to see more options

Yes, download this one

I'm not sure yet

other:

Tilte  

Abstract  

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 4

05/03/2025, 23:56 Qualtrics Survey Software
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Q3: If no, what are some reasons that you would like to see
more dataset options?

Block 4

3: You submit a query on PubMed (new search portal) for a new analysis.

Click NEXT to see the results

Click here to see a clearer picture: Immunological profiling of paediatric inflammatory bowel disease using unsupervised

machine learning
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Note: Downloading this dataset for in-depth inspection will take 90 minutes of your time.

Q1: Would you download this dataset now or would you like to
see more dataset options?

Q2: If yes, what part of the above information helped you
decide?        
Tip: Rank each element from 0 (Not useful at all) to 4 (Very useful)

No, I want to see more options

Yes, download this one

I'm not sure yet

Other:

Title + Authors +
Year

 

Provenance
Information

Details
 

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 4
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Q2.B: Based on this information, check all the items you feel
confident about.

Q3: If no, what are some reasons that you would like to see
more dataset options?

Block 5

4: You submit a query on PubMed (new search portal) for a new analysis.

Click NEXT to see the results

Relationships
between the

steps
 

Explanatory
Icons

 

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 4

Getting ethical approval

How the data has been collected

How the data has been processed

Understanding the steps followed

Understanding the outcome of this experiment

Other:

05/03/2025, 23:56 Qualtrics Survey Software

https://southampton.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrintPreview?ContextSurveyID=SV_eJAaUcfrdWaoiAm&ContextLibraryI… 9/24



 

Click here to see a clearer picture: Genetic sequencing of pediatric patients

Note: Downloading this dataset for in-depth inspection will take 90 minutes of your time.

Abstract:

Objectives: Monogenic inflammatory bowel disease (IBD) comprises rare Mendelian causes of gut

inflammation, often presenting in infants with severe and atypical disease. This study aimed to identify

clinically relevant variants within 68 monogenic IBD genes in an unselected pediatric IBD cohort.

Methods: Whole exome sequencing was performed on patients with pediatric-onset disease. Variants

fulfilling the American College of Medical Genetics criteria as "pathogenic" or "likely pathogenic" were

assessed against phenotype at diagnosis and follow-up. Individual patient variants were assessed and

processed to generate a per-gene, per-individual, deleteriousness score.

Results: Four hundred one patients were included, and the median age of disease-onset was 11.92

years. In total, 11.5% of patients harbored a monogenic variant. TRIM22-related disease was

implicated in 5 patients. A pathogenic mutation in the Wiskott-Aldrich syndrome (WAS) gene was

confirmed in 2 male children with severe pancolonic inflammation and primary sclerosing cholangitis. In

total, 7.3% of patients with Crohn's disease had apparent autosomal recessive, monogenic NOD2-

related disease. Compared with non-NOD2 Crohn's disease, these patients had a marked stricturing

phenotype (odds ratio 11.52, significant after correction for disease location) and had undergone

significantly more intestinal resections (odds ratio 10.75). Variants in ADA, FERMT1, and LRBA did not

meet the criteria for monogenic disease in any patients; however, case-control analysis of mutation

burden significantly implicated these genes in disease etiology.

05/03/2025, 23:56 Qualtrics Survey Software
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Discussion: Routine whole exome sequencing in pediatric patients with IBD results in a precise

molecular diagnosis for a subset of patients with IBD, providing the opportunity to personalize therapy.

NOD2 status informs risk of stricturing disease requiring surgery, allowing clinicians to direct prognosis

and intervention.

Note: Downloading this dataset for in-depth inspection will take 90 minutes of your time.

 

Q1: Would you download this dataset now or would you like to
see more dataset options?

Q2: If yes, what part of the above information helped you
decide?        
Tip: Rank each element from 0 (Not useful at all) to 4 (Very useful)

No, I want to see more options

Yes, download this one

I'm not sure yet

Other:
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Q2.B: Based on this information, check all the items you feel
confident about.

Q3: If no, what are some reasons that you would like to see
more dataset options?

Title + Authors +
Year

   

Provenance
Information

Details
   

Relationships
between the

steps
   

Explanatory
Icons

   

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 2 4

Getting ethical approval

How the data has been collected

How the data has been processed

Understanding the steps followed

Understanding the outcome of this experiment

Other:
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Block 6

Task 2: Imagine you are a research fellow in a biomedical research group. One part of

this group is focused on Crohn's disease, including its history, causes and possible

risks. You would like to initiate a project looking at factors contributing to Crohn's

disease. Your task requires a dataset to investigate the impact factors of this disease.

As you search for a dataset, you need to identify whether a particular dataset is worth

downloading, extracting and analysing for fitness for your use.

1: You submit a query on PubMed (new search portal) to find a dataset to conduct

the analysis and investigation.

Click NEXT to see the results

 

Click here to see a clearer picture: Prediction of Crohn’s Disease Stricturing Phenotype Using a NOD2-derived Genomic Biomarker
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Note: Downloading this dataset for in-depth inspection will take 90 minutes of your time.

Q1: Would you download this dataset now or would you like to
see more dataset options?

Q2: If yes, what part of the above information helped you
decide?        
Tip: Rank each element from 0 (Not useful at all) to 4 (Very useful)

No, I want to see more options

Yes, download this one

I'm not sure yet

Other:

Title + Authors +
Year

   

Provenance
Information

Details
   

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 2 4
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Q2.B: Based on this information, check all the items you feel
confident about.

Q3: What are some reasons that you would like to see more
dataset options?

Block 7

2: You submit a query on PubMed (new search portal) to expand you current dataset

to complete your investigation.

Relationships
between the

steps
   

Explanatory
Icons

   

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 2 4

Getting ethical approval

How the data has been collected

How the data has been processed

Understanding the steps followed

Understanding the outcome of this experiment

Other:
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Click NEXT to see the results

 

Click here to see a clearer picture:Routine abdominal magnetic resonance imaging can determine psoas muscle area in

paediatric crohn's disease

Abstract:

Background: Paediatric Crohn's disease (CD) has been associated with undernutrition. Accurate and

accessible measures of body composition would provide data to personalise nutritional therapy. We

assessed feasibility of MRI-derived measures of psoas cross-sectional area (PCSA) in paediatric CD

and correlated with anthropometric and bioelectrical impedance spectroscopy (BIS) measures.

Methods: MRI small bowel/pelvis images of patients with CD, aged <18 years, were retrieved. Patients

with concurrent anthropometric and BIS measurements were eligible for inclusion. The PCSA at L3

was calculated by two assessors and combined. To assess reproducibility of measures we calculated

the coefficient of variation (CoV). Age, height-Z-scores, weight-Z-scores and BIS measures were

correlated with PCSA. Using normal paediatric data from CT-scans we derived psoas area Z-scores for

our cohort.

Results: 10 patients were included. Mean age at MRI scan was 14.6 years (11.7–16.3). PCSA was

calculated for all MRI scans. There was high reproducibility between measurers, mean CoV 0.099.

There was a significant positive correlation between PCSA and BIA-derived fat free mass, Pearson

correlation coefficient (PCC) 0.831, p = 0.003. Correlation coefficients for PCSA and Height-for-age Z-
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score, weight-for-age -Z-score and age were PCC 0.343- p = 0.33, PCC = 0.222- p = 0.54, and PCC

0.6034- p = 0.065, respectively. The mean PCSA Z-score was −1.81, with 70% of the patients having a

Z-score < −2.0.

Conclusions: These data demonstrate the feasibility of deriving measures of body composition from

routine MRI imagine. There was significant positive correlation between PCSA and BIS-derived lean

mass. Further studies are required to confirm applicability of normal ranges prior to routine clinical

implementation.

Note: Downloading this dataset for in-depth inspection will take 90 minutes of your time.

Q1: Would you download this dataset now or would you like to
see more dataset options?

Q2: If yes, what part of the above information helped you
decide?        

No, I want to see more options

Yes, download this one

I'm not sure yet

Other:
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Tip: Rank each element from 0 (Not useful at all) to 4 (Very useful)

Q2.B: Based on this information, check all the items you feel
confident about.

Q3: If no, what are some reasons that you would like to see
more dataset options?

Title + Authors +
Year

   

Provenance
Information

Details
   

Relationships
between the

steps
   

Explanatory
Icons

   

 
0 (Not useful at
all)

2 (Somewhat
Useful) 4 (Very useful)

 0 2 4

Getting ethical approval

How the data has been collected

How the data has been processed

Understanding the steps followed

Understanding the outcome of this experiment

Other:
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Block 8

3: You submit a query on datamed.org to integrate a dataset to yours for further

evaluation. 

Click NEXT to see the results                                                                           
              

You see : 

Name: Ileal immune maturation in Pediatric Crohn's Disease

Repository: Gene Expression Omnibus

Identifier: geo.series:GSE62207

Description: We report the global pattern of ileal gene expression in a cohort of 310 treatment-

naïve pediatric Crohn Disease patients and controls. We focus on genes with consistent altered

expression in the ileum of younger (Paris age A1a) vs older (Paris age A1b) patients.

Data or Study Types: Expression profiling by high throughput sequencing

Source Organization: National Center for Biotechnology Information

Access Conditions: available

Year: 2015

Access Hyperlink: http://www.ncbi.nlm.nih.gov/sites/GDSbrowser?acc=GSE62207
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Note: Downloading this dataset for in-depth inspection will take 90 minutes of your time.

Q1: Would you download this dataset now or would you like to
see more dataset options?

Q2: If yes, what part of the above information helped you
decide?        
Tip: Rank each element from 0 (Not useful at all) to 4 (Very useful)

No, I want to see more options

Yes, download this one

I'm not sure yet

Other:

Name    

Repository    

Identifier    

Data or Study
Types

   

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 2 4
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Q3: If no, what are some reasons that you would like to see
more dataset options?

Block 9

4: You submit a query on pubmed.ncbi.nlm.nih.gov/ to expand your current dataset.

Click NEXT to see the results

Title: Elevated Levels of the Cytokine LIGHT in Pediatric Crohn's Disease

Abstract: LIGHT (homologous to lymphotoxins, exhibits inducible expression, and competes with HSV

glycoprotein D for herpes virus entry mediator, a receptor expressed by T lymphocytes), encoded by

the TNFSF14 gene, is a cytokine belonging to the TNF superfamily. On binding to its receptors, herpes

virus entry mediator and lymphotoxin β receptor, it activates inflammatory responses. We conducted

this study to determine whether plasma LIGHT levels are elevated in Crohn's disease (CD) in a

pediatric population with the aim of nominating this cytokine as a therapeutic target. We used a single-

Source
Organization

   

Access
Conditions

   

Year    

Access Hyperlink    

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 2 4
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molecule immunoassay to determine the circulating levels of free LIGHT in plasma from pediatric

patients with CD in our biobank (n = 183), a panel of healthy pediatric (n = 9) or adult (n = 22)

reference samples, and pediatric biobank controls (n = 19). We performed correlational analyses

between LIGHT levels and the clinical characteristics of the CD cohort, including age, Montreal

classification, family history, medical/surgical therapy, and routine blood test parameters. LIGHT levels

were greatly elevated in CD, with an average of 305 versus 32.4 pg/ml for controls from the biobank (p

< 0.0001). The outside reference samples showed levels of 57 pg/ml in pediatric controls and 55 pg/ml

in adults (p < 0.0001). We found a statistically significant correlation between white blood cell count

and free LIGHT (p < 0.046). We conclude that free, soluble LIGHT is increased 5- to 10-fold in pediatric

CD across an array of disease subtypes and characteristics.

Note: Downloading this dataset for in-depth inspection will take 90 minutes of your time.

Q1: Would you download this dataset now or would you like to
see more dataset options?

No, I want to see more options

Yes, download this one

I'm not sure yet

Other:
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Q2: If yes, what part of the above information helped you
decide?        
Tip: Rank each element from 0 (Not useful at all) to 4 (Very useful)

Q3: If no, what are some reasons that you would like to see
more dataset options?

Block 10

Thank you very much for taking time to complete this survey.
If you would like to discuss this project further please contact:

aa1r21@soton.ac.uk

Write your email if you would like to enter a raffle to win an
Amazon voucher.

Tilte    

Abstract    

 
0 (Not useful at
all)

2 (Somewhat
useful) 4 (Very useful)

 0 2 4
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Figure B.1: Option A: DataMed Metadata 

Figure B.2: Option B: Metadata in abstract 
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Figure B.3: Option C: Provenance metadata 

Figure B.4: Option D: Provenance metadata 
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Figure B.5: Statistical tests conducted in SPSS 1 

Figure B.6: Statistical tests conducted in SPSS 2 
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Figure B.7: Statistical tests conducted in SPSS 3 

Figure B.8: Statistical tests conducted in SPSS 4 
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Figure B.9: Statistical tests conducted in SPSS 5 

Figure B.10: Statistical tests conducted in SPSS 6 
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Figure B.11: Statistical tests conducted in SPSS 7 

Figure B.12: Statistical tests conducted in SPSS 8 
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Figure B.13: Statistical tests conducted in SPSS 9 

Figure B.14: Statistical tests conducted in SPSS 10 
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Figure B.15: Statistical tests conducted in SPSS 11 

Figure B.16: Statistical tests conducted in SPSS 12 
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Figure B.17: Statistical tests conducted in SPSS 13 

Figure B.18: Statistical tests conducted in SPSS 14 
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Figure B.19: Statistical tests conducted in SPSS 15 

Figure B.20: Statistical tests conducted in SPSS 16 
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Figure B.21: Statistical tests conducted in SPSS 17 

Figure B.22: Statistical tests conducted in SPSS 18 
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Figure B.23: Statistical tests conducted in SPSS 19 

Figure B.24: Statistical tests conducted in SPSS 20 
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Appendix C

Human Study 3



 

 
[Date: 15-08-2024]  [Version number: 2]  [Ethics/IRAS number: 98745]  
 

 
Participant Information Sheet 

 
Study Title: Improving biomedical dataset search with provenance information 
Researcher: Abdullah Almuntashiri 
ERGO number: 98745       
 
You are being invited to take part in the above research study. To help you decide whether you 
would like to take part or not, it is important that you understand why the research is being done 
and what it will involve. Please read the information below carefully and ask questions if anything is 
not clear or you would like more information before you decide to take part in this research.  You 
may like to discuss it with others but it is up to you to decide whether or not to take part. If you are 
happy to participate you will be asked to sign a consent form. 
 
What is the research about? 
There are already several existing services and methods, such as Google Dataset Search, that assist 
users in searching for datasets; they include several new features to meet users’ needs. 
Nevertheless, there is a lack of methods for expressing the requirements of datasets to be used in 
biomedical research domains. Due to the large number of datasets available on the web, 
researchers and scientists can encounter numerous difficulties when trying to search appropriate 
datasets. The dataset search field is novel, and to date, there has been a lack of research on dataset 
search specifically for biomedical research. The purpose of this research study is to supplement 
existing efforts and develop new techniques to help select suitable datasets for biomedical 
research. It will assess the completeness of the provided provenance information and identify any 
missing elements. These new techniques will then be evaluated by biomedical researchers to 
determine their effectiveness. 
 
Why have I been asked to participate? 
The primary goal of this research is to assess whether the provided provenance information of 
biomedical datasets is complete. Therefore, you have been invited to participate since your 
knowledge of the field is sufficient and you are capable of answering the questions. 
What will happen to me if I take part? 
By conducting this interview, you will help us in the dataset search domain. Your answers will help 
to assess the completeness of the provided provenance information. Before conducting the 
interview, you need to read this form and then decide to agree or disagree. If your decision is to 
agree, you will start to answer some questions based on your experience in dataset search for 
biomedical purposes. 
 
Are there any benefits in my taking part? 
The participation in this study will be voluntary. The participants will contribute to develop the 
domain of dataset search for biomedical research. This contribution can improve the development 
of dataset search as well as facilitate the process of discovering datasets for biomedical purposes. 
 
Are there any risks involved? 
No. This study was approved by the Ethics committee at the University. There are no expected risks 
identified. 
 
What data will be collected? 
The aim of this study is to collect data to answer only research questions. Therefore, any personal 
information will be pseudonymised during transcription. Regarding demographic data, the area of 
research might be collected. Despite there is no personal information will be captured during 
transcription, all collected data will be anonymous and confidential with Data Protection Laws.  
I would like to record the interviews and then transcript them. Therefore, the participants will be 
informed that I intend to record the interview and this is optional; they have the right to agree or 
disagree. A tick box for the audio recording agreement will be provided in the consent form.  
 
Will my participation be confidential? 



 

 
[Date: 15-08-2024]  [Version number: 2]  [Ethics/IRAS number: 98745]  
 

 
Your participation and the information we collect about you during the course of the research will 
be kept strictly confidential.  
 
Only members of the research team and responsible members of the University of Southampton 
may be given access to data about you for monitoring purposes and/or to carry out an audit of the 
study to ensure that the research is complying with applicable regulations. Individuals from 
regulatory authorities (people who check that we are carrying out the study correctly) may require 
access to your data. All of these people have a duty to keep your information, as a research 
participant, strictly confidential. 
According to university policy, the collected data will be stored for ten years on the University 
server. All files will be encrypted to be more confidential. I intend to quote directly from the 
answers of the participant, if I need a direct quotation. Any audio records will be destroyed after the 
transcribing process is done. Then, the transcribed data will be stored with all the files of this study 
on the University server.  
 
Do I have to take part? 
No, it is entirely up to you to decide whether or not to take part. If you decide you want to take 
part, you will need to sign a consent form to show you have agreed to take part.  
The participants, who will conduct the interview, will be asked to sign the consent form before 
starting the conversation.  
 
What happens if I change my mind? 
You have the right to change your mind and withdraw at any time without giving a reason and 
without your participant rights being affected.   
All collected data in this survey will be discarded and deleted. 
 
What will happen to the results of the research? 
Your personal details will remain strictly confidential. Research findings made available in any 
reports or publications will not include information that can directly identify you without your 
specific consent. 
 
  
Where can I get more information? 
If you have any questions about the interviews, please email us: aa1r21@soton.ac.uk 
Abdullah Almuntashiri. 
 
 
What happens if there is a problem? 
If you have a concern about any aspect of this study, you should speak to the researchers who will 
do their best to answer your questions.  
If you remain unhappy or have a complaint about any aspect of this study, please contact the 
University of Southampton Research Integrity and Governance Manager (023 8059 5058, 
rgoinfo@soton.ac.uk). 
 
 
Data Protection Privacy Notice 
The University of Southampton conducts research to the highest standards of research integrity. As 
a publicly-funded organisation, the University has to ensure that it is in the public interest when we 
use personally-identifiable information about people who have agreed to take part in research.  This 
means that when you agree to take part in a research study, we will use information about you in 
the ways needed, and for the purposes specified, to conduct and complete the research project. 
Under data protection law, ‘Personal data’ means any information that relates to and is capable of 
identifying a living individual. The University’s data protection policy governing the use of personal 
data by the University can be found on its website 
(https://www.southampton.ac.uk/legalservices/what-we-do/data-protection-and-foi.page).  
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This Participant Information Sheet tells you what data will be collected for this project and whether 
this includes any personal data. Please ask the research team if you have any questions or are 
unclear what data is being collected about you.  
 
Our privacy notice for research participants provides more information on how the University of 
Southampton collects and uses your personal data when you take part in one of our research 
projects and can be found at 
http://www.southampton.ac.uk/assets/sharepoint/intranet/ls/Public/Research%20and%20Integrity%
20Privacy%20Notice/Privacy%20Notice%20for%20Research%20Participants.pdf  
 
Any personal data we collect in this study will be used only for the purposes of carrying out our 
research and will be handled according to the University’s policies in line with data protection law. If 
any personal data is used from which you can be identified directly, it will not be disclosed to 
anyone else without your consent unless the University of Southampton is required by law to 
disclose it.  
 
Data protection law requires us to have a valid legal reason (‘lawful basis’) to process and use your 
Personal data. The lawful basis for processing personal information in this research study is for the 
performance of a task carried out in the public interest. Personal data collected for research will not 
be used for any other purpose. 
 
For the purposes of data protection law, the University of Southampton is the ‘Data Controller’ for 
this study, which means that we are responsible for looking after your information and using it 
properly. The University of Southampton will keep identifiable information about you for 10 years 
after the study has finished after which time any link between you and your information will be 
removed. 
 
For studies involving other recruitment sites the following information must be included: 
the University of Southampton will keep identifiable information about you from this study [for 10 
years after the study has finished/ until 2031] 
 
To safeguard your rights, we will use the minimum personal data necessary to achieve our research 
study objectives. Your data protection rights – such as to access, change, or transfer such 
information - may be limited, however, in order for the research output to be reliable and accurate. 
The University will not do anything with your personal data that you would not reasonably expect.  
 
If you have any questions about how your personal data is used, or wish to exercise any of your 
rights, please consult the University’s data protection webpage 
(https://www.southampton.ac.uk/legalservices/what-we-do/data-protection-and-foi.page) where 
you can make a request using our online form. If you need further assistance, please contact the 
University’s Data Protection Officer (data.protection@soton.ac.uk). 
 
 
Thank you for taking the time to read the information sheet and considering taking part in the 
research. 
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niak, and Sebastian Hellmann. Dbpedia-a crystallization point for the web of data. Journal of 

web semantics, 7(3):154–165, 2009. 

Andrew Black and Peter van Nederpelt. Dimensions of data quality (ddq): research paper. 

DAMA NL Foundation, pages 1–113, 2020. 

Tom Blount, Adriane Chapman, Michael Johnson, and Bertram Ludascher. Observed vs. possible 

provenance (research track). In 13th International Workshop on Theory and Practice of 

Provenance (TaPP 2021), 2021. 

Rishi Bommasani, Drew A Hudson, Ehsan Adeli, Russ Altman, Simran Arora, Sydney von 

Arx, Michael S Bernstein, Jeannette Bohg, Antoine Bosselut, Emma Brunskill, et al. On the 

opportunities and risks of foundation models. arXiv preprint arXiv:2108.07258, 2021. 

Christine L. Borgman. Big Data, Little Data, No Data: Scholarship in the Networked World. 

MIT Press, Cambridge, MA, 2015. ISBN 9780262028561. 

Alexei Botchkarev. A new typology design of performance metrics to measure errors in machine 

learning regression algorithms. Interdisciplinary Journal of Information, Knowledge, and 

Management, 14:045–076, 2019. 



200 REFERENCES 

Mohamed Reda Bouadjenek and Karin Verspoor. Multi-feld query expansion is efective for 

biomedical dataset retrieval. Database, 2017:bax062, 2017. 

Keith M Bower. When to use fsher’s exact test. In American Society for Quality, Six Sigma 

Forum Magazine, volume 2, pages 35–37. American Society for Quality Milwaukee, WI, 

USA, 2003. 

Petra M Boynton and Trisha Greenhalgh. Selecting, designing, and developing your question-

naire. Bmj, 328(7451):1312–1315, 2004. 

Ian Brace. Questionnaire design: How to plan, structure and write survey material for efective 

market research. Kogan Page Publishers, 2018. 

Virginia Braun and Victoria Clarke. Using thematic analysis in psychology. Qualitative research 

in psychology, 3(2):77–101, 2006. 

Virginia Braun and Victoria Clarke. Thematic analysis. American Psychological Association, 

2012. 

Virginia Braun and Victoria Clarke. To saturate or not to saturate? questioning data saturation 

as a useful concept for thematic analysis and sample-size rationales. Qualitative research in 

sport, exercise and health, 13(2):201–216, 2021. 

Alvis Brazma, Pascal Hingamp, John Quackenbush, Gavin Sherlock, Paul Spellman, Chris 

Stoeckert, John Aach, Wilhelm Ansorge, Catherine A Ball, Helen C Causton, et al. Minimum 

information about a microarray experiment (miame)—toward standards for microarray data. 

Nature genetics, 29(4):365–371, 2001. 

Kate Bredbenner and Martin Simon. The rise of the graphical abstract. eLife, 11:e77662, 2022. 

. 

Dan Brickley, Matthew Burgess, and Natasha Noy. Google dataset search: Building a search 

engine for datasets in an open web ecosystem. In The World Wide Web Conference, pages 

1365–1375, 2019. 

Giovanni Briganti. How chatgpt works: a mini review. European Archives of Oto-Rhino-

Laryngology, 281(3):1565–1569, 2024. 

Svend Brinkmann and Steinar Kvale. Doing interviews, volume 2. Sage, 2018. 

Andrei Broder. A taxonomy of web search. In ACM Sigir forum, volume 36, pages 3–10. ACM 

New York, NY, USA, 2002. 



201 REFERENCES 

T Brown, B Mann, N Ryder, M Subbiah, JD Kaplan, P Dhariwal, A Neelakantan, P Shyam, 

G Sastry, A Askell, et al. Language models are few-shot learners advances in neural information 

processing systems 33. 2020. 

Peter Buneman and Wang-Chiew Tan. Provenance in databases. In Proceedings of the 2007 

ACM SIGMOD international conference on Management of data, pages 1171–1173, 2007. 

Paul Cairns and Anna L Cox. Research methods for human-computer interaction, volume 10. 

Cambridge University Press Cambridge, 2008. 

Kathi Canese and Sarah Weis. Pubmed: the bibliographic database. The NCBI handbook, 2(1), 

2013. 

Mengyuan Cao, Hang Wang, Xiaoming Liu, Jiahao Wu, and Mengting Zhao. Llm collaboration 

plm improves critical information extraction tasks in medical articles. In China Health 

Information Processing Conference, pages 178–185. Springer, 2023. 

Christopher J Cardinale, Debra J Abrams, Frank D Mentch, John A Cardinale, Xiang Wang, 

Charlly Kao, Patrick Sleiman, and Hakon Hakonarson. Elevated levels of the cytokine light 

in pediatric crohn’s disease. The Journal of Immunology, 210(5):590–594, 2023. 

David Carmel, Naama Zwerdling, Ido Guy, Shila Ofek-Koifman, Nadav Har’el, Inbal Ro-

nen, Erel Uziel, Sivan Yogev, and Sergey Chernov. Personalized social search based 

on the user’s social network. In Proceedings of the 18th ACM Conference on Informa-

tion and Knowledge Management, CIKM ’09, page 1227–1236, New York, NY, USA, 

2009. Association for Computing Machinery. ISBN 9781605585123. . URL https: 

//doi.org/10.1145/1645953.1646109. 

Yupeng Chang, Xu Wang, Jindong Wang, Yuan Wu, Linyi Yang, Kaijie Zhu, Hao Chen, Xiaoyuan 

Yi, Cunxiang Wang, Yidong Wang, et al. A survey on evaluation of large language models. 

ACM transactions on intelligent systems and technology, 15(3):1–45, 2024. 

Adriane Chapman, Elena Simperl, Laura Koesten, George Konstantinidis, Luis-Daniel Ibáñez, 
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Kerstin Gierend, Frank Krüger, Sascha Genehr, Francisca Hartmann, Fabian Siegel, Dagmar 

Waltemath, Thomas Ganslandt, and Atinkut Alamirrew Zeleke. Provenance information for 



207 REFERENCES 

biomedical data and workfows: Scoping review. Journal of Medical Internet Research, 26: 

e51297, 2024. 

Yolanda Gil, Varun Ratnakar, and Daniel Garijo. Ontosoft: Capturing scientifc software 

metadata. In Proceedings of the 8th International Conference on Knowledge Capture, pages 

1–4, 2015. 

Aidan Gilson, Conrad Safranek, Thomas Huang, Vimig Socrates, Ling Chi, Richard Andrew 

Taylor, and David Chartash. How well does chatgpt do when taking the medical licensing 

exams? the implications of large language models for medical education and knowledge 

assessment. medRxiv, pages 2022–12, 2022. 

Louie Giray. Prompt engineering with chatgpt: A guide for academic writers. Annals of 

Biomedical Engineering, pages 1–5, 2023. 

Carole Goble. Position statement: Musings on provenance, workfow and (semantic web) 

annotations for bioinformatics. In Workshop on Data Derivation and Provenance, Chicago, 

volume 3, 2002. 

Jeremy Goecks, Anton Nekrutenko, James Taylor, and Galaxy Team team@ galaxyproject. org. 

Galaxy: a comprehensive approach for supporting accessible, reproducible, and transparent 

computational research in the life sciences. Genome biology, 11(8):R86, 2010. 

Akshay Goel, Almog Gueta, Omry Gilon, Chang Liu, Sofa Erell, Lan Huong Nguyen, Xiaohong 

Hao, Bolous Jaber, Shashir Reddy, Rupesh Kartha, et al. Llms accelerate annotation for 

medical information extraction. In Machine Learning for Health (ML4H), pages 82–100. 

PMLR, 2023. 
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Jeremy Leipzig, Daniel Nüst, Charles Tapley Hoyt, Karthik Ram, and Jane Greenberg. The role 

of metadata in reproducible computational research. Patterns, 2(9), 2021. 

Simone Leo, Michael R Crusoe, Laura Rodrı́guez-Navas, Raül Sirvent, Alexander Kanitz, Paul 

De Geest, Rudolf Wittner, Luca Pireddu, Daniel Garijo, Jos´ andez, et al. Recording e M Fern´ 

provenance of workfow runs with ro-crate. PLOS One, 19(9):e0309210, 2024. 

Barbara Lerner and Emery Boose. {RDataTracker}: Collecting provenance in an interactive 

scripting environment. In 6th USENIX Workshop on the Theory and Practice of Provenance 

(TaPP 2014), 2014. 

Dirk Lewandowski. Vertical search. In Understanding Search Engines, pages 119–136. Springer, 

2023. 

Mike Lewis. Bart: Denoising sequence-to-sequence pre-training for natural language generation, 

translation, and comprehension. arXiv preprint arXiv:1910.13461, 2019. 

Mingchen Li, Ming Chen, Huixue Zhou, and Rui Zhang. Petailor: Improving large lan-

guage model by tailored chunk scorer in biomedical triple extraction. arXiv preprint 

arXiv:2310.18463, 2023. 

Catherine Compton Lilly. Book review: Creswell, john.(1997). qualitative inquiry and re-search 

design: Choosing among fve traditions. Networks: An Online Journal for Teacher Research, 

1(1):62–62, 1998. 

Bin Liu and HV Jagadish. Datalens: making a good frst impression. In Proceedings of the 2009 

ACM SIGMOD International Conference on Management of data, pages 1115–1118, 2009. 

Chang Liu, Matthew Kim, Michael Rueschman, and Satya S Sahoo. Provcare: A large-scale 

semantic provenance resource for scientifc reproducibility. In Provenance in Data Science: 

From Data Models to Context-Aware Knowledge Graphs, pages 59–73. Springer, 2020. 

Hanchao Liu, Wenyuan Xue, Yifei Chen, Dapeng Chen, Xiutian Zhao, Ke Wang, Liping Hou, 

Rongjun Li, and Wei Peng. A survey on hallucination in large vision-language models. arXiv 

preprint arXiv:2402.00253, 2024a. 



214 REFERENCES 

Jianzheng Liu, Jie Li, Weifeng Li, and Jiansheng Wu. Rethinking big data: A review on the 

data quality and usage issues. ISPRS journal of photogrammetry and remote sensing, 115: 

134–142, 2016. 

Qi Liu, Yongyi He, Tong Xu, Defu Lian, Che Liu, Zhi Zheng, and Enhong Chen. Unimel: A 

unifed framework for multimodal entity linking with large language models. In Proceedings 

of the 33rd ACM International Conference on Information and Knowledge Management, pages 

1909–1919, 2024b. 

Yilun Liu, Shimin Tao, Weibin Meng, Jingyu Wang, Wenbing Ma, Yanqing Zhao, Yuhang Chen, 

Hao Yang, Yanfei Jiang, and Xun Chen. Logprompt: Prompt engineering towards zero-shot 

and interpretable log analysis. arXiv preprint arXiv:2308.07610, 2023. 

Felicitas L¨ onig-Ries, and Friederike Klan. Dataset search in ofer, Valentin Wesp, Birgitta K¨ 

biodiversity research: Do metadata in data repositories refect scholarly information needs? 

PloS one, 16(3):e0246099, 2021. 

Felicitas L¨ e Witte, Birgitta K¨ofer, Fateme Shafei, Ren´ onig-Ries, and Friederike Klan. Semantic 

search for biological datasets: A usability study on modes of querying and explaining search 

results. In BTW 2023, pages 851–864. Gesellschaft für Informatik eV, 2023. 

Fadi Maali, John Erickson, and Phil Archer. Data catalog vocabulary (dcat). w3c recommenda-

tion. The World Wide Web Consortium, 2014. 

Allan J MacKenzie-Graham, Arash Payan, Ivo D Dinov, John D Van Horn, and Arthur W Toga. 

Neuroimaging data provenance using the loni pipeline workfow environment. In Provenance 

and Annotation of Data and Processes: Second International Provenance and Annotation 

Workshop, IPAW 2008, Salt Lake City, UT, USA, June 17-18, 2008. Revised Selected Papers 

2, pages 208–220. Springer, 2008. 

Peter Macko and Marc Chiarini. Collecting provenance via the xen hypervisor. In 3rd USENIX 

Workshop on the Theory and Practice of Provenance (TaPP 11), 2011. 

Sara Magliacane. Reconstructing provenance. In International Semantic Web Conference, pages 

399–406. Springer, 2012. 

Christopher D Manning. Introduction to information retrieval. Syngress Publishing,, 2008. 

Gary Marchionini, Stephanie W Haas, Junliang Zhang, and Jonathan Elsas. Accessing govern-

ment statistical information. Computer, 38(12):52–61, 2005. 



215 REFERENCES 

Laura Haak Marcial and Bradley M Hemminger. Scientifc data repositories on the web: An 

initial survey. Journal of the American Society for Information Science and Technology, 61 

(10):2029–2048, 2010. 

Keith D Markman, William MP Klein, and Julie A Suhr. Handbook of imagination and mental 

simulation. Psychology Press, 2012. 

Milan Markovic, Peter Edwards, and David Corsar. Sc-prov: A provenance vocabulary for 

social computation. In Provenance and Annotation of Data and Processes: 5th Interna-tional 

Provenance and Annotation Workshop, IPAW 2014, Cologne, Germany, June 9-13, 2014. 

Revised Selected Papers 5, pages 285–287. Springer, 2015. 

Deborah L Martin, Jennifer L Hof, Roger A Gard, Richard J Gregosky, Hobert W Jones, 

Cheryl A Kirkwood, Donald G Morris, Tracey E Shinsato, and Cheryl L Willott-Moore. Data 

collection, processing, validation, and verifcation. Health physics, 95(1):36–46, 2008. 

Matthew S Mayernik. Metadata. KO Knowledge Organization, 47(8):696–713, 2021. 

Susanne Mayr, Edgar Erdfelder, Axel Buchner, and Franz Faul. A short tutorial of gpower. 

Tutorials in quantitative methods for psychology, 3(2):51–59, 2007. 

Richard McClatchey, Jetendr Shamdasani, Andrew Branson, and Kamran Munir. Provenance 

support for medical research. In Provenance and Annotation of Data and Processes: 5th 

Interna-tional Provenance and Annotation Workshop, IPAW 2014, Cologne, Germany, June 

9-13, 2014. Revised Selected Papers 5, pages 291–293. Springer, 2015. 

James P McCusker and Deborah L McGuinness. Explorations into the provenance of high 

throughput biomedical experiments. In Provenance and Annotation of Data and Processes: 

Third International Provenance and Annotation Workshop, IPAW 2010, Troy, NY, USA, June 

15-16, 2010. Revised Selected Papers 3, pages 120–128. Springer, 2010a. 

Jamie McCusker and D McGuinness. Provenance of high throughput biomedical experiments. In 

International Provenance and Annotations Workshop: 15-16 June 2010; Troy, NY. Rensellaer 

Polytechnic University Troy, NY, 2010b. 

Michael McDonnell and Ali Shiri. Social search: A taxonomy of, and a user-centred approach 

to, social web search. Program, 45(1):6–28, 2011. 

Timothy McPhillips, Shawn Bowers, Khalid Belhajjame, and Bertram Ludäscher. Retrospective 
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