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1Departament d’Astronomia i Astrofı́sica, Universitat de València,
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We probe the intrinsic differences in simulated gravitational-wave signals from binary neutron star (BNS)
mergers, arising from varying approaches to incorporating thermal effects in numerical-relativity modeling. We
consider a hybrid approach in which the equation of state (EOS) comprises a cold, zero-temperature, piecewise-
polytropic part and a thermal part described by an ideal gas, and a tabulated approach based on self-consistent,
microphysical, finite-temperature EOS. We use time-domain waveforms corresponding to BNS merger simu-
lations with four different EOSs. Those are injected into Gaussian noise given by the sensitivity of the third-
generation detector Einstein Telescope and reconstructed using BayesWave, a Bayesian data-analysis algo-
rithm that recovers the signals through a model-agnostic approach. The two representations of thermal effects
result in different dominant peak frequencies in the spectra of the postmerger signals, for both the quadrupole
fundamental mode and the late-time inertial modes. For some of the EOSs investigated those differences are
large enough to be told apart, especially in the early postmerger phase when the signal amplitude is the loudest.
Our results suggest that a self-consistent treatment of thermal effects in BNS postmerger modeling is essential
to prevent significant parameter biases in upcoming gravitational-wave detections.

I. INTRODUCTION

We are in a golden era of astrophysics where a plethora
of new gravitational-wave (GW) observations is changing our
understanding of the Universe at an unprecedented rate [1–4].
In particular, the observations of GWs from the first binary
neutron star (BNS) merger – event GW170817 – along with
its postmerger emission of electromagnetic radiation, spurred
the era of multimessenger astronomy [5–7]. This single event
provided: (i) the most direct evidence that stellar compact
mergers, where at least one of the binary companions is a
neutron star (NS), are progenitors of the central engines that
power short gamma-ray bursts; (ii) strong observational sup-
port to theoretical proposals linking BNS mergers with pro-
duction sites for r-process nucleosynthesis and kilonovae [8–
11]; (iii) an independent measure for the expansion of the Uni-
verse [12, 13]; and (iv) tight constraints on the equation of
state (EOS) of matter at supranuclear densities [14–19].

From the GW observation point of view, most of the results
inferred from the analysis of GW170817 are based on the late
inspiral part of the waveform. During this period, tidal forces
transfer energy and angular momentum from the orbit to the
NS. The energy transferred is primarily converted into gravi-
tational radiation and deformation of the NS structure. How-
ever, the internal heating due to these forces is minimal. This
is why NSs are often considered to have effectively zero tem-
perature during this phase, as the tidal energy transfer does
not significantly raise the internal temperature of the stars.
Following merger, however, shock heating rises up the tem-
perature of the remnant to ≳ 10 MeV. Such high temperatures
provide an additional pressure support that may change the in-
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ternal structure of the remnant and its subsequent evolution. It
is expected that observations of postmerger GWs, presently at
the limit of the technology used in second-generation detec-
tors [20], will yield new insights on the nuclear EOS of NSs
at finite temperature.

GW searches of BNS mergers and inference of source pa-
rameters rely on accurate waveform models for the inspiral
signal. Those are based on analytical relativity (computing
waveform approximants using post-Newtonian expansions or
the effective-one-body approach [21, 22]) and numerical rel-
ativity, the full-fledged numerical solution of Einstein’s field
equations coupled to the equations describing NS matter and
radiation processes (see, e.g., [23–28]). In numerical simu-
lations of BNS mergers thermal effects are incorporated us-
ing two alternative approaches. The first one is a “hybrid ap-
proach” which assumes that the pressure and the internal en-
ergy have two contributions, namely, a cold, zero-temperature
part described by a polytropic EOS (or a family of piecewise
polytropes) and a thermal part described by an ideal-gas-like
EOS [29–31]. The latter is given by Pth = ρ0 ϵth(Γth − 1),
with ρ0 the rest-mass density, and Pth and ϵth the thermal
pressure and thermal energy density, respectively, and Γth the
adiabatic index, a constant that lays in the range 1 ≲ Γth ≲ 2
for causality constraints, but that in typical BNS merger sim-
ulations is set between 1.6 and 2 (see, e.g., [32, 33]). The
second approach employs tabulated representations of micro-
physical finite-temperature EOSs, providing a self-consistent
method to probe the impact of thermal effects in the merger
dynamics. Although the hybrid approach is computationally
preferred, it has some limitations. In particular, it has been
shown that the value of the thermal adiabatic index Γth above
half saturation density strongly depends on the nucleon ef-
fective mass [34]. Therefore, it is likely that this approach
overestimates the thermal pressure by a few orders of magni-
tude [35], which may induce significant changes in the GW
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frequencies [36, 37]. As the tabulated approach incorpo-
rates the temperature self-consistently the above issue is not
present. BNS merger simulations based on tabulated EOSs,
while computationally more challenging than those based on
the hybrid approach, are becoming increasingly more com-
mon [36, 38–43]. These two alternative ways of including
thermal effects in the numerical simulations result in mea-
surable differences in the GW signal, especially in the post-
merger part, significantly affecting the frequency spectra (see
e.g. [36, 43]). In this work we explore whether these biases
significantly impact the detectability of the GW signals.

During the first ∼ 5ms after merger, nonaxisymmetric de-
formations of the remnant are accompanied by the emission
of high-frequency GWs. The frequency spectra are charac-
terized by the presence of distinctive peaks associated with
oscillation modes due to nonlinear interactions between the
quadrupole and quasiradial modes and the rotation of the non-
axisymmetric binary remnant. These peaks are typically de-
noted as f2±0, fspiral, and f2 (or fpeak) [44–49]. As pointed
out in [50] the frequency of the f2 mode changes by around
∼ 5% in time. These (initial) frequency values are denoted as
f2,i to distinguish them from the value of f2 reached during
the quasistationary evolution of the GW signal. Through the
analysis of these peaks, inference on NS properties may be
possible. In particular, it has been shown that their frequen-
cies are related quasiuniversally with the tidal deformability
of the stars, and the maximum-mass of nonrotating configura-
tions [43, 46, 47, 50–52].

Long-term simulations of the postmerger remnant extend-
ing beyond ∼ 50 ms have also revealed the appearance of in-
ertial modes [53, 54]. Their GWs dominate over those associ-
ated with the initial f2 mode at late postmerger times but have
lower frequencies and amplitudes. As inertial modes depend
on the rotation rate of the star and on its thermal stratification,
their detection in GWs would provide a unique opportunity to
probe the rotational and thermal states of the merger remnant
(see, e.g., [55]).

Recently, long-term simulations of BNS mergers exploring
the influence of the treatment of the thermal part of the EOS
by comparing models using hybrid and tabulated approaches
have been reported in [43]. The differences found in the dy-
namics and GW emission can be used to gauge the impor-
tance of the numerical treatment of thermal effects in the EOS,
which has observational implications. In this work, we inves-
tigate the identification of such differences in BNS merger
remnants by reconstructing the GW signals of [43] using
BayesWave1 [56, 57], a Bayesian data-analysis algorithm
that recovers the postmerger signal through a morphology-
independent approach using series of sine-Gaussian wavelets.
We aim to study the uncertainties in the peak frequency distri-
butions from several oscillation modes of the merger remnant,
and see whether these uncertainties arising from the signal re-
construction are large enough to make the tabulated and hy-
brid approaches compatible. We stress that our simulations

1 https://git.ligo.org/lscsoft/bayeswave

focus on the possible identification of a single difference in
the postmerger remnant – the implementation of thermal ef-
fects in the EOS – and, thus, assume that potential effects from
neglected ingredients in the modeling (e.g. magnetic fields,
viscosity, neutrinos, or the knowledge of the underlying nu-
clear interaction) would be identical in both setups. Notice
that magnetic viscosity and/or cooling processes, such as neu-
trino emissions, can modify the characteristic GW frequen-
cies of the binary remnant. In particular, the GRMHD simu-
lations of BNS mergers reported in [58] found that magnetic
viscosity tends to shift the f2 mode frequency to lower fre-
quencies by around ∼ 30 − 150Hz depending on the stiff-
ness of the EOS as well as on the numerical resolution. Neu-
trino processes, on the other hand, tend to slightly increase its
frequency (see, e.g., [23, 59]). In addition, numerical sim-
ulations of BNS mergers suggested that a sufficiently strong
first-order phase transition can alter the postmerger GW sig-
nal, leading to a significant shift frequency of ∼ 500Hz [60].
Such deviations have also been observed in BNS mergers sub-
ject to nonconvex dynamics [61].

This investigation is a follow-up of our recent work in [62],
where we first employed BayesWave to analyze the de-
tectability prospects of the inertial modes computed in the
simulations of [53, 54] employing only hybrid BNS models.
Moreover, we further extend the analysis of [62] by studying
the identification of differences in the treatment of thermal
effects across the entire postmerger signal, i.e., both in the
early part where the f2 mode dominates and in the late part
where inertial modes are excited. As done in [62], we perform
waveform injections corresponding to a set of EOSs, each
with a hybrid and a tabulated version, into the noise of the
third-generation GW detector Einstein Telescope (ET) [63–
66] from BNS sources at different distances. The posterior
distributions of the recovered waveforms give us distributions
of the peak frequencies that can be related to physical proper-
ties of the merger remnant via empirical relations.

Our analysis is complementary to the recent work reported
in [67] where Bayesian model selection was used to explore
differences between the hybrid and the tabulated approaches
with the same set of GW signals from [43]. This is a com-
pletely different approach to our model-agnostic reconstruc-
tions. The findings reported in [67], where differences be-
tween tabulated and hybrid treatments of thermal effects were
found to lead to differences in the postmerger GW observable
by third-generation detectors at source distances ≤ 50 Mpc,
are consistent with what is reported here. We find that differ-
ences in the distribution of the main frequency peaks in the
postmerger GW spectra in hybrid and tabulated models can
be resolved in third-generation detectors up to distances sim-
ilar to those reported in [67]. Recently, the studies in [68]
showed that finite-temperature effects included through dif-
ferent prescriptions can be distinguished with future detectors
if the cold EOS is well constrained. These results suggest
that, depending on the choice of the EOS, the use of a self-
consistent treatment of thermal effects through the tabulated
approach is crucial to obtain realistic GW signals from numer-
ical simulations. The use of a hybrid approach, which is an
approximation of the “real” EOS, may produce large enough

https://git.ligo.org/lscsoft/bayeswave
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changes in the simulated GW signal with respect to an actual
postmerger signal.

The paper is organized as follows: we summarize the setup
of the BNS merger simulations of [43] in Sec. II. Next, in
Sec. III, we briefly present the BayesWave algorithm and
introduce the quantities we use to assess the waveform re-
constructions. Our main results are discussed in Sec. IV. We
divide this section in two parts: The first one is focused on
the early postmerger signal, where we also discuss different
EOS-insensitive fits that relate the f2,i and f2 modes with the
tidal deformability of NSs. Then, in the second part, we con-
sider the late postmerger phase and study the differences in
the frequencies of the inertial modes for our set of EOSs. The
conclusions of our work are presented in Sec. V. Finally, Ap-
pendix A contains a brief summary of our findings for source
inclinations and sky locations different than those considered
in the main body of the paper where optimal orientation and
sky location is assumed, and in Appendix B we relate the
distance to the GW sources with the corresponding signal-to-
noise ratio.

II. SUMMARY OF THE BNS MERGERS SETUP

The gravitational waveforms employed in our analysis
were computed in the numerical-relativity simulations of BNS
mergers recently conducted by [43]. The initial data for those
simulations consist of two equal-mass, irrotational NSs mod-
eled by finite-temperature (tabulated) microphysical EOSs,
namely DD2 [69], HShen [70], LS220 [71], and SLy4 [72].
These initial data were built using LORENE [73–75]. The
EOS tables are obtained following the work of Schneider et
al. [76] and are freely available at [77]. The initial tempera-
ture is fixed to T = 0.01MeV, the lowest value on the tables.
These EOSs span a reasonable range of central densities, radii,
and maximum gravitational masses for irrotational NSs. The
initial separation of the two stars is 44.3 km and the rest-mass
of each star is M0 = 1.4M⊙. Their properties are summa-
rized in Table I. For comparison purposes we also consider
waveforms obtained in simulations of BNS mergers based on
hybrid EOSs, consisting of a cold and a thermal part. The
cold component of each EOS is made of piecewise polytropic
representations of the above EOSs using a piecewise regres-
sion as in [78] with seven pieces [79]. Correspondingly, the
thermal component is based on a Γ-law EOS with a constant
adiabatic index Γth = 1.8.

The two types of BNS models we use – hybrid and tabu-
lated – are built as similar as possible, to minimize the effects
of differences that the initial data may have in our study. How-
ever, there are intrinsic differences in the way the models are
built (e.g., the lowest value of the temperature in the tables is
T = 0.01 MeV, which affects the density distribution at low
densities) that make it not possible to build the exact same
stars. The gravitational mass versus circumferential radius for
the two types of configurations and for the four EOSs used in
this paper are displayed in Fig. 1 with solid red circles. The
unavoidable small discrepancy visible in this plot leads to a
difference of ≲ 10% between the values of the tidal deforma-

TABLE I: Summary of the initial properties of the BNS configura-
tions. We list the EOS, the temperature T [MeV], the gravitational
mass M [M⊙], and the compactness C ≡ M/Req and the tidal de-
formability Λ = (2/3)κ2 C−5 for each individual star. Here Req is
the equatorial coordinate radius toward the companion of each star,
and κ2 is the second Love number. The ADM mass MADM[M⊙],
the ADM angular momentum JADM[M2

⊙] and the angular velocity
Ω[krad/s], for an initial binary coordinate separation of ∼ 44.3 km.
In all cases the NS has a rest-mass M0 = 1.4M⊙. The first (last)
four rows correspond to the BNSs modeled through a fully tabulated
(piecewise polytropic) EOS. Center dots denote “not applicable.”

EOS T M C Λ MADM JADM Ω

SLy4 0.01 1.28 0.16 536.00 2.54 6.63 1.77
DD2 0.01 1.29 0.14 1098.68 2.56 6.73 1.78
HShen 0.01 1.30 0.13 1804.67 2.58 6.82 1.78
LS220 0.01 1.29 0.15 851.72 2.55 6.68 1.77

SLy4 ... 1.28 0.16 511.70 2.54 6.62 1.77
DD2 ... 1.29 0.14 1113.92 2.56 6.73 1.78
HShen ... 1.30 0.13 1633.24 2.58 6.82 1.78
LS220 ... 1.29 0.15 899.05 2.55 6.69 1.77

bility Λ of the tabulated and the hybrid EOSs listed in Table I.
We refer the reader to [43] for further details.
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FIG. 1: Gravitational mass versus circumferential radius for the tab-
ulated (solid lines) and the hybrid (dotted lines) EOSs used in this
work. The selected NS configurations are depicted with red dots.

The initial data were evolved in [43] using the
IllinoisGRMHD code [42, 80] embedded in the
Einstein Toolkit infrastructure [81]. Much of
the numerical infrastructure has been extensively discussed
in [42, 43, 80, 82] to which the interested reader is addressed
for details. As a summary, we mention only that the code
evolves the Baumgarte–Shapiro–Shibata–Nakamura equa-
tions [83, 84] coupled to the puncture gauge conditions
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using fourth-order spatial differentiation. In all cases the
damping coefficient appearing in the shift condition was
set to 1/M , where M is the Arnowitt-Deser-Misner (ADM)
mass of the system. Moreover, IllinoisGRMHD adopts the
Valencia formalism for the general relativistic hydrodynamics
equations [85, 86] which are integrated with a state-of-the-art
finite-volume algorithm. Time integration is performed
using the method of lines with a fourth-order Runge-Kutta
integration scheme with a Courant-Friedrichs-Lewy factor of
0.5.

Some of the evolutions reported in [43] extend for over
t − t0 ∼ 150ms after merger. This permits one to iden-
tify the imprint of thermal effects on the postmerger GW sig-
nals and in the frequency spectra. In particular, such long-
term simulations allow us to study the potential dependence
on the treatment of thermal effects for both the frequencies
associated with the fundamental quadrupolar mode, excited
about some 5 ms after merger, along with those of inertial
modes, typically appearing at significantly longer postmerger
times [43, 53, 54].

III. WAVEFORM RECONSTRUCTION

A. The BayesWave algorithm

The tool we employ to assess possible observational differ-
ences in the treatment of thermal effects in the postmerger GW
signal is BayesWave [56, 57], a Bayesian algorithm that uses
sine-Gaussian wavelets to reconstruct unmodeled signals with
minimal assumptions [87]. There are some parameters of the
wavelets that the user can fix to optimize the reconstruction.
Those appear in the time-domain expression of the wavelets
for the “+” and “×” polarizations:

h+(t) = Ae−(2πf0(t−t0)/Q)2 cos [2πf0(t− t0) + ϕ0] , (1)

h×(t) = ϵh+(t)e
iπ/2 . (2)

In these equations Q is the quality factor, indicating how
damped a wavelet is. The algorithm uses a transdimensional
reversible jump Markov chain Monte Carlo (RJMCMC) to
sample joint posteriors of other parameters of the wavelets,
such as their amplitude A, their central frequency f0, the off-
set phase ϕ0, and the ellipticity ϵ. BayesWave also chooses
an optimal number of wavelets for the reconstruction, NW .
The RJMCMC method derives the posterior distribution of
the reconstructed waveform and, using the waveform samples,
posteriors of quantities that can be derived from the signals are
obtained. For the extrinsic parameters of the model, i.e., the
sky location, polarisation angle and ellipticity, uniform priors
are adopted (see [56]).

B. Overlap and peak frequency

We employ the overlap function to study the similarity be-
tween the recovered model from BayesWave, hr, and the

injected signal, hi:

O =
⟨hi, hr⟩√

⟨hi, hi⟩
√

⟨hr, hr⟩
. (3)

This expression involves the inner product of two complex
quantities, which is defined as

⟨a, b⟩ ≡ 2

∫ ∞

0

a(f)b∗(f) + a∗(f)b(f)

Sh(f)
df , (4)

where Sh(f) refers to the one-sided noise power spectral den-
sity (PSD) of the detector. The asterisk denotes complex con-
jugation.

The overlap function can take values from -1 to +1. A per-
fect match between the signals will result in O = +1, and a
perfect anticorrelation will give O = −1. If there is no simi-
larity between the signals, the overlap will be 0. Equation (3)
is valid for a single-detector measurement. The expression for
the weighted overlap of a network of N detectors is

Onetwork =

∑N
k=1⟨h

(k)
i , h

(k)
r ⟩√∑N

k=1⟨h
(k)
i , h

(k)
i ⟩

√∑N
k=1⟨h

(k)
r , h

(k)
r ⟩

, (5)

where index k stands for the kth detector.
From the GW spectra, we can analyze the frequency peaks

that arise due to the excitation of certain modes of oscillation
in the merger remnant. Since the output of BayesWave is
time-domain signals, we need to apply the fast Fourier trans-
form (FFT) [88] with a certain time window to study the part
of the postmerger phase we are interested in. The FFT is
computed using PyCactus [89], a Python package that
contains tools for postprocessing data from numerical sim-
ulations. Once the spectra are obtained, we look for their
frequency peaks. Given the posterior distribution of recon-
structed signals, we will end up with a posterior distribution
of frequency peaks. Those may be connected to some physi-
cal parameters of the merger remnant via empirical relations.
We expect the peak frequencies to be located in the range
f ∈ [1500, 4000] Hz [54, 90]. We use this range to set the
low-frequency and high-frequency cutoffs for the computa-
tion of the overlap and the frequency peaks.

IV. RESULTS

For all of our injections, we use the ET-D configuration
from [64] as the sensitivity curve of the ET, which is formed
by a three-detector network on the same site. Our conclusions
should also broadly hold for Cosmic Explorer [91], as its de-
tection capabilities are similar to those of ET. For simplicity
and as we did in [62], we consider Gaussian noise [92–94]
(colored by the PSD of the detector) and no sources of noise
or glitches are added. The waveforms are injected at differ-
ent distances, which result in different signal-to-noise ratios
(SNRs). We also assume that the source is optimally oriented
with respect to the detector. For completeness, in Appendix A,
we discuss the differences in the overlap function for non-
optimal orientation and sky location.
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FIG. 2: Top row: injected (red) and reconstructed (blue) time-domain waveforms from BNS mergers with the HShen EOS. Bottom row:
corresponding ASD, computed either using the complete waveforms (dotted line) or at the time windows depicted in yellow in the strain plots
in (a) and (b) (see Table II). The left (right) column of each of the two panels corresponds to the hybrid (tabulated) version of the EOS. The
source is located at D = 20 Mpc. The signals are injected into the ET-D configuration of the ET detector, whose sensitivity curve is shown by
the dashed green curve within the frequency range depicted.

We set a maximum number of wavelets of Nmax
W = 200,

a maximum quality factor of Qmax = 200, n = 2 × 106

iterations, and a sampling rate of 8192 Hz, resulting in the
same setup used in [62]. The offset phase parameters are taken
to be uniform in the range ϕ0 = [0, 2π], and the signal wavelet
amplitude prior is presented and discussed in [56].

A. Early postmerger phase

We begin by focusing on the first milliseconds after merger.
During this early phase, strong nonaxisymmetric deforma-
tions and nonlinear oscillations are present, namely, combi-
nations of oscillation modes and spiral deformations, leading
to the emission of GW signals with frequencies around a few
kilohertz. Since the amplitude of these signals is consider-
ably larger than in the late postmerger phase, we also consider
correspondingly larger distances, from 1 up to 200 Mpc.

1. Waveform reconstructions

Figures 2 and 3 show the nonwhitened, time-domain signal
(top panels) and the amplitude spectral density (ASD, bottom
panels) of the injected (red) and reconstructed (blue) GW sig-

nals (with the detector ASD), at a fixed distance of 20 Mpc.
Figure 2 corresponds to the HShen EOS and Fig. 3 to the
SLy4 EOS, respectively. Panels (a) and (b) in both figures
differ by the time window used to compute the ASD, high-
lighted in yellow in the time-domain waveform plots. We
adapt the time windows to each particular model and phase
of the waveform. The time windows employed for each EOS
and phase of the simulation (characterized by a dominant os-
cillation mode) are summarized in Table II. The blue-shaded
regions in the ASD plots in both figures show the 50% and
90% credible intervals (CIs) of the distribution of the recov-
ered waveforms. These intervals are given by values of the
percentiles 25th/75th and 5th/95th, respectively.

The windows used in panel (a) of Figs. 2 and 3 corresponds
to the time interval t ∈ [−10, 6] ms and t ∈ [−10, 4] ms,
respectively, t = 0 being the time of merger. During this
phase, the f2,i modes are excited, and they exhibit the fre-
quency peaks shown in the bottom rows. The left column of
the panels in both figures shows the reconstructions of the hy-
brid version of the EOS, whereas the right column depicts the
tabulated version. For the case of HShen, in Fig. 2(a), the f2,i
peaks are located around 2200 Hz. The ASD of the hybrid and
tabulated version of the EOS are similar, but the tabulated one
produces f2,i modes with a slightly lower frequency. Regard-
ing SLy4, in Fig. 3(a), the peaks are located around 3250 Hz,
and the tabulated version of the EOS also has the peaks at
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FIG. 3: Top row: injected (red) and reconstructed (blue) time-domain waveforms from BNS mergers with the SLy4 EOS. Bottom row:
corresponding ASD, computed either using the complete waveforms (dotted line) or at the time windows depicted in yellow in the strain plots
in (a) and (b) (see Table II). The left (right) column of each of the two panels corresponds to the hybrid (tabulated) version of the EOS. The
source is located at D = 20 Mpc. The signals are injected into the ET-D configuration of the ET detector, whose sensitivity curve is shown by
the dashed green curve within the frequency range depicted.

slightly lower frequencies than the hybrid version. The differ-
ences between the hybrid and tabulated versions of the EOS
are almost negligible, with a difference between the frequency
peaks of ≈ 4%. For the DD2 and LS220 EOS the mismatch
is even smaller.

TABLE II: Time windows employed to capture the different oscil-
lation modes appearing during postmerger. Times are expressed in
milliseconds and t = 0 ms is the merger time.

EOS Mode
f2,i f2 Inertial

SLy4 [-10, 4] [20, 30] [75, 140]
DD2 [-10, 4] [7, 17] [70, 140]

HShen [-10, 6] [7.5, 40] [105, 140]
LS220 [-10, 6] [8, 15] [80, 140]

In panel (b) in Figs. 2 and 3 we depict again the time do-
main and the spectra of the injected and recovered signals for
the same two EOSs, but the time window is applied now for
the intervals t ∈ [7.5, 40] ms (HShen) and t ∈ [20, 30] ms
(SLy4). Therefore, the ASD of the bottom panels shows the

appearance of the f2 modes. For the SLy4 EOS, the ampli-
tude of the f2 modes is lower than that of the f2,i modes. For
the HShen EOS, there are more noticeable differences in the
position of the peaks between the hybrid and tabulated mod-
els than for the SLy4 EOS. For both cases, the peaks of the
f2 modes appear at lower frequencies than for the f2,i modes.

Spectrograms of the median of the reconstructed signals
are shown in Fig. 4 for the case of HShen (left) and LS220
(right). In both panels, the plots in the upper row refer to
the hybrid version of the EOS and the lower row to the tab-
ulated version. This figure shows the spectrograms for two
difference source distances, 10 and 50 Mpc. For a distance
of 10 Mpc all the stages of the postmerger signal are visible
in the spectrogram of the HShen EOS: There is an initial part
where the signal is louder followed by a decrease in frequency
and amplitude, visible up to more than 100 ms after merger.
This trend occurs for both hybrid and tabulated versions of
the HShen EOS. As the distance increases, however, the last
part of the signal cannot be reconstructed. Beyond 50 Mpc,
the signal is visible only up to t ∼ 50 ms. Note that, for the
hybrid version of the HShen EOS, the signal is detectable for
longer times.

The four plots in the right panel of Fig. 4 depict two com-
pletely different behaviors between the hybrid and tabulated
versions of the LS220 EOS. In the first case (upper row), the
frequency of the signal increases with time up to t ∼ 40 ms
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FIG. 4: Spectrograms of the reconstructed GW signals at two source distances, D = 10 and 50 Mpc. The left (right) panels correspond to the
HShen (LS220) EOS. Plots in the upper row depict the hybrid version of the EOS and those in the lower row the tabulated model. As the
distance to the source increases, it becomes more difficult to capture the time evolution of the frequency of the signal at late times.

for sources located at short distances (10 Mpc). At that point,
the signal disappears because the remnant collapses to a black
hole (BH) (at t = 66.2 ms after merger) [43]. However, the
tabulated version of the LS220 EOS (lower row) shows that
a stable remnant evolves for more than 100 ms after merger.
In this case, the GW signal decreases in amplitude, reaching
frequencies of about 2 kHz. At larger source distances (50
Mpc), BayesWave recovers only the inspiral phase and the
very early stages after merger, not capturing the collapse of
the remnant for the hybrid version of the EOS.

2. Frequency peaks of the f2,i and f2 modes

From the posterior distributions of the GW signals that
BayesWave provides, one can compute the ASD via the FFT
of the time-domain signal using a certain time window. This
yields posterior distributions of the frequency peaks of the
spectra. We start considering time windows spanning from
t ≈ 10 ms before merger to a few tens of milliseconds after
merger (depending on the EOS; see Table II). The size and
position of the time windows are chosen to distinguish the
frequency peaks related to the f2,i and f2 modes.

The top and middle panels in Fig. 5 show the posterior dis-
tributions of the frequency peaks for the f2,i and the f2 modes,
respectively. (The bottom panel in this figure will be discussed
below.) The posterior distributions are constructed using a
Gaussian kernel density estimator and setting the bandwidth
equal to the frequency resolution given by the FFT (which will
be different depending on the time window considered). Each
column corresponds to a certain EOS, from left to right SLy4,
HShen, DD2, and LS220. The upper row shows the hybrid
version of each EOS and the lower one the tabulated version.
The different colors refer to several distances to the source,
that range from D = 25 Mpc to D = 200 Mpc. For the f2,i
mode, shown in the top panel of Fig. 5, differences between

the treatment of thermal effects in the EOS are observed2 for
only SLy4 (first column) and HShen (second column). These
two EOSs show the largest deviation in the frequency peaks
as a result of the distinct consideration of thermal effects. The
frequency peak of SLy4 is not well recovered for D > 50
Mpc, with a p-value3 of 0.05 and 0.13 for the hybrid and tab-
ulated cases, respectively, at D = 200 Mpc. This results in
large enough differences between both versions of the EOS
only for very close sources. In the case of DD2 and LS220,
the curves of the posterior distributions overlap for all dis-
tances, and no differences between the tabulated and hybrid
EOSs might be seen. The range of detectability is almost the
same for all EOSs but SLy4 (first column). For the other
cases, the peaks are detectable up to D ∼ 200 Mpc, with p-
values over 0.15 for all distances.

The middle panel of Fig. 5 depicts the frequency peaks cor-
responding to the f2 mode. These peaks are more difficult to
recover than those of the f2,i mode, even though the differ-
ences between the hybrid and tabulated versions of the EOS
are more prominent. For SLy4, the recovery is inaccurate
for distances D ≳ 50 Mpc, as the peaks of the posterior dis-
tributions are at significantly lower frequencies than the in-
jected value, for both versions of the EOS. The correspond-
ing p-values are 0.03 and 0.025 for the hybrid and tabulated
versions, respectively, at D = 100 Mpc. On the other hand,
HShen is the EOS for which the peaks of the f2 mode are best
recovered, especially for the hybrid model, even at the largest
distances considered. (This also holds for the case of the f2,i
mode shown in the top panel.) For this EOS, there is a shift in
the peak frequency of almost 200 Hz between the hybrid and
tabulated treatments of thermal effects, which corresponds to

2 We consider that the differences in the peak frequencies are “detectable”
when the posterior distributions for the frequency peaks do not overlap.
The distributions overlap when their full widths at half maximum do so.

3 We set a threshold of p > 0.05 (corresponding to 2σ) to consider as null
hypothesis that the mean of the distribution is equal to the frequency peak
of the injected signal. For distributions with p ≳ 0.05, we assume that the
frequency peaks are well recovered, i.e., detectable.
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FIG. 5: Posterior distributions of the frequency peaks for the f2,i modes (top), f2 modes (middle), and finertial modes (bottom). Each column
corresponds to a different EOS (SLy4, HShen, DD2, and LS220, from left to right). The upper (lower) rows are the hybrid (tabulated)
versions of the corresponding EOS. Each color in the posterior distributions corresponds to a different distance to the source, indicated in the
legends. The vertical black dashed lines are the frequency peaks of the injected signals. As expected, the shorter the distance, the narrower the
distributions and the closer they are to the injected values. We do not show the peaks for LS220 in the bottom row because the hybrid version
collapses to a BH and there is no late postmerger signal.

a difference of about 10%. This difference is large enough
even for distances up to D ≳ 100 Mpc. As the distance to
the source increases, the peaks for the tabulated version of the
HShen EOS are reconstructed at increasingly higher frequen-

cies, to reach values that eventually almost overlap with the
ones inferred for the hybrid case. The DD2 EOS also gives f2
peaks at almost the same frequency for both versions of the
EOS (only with a difference of ≈ 1.45%), as in the case of the
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FIG. 6: Detector network overlap between the injected and reconstructed signals as a function of the distance to the source. Top, middle,
and bottom rows correspond to the f2,i modes, the f2 modes, and the finertial modes, respectively. Each column corresponds to one EOS.
Solid lines indicate the mean value over the waveform posterior distribution, and shaded areas are the standard deviations. The blue color
corresponds to the hybrid version of the EOS and the red color to the tabulated version. Notice that the blue curve and shaded area are not
shown for the LS220 EOS in the bottom-right plot, as the remnant for the hybrid version of this EOS collapses to a BH.

f2,i mode shown in the top panel of Figure 5. However, the
peaks of the f2 mode are well recovered up to D ≈ 100 Mpc,
lower than for the f2,i mode. Beyond this distance, the mean
of the distribution starts differing more than 100 Hz from the
injected value. For the tabulated version of the LS220 EOS,
the f2 mode frequency peak decreases only about 100 Hz
compared to the f2,i mode. However, the hybrid version of
this EOS displays a peak at a higher frequency. This can also
be seen in the right panels in Fig. 4. This is due to the fact that
the remnant collapses to a BH only when the LS220 EOS
implements a hybrid treatment of thermal effects. The signal
amplitude of the f2 mode looks large enough to be detectable
for LS220 up to 200 Mpc. Moreover, the posterior distribu-
tions for this mode do not overlap for distances of D ≤ 100
Mpc.

In general, the hybrid and tabulated posterior distributions
of the f2 mode frequency peaks do not overlap as much as
in the case of the f2,i mode.This means that the hybrid ap-
proach seems still valid at very early postmerger times. As
the f2 mode arises, the differences become larger and induce
a significant bias between the approximate hybrid approach
and the self-consistent tabulated one. However, since the sig-
nal amplitude decreases during this period, the uncertainty in
the recovered peak frequency may hide the impact of this bias

for some of the EOS considered. For example, while both
posterior distributions of the f2-mode frequency for the DD2
EOS still overlap even at D = 25 Mpc, the differences for
the HShen EOS are distinguishable up to ∼ 100 Mpc. For
SLy4, the shift in the f2-mode frequency is significant only
for small distances to the source, since the signal amplitude
is particularly lower for this EOS. Finally, the bias introduced
by the hybrid approach would also be detectable for LS220
up to D ∼ 100 Mpc, as the peak of the posterior distribution
for the tabulated version is over the left tail of the distribution
of the hybrid version of this EOS.

3. Overlap of the early postmerger phase

The detector network overlap between the injected and re-
constructed GW signals as a function of the distance to the
source is displayed in Fig. 6 for our four EOSs. The top and
middle rows in this figure correspond to the early postmerger
phase (i.e., to the times reported in the first two columns in
Table II). The plots in the bottom row correspond to the late
phase and will be discussed below. As noted in [62], and
in Appendix B, cases with an overlap value above ∼ 0.75
are considered faithful reconstructions, meaning the signal in
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FIG. 7: Posterior distributions of the tidal deformability parameter computed from the frequency peaks of the f2,i mode, Λi (top row) and of
the f2 mode, Λ (bottom row). Each column corresponds to a different EOS and different colors correspond to different distances to the source.
The vertical red dashed line is the injected value of the parameter (obtained with the fit from [43]), and the vertical black dashed line is the true
value shown in Table I . We do not show the distributions for LS220 in the bottom row because the hybrid version collapses to a BH after the
early postmerger phase. See the main text for details.

these cases is detectable.

We start by considering the network overlap for the f2,i
mode, shown in the top row of Fig. 6. The blue colored line
corresponds to the average value of the overlap for the hybrid
version of the EOS and the red line to the tabulated version.
The shaded regions are the standard deviations from the over-
lap posterior distributions. Each column corresponds to a dif-
ferent EOS. As expected, for lower distances the overlap is
closer to one (perfect match). For all cases but the tabulated
version of the LS220 EOS, the average value of the poste-
rior distribution of the network overlap is over 0.5 up to dis-
tances of about 200 Mpc. The higher values of the overlap are
obtained for the HShen and for the DD2 EOS. No common
trend for higher or lower values of the overlap depending on
the treatment of thermal effects is observed across our EOS
sample.

The middle row of Fig. 6 depicts the corresponding network
overlap for later postmerger times, in which the f2 mode is
dominant. In this case, the overlap at a given distance is lower

than that achieved for the f2,i mode, for all EOSs. For the
case of SLy4, the average values of the posterior distribu-
tions fall abruptly below 0.5 for D ≳ 50 Mpc. As happens for
the f2,i mode, HShen also reaches the highest overlap for the
f2 mode, particularly for the hybrid version of this EOS, sig-
nificantly larger than the value for the tabulated version. The
latter reaches an overlap of about 0.5 at 150 Mpc. Regarding
the DD2 EOS, values of the overlap higher than 0.75 are at-
tained up to 100 Mpc. However, those values abruptly fall to
zero overlap for larger distances. A similar trend is also ob-
served for LS220 even though the hybrid version of this EOS
yields higher overlap values for the f2 mode than the tabulated
version for significantly larger distances. For the f2 mode,
the network overlap seems larger for the hybrid case, as the
signal amplitude is also slightly larger than for the tabulated
approach. These findings suggest that, overall, the detectabil-
ity prospects of the postmerger signal should be actually more
conservative than those provided by the approximate hybrid
approach.
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FIG. 8: Waveforms (top row) and ASD (bottom row) of the injected (red) and reconstructed (blue) late postmerger GW signals for a source
located at D = 7 Mpc. The left panel corresponds to the HShen EOS and the right panel to the SLy4 EOS. Within each panel, the left (right)
column displays the hybrid (tabulated) version of the respective EOS. The black and green dotted lines in the bottom-row plots are the ASDs
computed from the complete waveforms and the sensitivity curve of the ET detector, respectively.

4. Tidal deformability

The frequency peaks of the early postmerger phase of
the remnant can be used to infer properties of NSs by ex-
ploiting correlations with physical parameters through EOS-
insensitive, quasiuniversal relations (see, e.g., [46, 47, 49–
52, 95–97]). In particular, a number of empirical fits between
the frequencies of various modes (e.g., the peak frequency at
merger, the f2,i mode, and the f2 mode) and the tidal deforma-
bility parameter Λ characterizing the quadrupole deformabil-
ity of an isolated NS have been proposed (see [52, 97] and
references therein for up-to-date revisions of existing litera-
ture). In [43], we present new fits of the frequencies of the
f2,i and f2 modes to the tidal deformability parameter using
our set of EOSs. We note that those quasiuniversal relations
are built using hybrid EOSs only since the number of sim-
ulations with tabulated EOSs is not large enough to yield a
meaningful fit. However, their validity when applied to simu-
lations with tabulated EOSs can be tested, using the standard
deviation of the correlation for the hybrid EOS as a reference
metric. For the f2,i and f2 modes, the standard deviation is
67.54 and 97.56 Hz, respectively [43]. Using those fits we
discuss here the posterior probability distributions of the tidal
deformability parameter obtained from both the frequencies
of the f2,i and f2 modes and for the two different treatments
of thermal effects.

In the top row of Fig. 7 we show the results for the f2,i

mode, for different distances and all four EOSs. The dis-
tributions displayed are built using the empirical relations
from [43]. The upper panels correspond to the hybrid ver-
sion of the EOSs and the lower panels to the tabulated ver-
sion. Since Λi is directly calculated from f2,i, the behavior of
the posterior distributions of the two quantities with the dis-
tance is the same (cf. uppermost row in Fig. 5). Our results
indicate that Λi could be reconstructed up to D ≈ 200 Mpc
for all EOS except for SLy4, for which the reconstruction is
acceptable only up to D ≲ 100 Mpc. For the SLy4 EOS
(first column), the distributions of Λi are closer to the injected
value (red vertical dashed line) for the tabulated version. On
the other hand, HShen, DD2 and LS220 yield a good recov-
ery of Λi for all the distances shown. Their p-values at 200
Mpc are above 0.15 for both versions of the EOS.

The tidal deformability parameter can also be computed us-
ing the frequency of the f2 mode. To do so, we use the fits for
this mode presented in [43]. The LS220 EOS is discarded in
this analysis because at the postmerger times considered the
evolution of the remnant when using the hybrid version of this
EOS already shows the formation of a BH. The differences on
the distributions of Λ between the hybrid and tabulated ver-
sions of the EOSs for the f2 mode are displayed in the bottom
row in Fig. 7. As expected, the posterior distributions are sim-
ilar to those obtained with the f2 mode (middle row in Fig. 5).
The most striking difference is that, for the tabulated version
of the HShen EOS, Λ is inaccurately inferred at D = 200
Mpc.
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As stated in Sec. II, using tabulated or hybrid EOSs leads to
slightly different initial NS configurations and, thus, to differ-
ent values of the tidal deformability. This is why the vertical
black lines displayed in Fig. 7, corresponding to the values of
Λ reported in Table I, are not the same for the two approaches
for the EOS. This figure shows that the empirical fits of [43]
can be also applied to simulations with tabulated EOS in most
cases, as the variations in frequency are within 2σ from the
mean of the correlation. In general, we find that the fit for
the f2,i mode (red vertical lines) is closest to the “true” value
from the simulation. We observe that the tidal deformabil-
ity might be detected up to several tens of Mpc for all EOSs
(when computed from empirical fits built for hybrid models
only).

B. Late postmerger phase: Inertial modes

At later postmerger times than those considered in the pre-
ceding section (t ≳ 50 ms) the amplitude of the f2 mode de-
creases and convective instabilities in the interior of the rem-
nant set in (see [43, 53, 54]). Those trigger the excitation of
inertial modes whose dynamics leave an imprint in the late
postmerger signal. Inertial modes attain smaller amplitudes
than the modes from the early postmerger phase and their fre-
quency peaks in the spectra are also lower than those of the
f2,i and f2 modes.

1. Waveform reconstructions

Figure 8 shows the nonwhitened, time-domain signal (top
row) and the ASD (bottom row) of the injected (red) and re-
constructed (blue) late postmerger GW signals (with the de-
tector ASD), for a source located at a distance of 7 Mpc. The
left panel shows the waveforms and ASDs for the HShen
EOS while the right panel displays the corresponding quanti-
ties for the case of the SLy4 EOS. Within each panel, the left
(right) column correspond to the hybrid (tabulated) version of
the respective EOS. As before, the ASDs shown in the bottom
row have been computed by Fourier transforming the wave-
forms in the time windows highlighted in yellow in the plots
in the top row (see also Table II). Likewise, the blue-shaded
regions in the ASD plots in both figures show the 50% and
90% CI of the distribution of the reconstructed waveforms.

At the distance considered and regardless of the treatment
of thermal effects, the reconstructions of the late-time signals
BayesWave produces are accurate only for the HShen EOS.
This is due to the small amplitude of the late postmerger sig-
nal in the case of SLy4. The frequency peak of the dominant
inertial mode for this EOS is located around 2.2 kHz (see the
ASD of the injected signal, colored in red). Despite the peak
amplitude being above the sensitivity curve of the ET detector,
BayesWave cannot correctly capture it, as apparent from the
CI of the reconstructed distributions. Regarding the HShen
EOS, the dominant frequency peak of the inertial modes is lo-
cated below 2 kHz for both versions of the EOS. In the case of
the tabulated version two peaks are visible around 1.5 and 2

kHz, while for the hybrid version of this EOS those two peaks
appear at frequencies around 1.75 and 2.5 kHz. Notice that the
peak located at around 2 kHz for the tabulated EOS is actu-
ally the f2 mode. This mode is not yet completely damped at
this late postmerger time (see the several frequencies that are
excited at late times in Fig. 4). Therefore, we do not consider
it when computing the posterior probability for the frequency
peaks in the last row in Fig. 5. The same explanation holds
for the peak at around 2.5 kHz in the hybrid case (see [43] for
more details).

2. Frequency peaks of the inertial modes

The posterior distributions of the frequency peaks of the in-
ertial modes are displayed in the bottom row in Fig. 5 for all
EOSs except LS220 (as the simulation with the hybrid ver-
sion of this EOS collapses to a BH at early postmerger times).
The upper (lower) rows in this figure represent the hybrid (tab-
ulated) versions of the corresponding EOS. The injections,
whose frequencies are depicted by dashed vertical lines, are
now performed at much shorter distances than we did for the
f2,i and f2 modes, due to the smaller amplitude of the inertial
modes. The largest distance considered is now D = 15 Mpc.

The characteristic peak frequencies of the inertial modes,
finertial, are lower than the ones from the fundamental modes,
f2,i and f2, as can be seen by direct comparison in Fig. 5. As
for the quadrupolar modes, inertial modes also display a shift
in frequencies depending on the particular treatment of ther-
mal effects in the EOS. This shift appears to be sufficiently
large only for the case of the HShen EOS (middle panel) as
the posterior distributions of the hybrid and the tabulated ver-
sions of the EOS do not overlap up to D ≈ 10 Mpc. On the
other hand, the small amplitude of the late postmerger signal
for the SLy4 EOS is too low to yield a good reconstruction
unless the source is located at a distance of less than 5 Mpc.
Only for such short distances might the frequency shift in the
posterior distributions be distinguished.

3. Overlap of the inertial modes

As we did before for the f2,i and f2 modes, we also use
the network overlap function to assess the reconstruction of
the waveforms for the case of inertial modes. Those overlaps
are shown in the bottom row in Fig. 6. For the SLy4 EOS
(first column), the overlap is above 0.5 for a distance to the
source of less than 5 Mpc, with the tabulated version of the
EOS attaining a higher value of the overlap for slightly larger
distances. For both implementations of the thermal effects, the
average overlap falls below 0.25 for distances above ≈ 7 Mpc,
which means that the injected and reconstructed waveforms
differ considerably. Correspondingly, the waveform signals
for HShen and DD2 (second and third columns, respectively)
are still reconstructed with a network overlap over 0.5 up to
a distance of about 12 Mpc (15 Mpc for the case of DD2).
The tabulaled version of the HShen EOS is more poorly re-
covered than its hybrid counterpart, with a smaller overlap at
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about 10 Mpc. Finally, in the case of the LS220 EOS (fourth
column), the network overlap is above 0.5 for distances up to
10 Mpc. Notice that only the overlap of the tabulated version
of LS220 is plotted in Fig. 6, as the simulation with a hy-
brid EOS collapses to a BH before inertial modes have been
excited.

V. CONCLUSIONS

Numerical simulations of BNS mergers incorporate ther-
mal effects in the EOS using two alternative approaches. The
first one is a hybrid approach which assumes that the pressure
and the internal energy are composed of two constituents, a
cold, zero-temperature part described by a family of piecewise
polytropes and a thermal part described by an ideal-gas-like
EOS. The second approach employs tabulated representations
of microphysical finite-temperature EOSs, providing a self-
consistent method to probe the impact of thermal effects in
the merger dynamics. While the former is an approximation,
it is nonetheless a widely employed approach as it reduces
computational costs. Remarkably, the two procedures lead to
measurable differences in the postmerger dynamics and GW
emission, the latter standing out in the location of characteris-
tic frequency peaks in the spectra (see, e.g., [36, 43]). Being
the tabulated treatment of the EOS free (in principle) of any
approximation, it is fair to associate those differences to the
bias introduced by the hybrid approach.

In this paper, we have investigated the prospects for iden-
tifying such biases by reconstructing the GW signals of [43]
using BayesWave [56, 57], building on our previous work
in [62] where we focused on inertial modes only, excited in
the very late part of the postmerger signal. Here, we have con-
sidered the entire postmerger signal, i.e., both its early part
where the fundamental quadrupolar f2 mode dominates the
GW spectrum and its late part where inertial modes are ex-
cited. The time-domain waveforms of [43], obtained through
BNS merger simulations with four different EOSs, account-
ing for both descriptions of thermal effects, have been in-
jected into Gaussian noise given by the sensitivity of the third-
generation detector Einstein Telescope [63, 64], selecting op-
timal sky location and inclination. Results for nonoptimal
configurations are discussed in Appendix A. The capability
of BayesWave to reconstruct the injected signals has been
assessed by computing the overlap function of the detector
network. As the postmerger remnant evolves, the amplitude
of the GW signal significantly decreases, resulting in a cor-
responding reduction of the overlap between injected and re-
constructed waveforms. The same occurs as the distance to
the source increases, irrespective of the portion of the post-
merger signal being analyzed.

The two representations of thermal effects in the EOS result
in frequency shifts of the dominant peaks in the GW spec-
tra. In some cases, those differences are large enough to be
told apart in the recovered signal, especially in the early post-
merger phase, when the signal amplitude is the loudest, and at
sufficiently small distances. They have been found to strongly
depend on the EOS. Both the SLy4 EOS (at small enough

distances) and the HShen EOS (at significantly bigger dis-
tances) present large frequency shifts of the dominant f2,i and
f2 modes. On the other hand, for the DD2 and LS220 EOSs,
no large enough frequency shifts between the hybrid and tab-
ulated cases have been found to unambiguously differentiate
with BayesWave the treatment of thermal effects in the EOS,
especially in the very early postmerger phase in which the
f2,i mode is excited. The bias introduced by the hybrid ap-
proach seems to strongly depend on the EOS. In some cases,
this approximation may lead to incorrect guesses of the peak
frequency even for source distances larger than ∼ 100 Mpc.

Differences in the dominant peaks of the GW spectra are
still present during the late postmerger phase, where the iner-
tial modes dominate [43, 53–55]. These modes are associated
with a part of the GW signal with a much lower amplitude than
that of the f2,i and f2 modes. Therefore, they are more diffi-
cult to detect [62]. Our results indicate that third-generation
detectors such as ET may be able to observe inertial modes
up to a distance of about 10 Mpc, depending on the EOS.
For this late-time part of the signal, the shift in the peak fre-
quency due to the different treatment of thermal effects can be
above 200 Hz at most, for the case of the HShen EOS. On
the other hand, for the LS220 EOS, the difference is more
obvious: The hybrid version of this EOS leads to the collapse
of the remnant to a BH, as opposed to the tabulated version of
the same EOS [43]. Notice that this frequency shift may po-
tentially introduce a degeneracy with the EOS: Two different
EOSs may potentially peak at the same frequency. Conse-
quently, accurate modeling of thermal effects is essential for
properly constraining the EOS.

The overlap function is also affected by the treatment of
thermal effects. In most cases, the amplitude of the post-
merger signal is lower for the tabulated approach, which leads
to a worse signal reconstruction for a given source distance.
This suggests that, broadly speaking, the range of detectabil-
ity of the postmerger signal should be more conservative than
that provided by the approximate hybrid approach. The lat-
ter overestimates the thermal pressure of the remnant, which
leads to an artificially larger GW amplitude that can mistak-
enly translate into a wider detectability range.

Finally, we have also computed the tidal deformability from
the frequency peaks of both the f2,i and f2 modes and through
the empirical fits presented in [43]. The differences in ther-
mal effects between the hybrid and the tabulated EOS inferred
through the analysis of the tidal deformability parameter are
also more apparent for the f2 mode, since the shift in the fre-
quency peaks is more pronounced. However, due to the uncer-
tainties arising from the fits, the recovered values of the tidal
deformability from both approaches are compatible.

The results of the work reported here are consistent with
those recently presented by [67], who employed Bayesian
model selection to explore differences between the hybrid
and the tabulated approaches for the same set of GW sig-
nals. The differences in the posterior distributions of the main
frequency peaks in the early postmerger GW spectra in hy-
brid and tabulated models reported here may be resolved in
third-generation detectors up to distances of about tens of
Mpc, compatible with the values found by [67]. These re-
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sults indicate that a self-consistent treatment of thermal effects
in numerical-relativity simulations of BNS mergers seems
mandatory to enhance the suitability of simulated postmerger
waveforms in the detection prospects of future GW searches.

A few caveats remain. First, our binary models in Table I
are constructed to be as similar as numerically possible. How-
ever, there are inherent differences in the way the models are
built (e.g., the minimum temperature value in the available
tables is T = 0.01MeV, which affects the density distribu-
tion at low densities), making it impossible to create identi-
cal stars (see Fig. 1). Consequently, we generated initial data
that are slightly different but minimized these differences as
much as possible. We note that these configurations differ by
less than 0.2% on the gravitational mass, by less than 2% on
the circumferential, and by ≲ 5% on the tidal deformability
number, among others. These differences are comparable to
the intrinsic error in the numerical simulations [98, 99] and,
thus, are unlikely to account for the differences observed in
our studies. Second, recent efforts have focused on capturing
the leading-order effects of degenerate matter on thermal pres-
sure using phenomenological schemes (see, e.g., [100, 101]).
In particular, the approach reported in [100] reproduces ther-
mal pressure within 30% accuracy for some realistic EOSs
at the typical densities in BNS mergers, while its tempera-
ture agrees with that from fully tabulated EOSs within 10%.
Our numerical results indicate that, for certain EOSs, the hy-
brid approach may perform comparably to, or even as well as,
these newer schemes. Therefore, further numerical studies are
required to fully assess the advantage of these schemes over
the hybrid approach.

This work has used the following open-source packages:
NUMPY [102], SCIPY [103], SCIKIT-LEARN [104], MAT-
PLOTLIB [105], and PYCBC [106].

Acknowledgments

The authors thank Roberto De Pietri for a careful read-
ing of the manuscript and Micaela Oertel for useful com-
ments. This work has been supported by the Generalitat
Valenciana through Grants No. CIDEGENT/2021/046 and
Prometeo No. CIPROM/2022/49, by MCIN and Generali-
tat Valenciana with funding from European Union NextGen-
erationEU (PRTR-C17.I1, Grant ASFAE/2022/003), and by
the Spanish Agencia Estatal de Investigación through Grants
No. PRE2019-087617 and No. PID2021-125485NB-C21
funded by MCIN/AEI/10.13039/501100011033 and ERDF A
way of making Europe. Further support has been provided
by the EU’s Horizon 2020 Research and Innovation (RISE)
program H2020-MSCA-RISE-2017 (FunFiCO-777740) and
by the EU Staff Exchange (SE) program HORIZON-MSCA-
2021-SE-01 (NewFunFiCO-101086251). M.M.-T. acknowl-
edges support from the Ministerio de Ciencia, Innovación y
Universidades del Gobierno de España through the “Ayuda
para la Formación de Profesorado Universitario” (FPU) fel-
lowship No. FPU19/01750. D.G. acknowledges support from
the Spanish Agencia Estatal de Investigación through Grant
No. PRE2019-087617.

The authors acknowledge the computational resources and
technical support of the Spanish Supercomputing Network
through the use of MareNostrum at the Barcelona Supercom-
puting Center (AECT-2023-1-0006) where the BNS merger
simulations were performed, the computational resources pro-
vided by the LIGO Laboratory and supported by National Sci-
ence Foundation Grants No. PHY-0757058 and No. PHY-
0823459, and the resources from the Gravitational Wave Open
Science Center, a service of the LIGO Laboratory, the LIGO
Scientific Collaboration and the Virgo Collaboration.

DATA AVAILABILITY

The data used in this paper can be made available on rea-
sonable request to the authors.

Appendix A: Reconstruction of injections with nonoptimal sky
location and orientation

The injections discussed in the main text of this paper were
performed considering an optimal source inclination with re-
spect to the ET detector (ι = 0) and an optimal sky loca-
tion, with a right ascension of 2.9109 rad and a declination
of 0.7627 rad. Therefore, the results represent the best-case
scenario for a given source distance. However, in reality the
source can be anywhere in the sky and have an arbitrary dec-
lination. Hence, the effective distance to the source can be
actually larger. This possibility is briefly discussed in this ap-
pendix.

TABLE III: Overlap functions for different inclinations and sky lo-
cations for a distance D = 150 Mpc to the source. The first (second)
row corresponds to the mode f2,i (f2). In parentheses we show the
percentage value with respect to the overlap for the optimal case.

Mode Optimal ι Nonoptimal ι Optimal ι Nonoptimal ι
Optimal Optimal Nonoptimal Nonoptimal
sky loc sky loc sky loc sky loc

f2,i 0.803 0.650 (81.0 %) 0.656 (81.7 %) 0.630 (78.5 %)
f2 0.835 0.791 (94.7 %) 0.793 (95.0 %) 0.728 (87.2 %)

In Table III we report the value of the overlap function for
the fundamental quadrupolar frequency peaks for a source at
a distance D = 150 Mpc and for different combinations of
sky locations and inclinations. We consider only the hybrid
version of the HShen EOS as this is the one yielding the best
detectability prospects in the optimal case. The nonoptimal
inclination is set to ι = 0.5585 rad and the right ascension
and declination in the sky for a representative nonoptimal case
are chosen to be 3.4462 and 0.45 rad, respectively. As ex-
pected, the overlap function decreases with respect to the op-
timal case. The lowest values found are 78.5% (with respect
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FIG. 9: Values of the SNR for high-frequency signals injected into
the ET detector as a function of the distance to the GW source, which
is optimally oriented. The different colors represent different EOSs.
The solid lines correspond to the tabulated versions, whereas the
dashed curves refer to the hybrid cases. As distance increases, the
SNR decreases, and there is a slight dependence on the EOS consid-
ered.

to the optimal case) and 87.2% for the f2,i and f2 modes, re-
spectively. Therefore, for signals coming from a nonoptimal
sky location and/or from a source with a nonoptimal inclina-
tion, the effective distance will not be much larger than the
optimal case. Furthermore, we note that the effect of the ac-
tual sky position of the source will become less of a concern
if a network of detectors built in different locations is used.

Appendix B: Signal-to-noise ratio of the injected signals

The signal-to-noise ratio (SNR) is a quantity widely used
to measure the excess power of the signal with respect to the
detector noise. The squared value can be expressed as the
inner product of the FFT of the strain [see Eq. (4)]:

ρ2 = ⟨h̃(f)|h̃(f)⟩ . (B1)

In this appendix, we compute this quantity corresponding
to each distance to the GW source. We compute the SNR
for the ET detector using the last 10 ms before merger and
up to ∼30 ms after merger, capturing both the f2,i and the
f2 modes. We put a low-frequency threshold of 1096 Hz to
remove the contribution of the inspiral phase. In Fig. 9, we
depict the resulting SNR for different distances D to the opti-
mally oriented source. The values of the SNR are consistent
with our findings. The signals from the HShen EOS have a
higher SNR, and their detection range is found to be larger. In
contrast, the lower SNR of SLy4 is also consistent with our
results.

We also compute the network overlap Onetwork for this time
window, depicted in Fig. 10. The EOSs with a higher overlap
also possess a higher SNR. When the overlap function goes
below the threshold value (∼ 0.75), the SNR of the signal is

∼ 4. For lower values of the SNR, the reconstruction perfor-
mance fails abruptly. In all cases, we reach an overlap above
∼ 0.9 for values of the SNR above ∼ 5− 6, as in [90].
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M. Pasquali, and N. Stergioulas, Phys. Rev. Lett. 120, 221101



18

(2018), 1802.03288.
[54] R. De Pietri, A. Feo, J. A. Font, F. Löffler, M. Pasquali,
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