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A B S T R A C T 

Disc winds play a crucial role in many accreting astrophysical systems across all scales. In accreting white dwarfs (AWDs) 
and active galactic nuclei (AGNs), radiation pressure on spectral lines is a promising wind-driving mechanism. However, the 
efficiency of line driving is e xtremely sensitiv e to the ionization state of the flow, making it difficult to construct a reliable physical 
picture of these winds. Recently, we presented the first radiation-hydrodynamics simulations for AWDs that incorporated detailed, 
multidimensional ionization calculations via fully frequency-dependent radiative transfer, using the SIROCCO code coupled to 

PLUTO . These simulations produced much weaker line-driven winds ( Ṁ wind / Ṁ acc < 10 

−5 for our adopted parameters) than 

earlier studies using more approximate treatments of ionization and radiative transfer (which yielded Ṁ wind / Ṁ acc � 10 

−4 ). 
One remaining limitation of our work was the assumption of an isothermal outflow. Here, we relax this by adopting an ideal 
gas equation of state and explicitly solving for the multidimensional temperature structure of the flow. In the AWD setting, 
accounting for the thermal state of the wind does not change the o v erall conclusions dra wn from the isothermal approximation. 
Our new simulations confirm the line-dri ving ef ficiency problem: the predicted outflows are too highly ionized, meaning they 

neither create optimal driving conditions nor reproduce the observed ultraviolet wind signatures. Possible solutions include 
wind clumping on subgrid scales, a softer-than-expected spectral energy distribution or additional driving mechanisms. With the 
physics now built into our simulations, we are well equipped to also explore line-driven disc winds in AGN. 

Key words: accretion, accretion discs – hydrodynamics – radiative transfer – methods: numerical – nov ae, cataclysmic v ari- 
ables – stars: winds, outflows. 
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 I N T RO D U C T I O N  

inds are a prominent feature of numerous astrophysical systems, 
articularly those involving accretion discs. Such environments, 
ncluding active galactic nuclei (AGNs; e.g. Gibson et al. 2009 ), 
-ray binaries (XRBs; e.g. D ́ıaz Trigo & Boirin 2016 ; Tetarenko

t al. 2018 ), and accreting white dwarfs (AWDs; e.g. Froning et al.
012 ), frequently exhibit blueshifted absorption lines, providing 
lear evidence of outflowing gas. These outflows can profoundly 
lter the appearance of the entire system. Wind signatures observed in 
ltraviolet (UV) resonance lines serve as essential tools for studying 
utflows in astrophysical systems such as AGN. These features arise 
rom the absorption and re-emission of UV photons by ions such as
 IV , Si IV , and N V , providing insights into the velocity, ionization
 E-mail: a.mosallanezhad@soton.ac.uk (AM); c.knigge@soton.ac.uk (CK); 
ong@stsci.edu (KSL) 
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tructure, and geometry of the winds. Moreo v er, the characteristic
P Cygni’ profiles and the broad absorption lines (BALs) observed 
n UV spectra reveal the presence of high-velocity outflows. These 
utflows are commonly interpreted as being driven by radiation 
ressure on resonance lines – a process known as ‘line-driven winds’. 
n AGN, direct evidence for the importance of line driving comes
rom the ‘ghost of Ly α’ (e.g. Arav et al. 1995 ; Arav 1996 ; Mas-
ibas & Mauland 2019 ; Filbert et al. 2024 ) and instances of ‘line

ocking’ (e.g. Korista et al. 1993 ; Lu & Lin 2018 ) observed in the
pectra of more distant luminous AGNs, such as quasi-stellar objects 
QSOs), and BAL QSOs. 

Beyond their observational signatures, outflows can play a crucial 
ole as a mass, energy, and momentum sink for the underlying
ccretion system, while simultaneously acting as a source of these 
uantities for the surrounding environment. In some AWDs (Scepi, 
ubus & Lesur 2019 ), XRBs (e.g. Ponti et al. 2012 ; Higginbottom

t al. 2019 ), and ultraluminous X-ray sources (Middleton et al. 2014 ,
022 ; Fabrika et al. 2015 ), a substantial fraction – if not the majority
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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of the accreted material may be ejected. Consequently, the rate of
ccretion onto the central object can be significantly lower than the
ate at which material is supplied to the outer disc. The broader
nfluence of outflows is perhaps most clearly illustrated by disc
inds and jets driven from AGN and quasars. These outflows enable

upermassive black holes to interact with their host galaxies and
lusters on large scales, providing a crucial ‘feedback’ mechanism
hat shapes galaxy evolution (Silk & Rees 1998 ; King 2003 ; Fabian
012 ; Morganti 2017 ; Harrison et al. 2018 ; Mosallanezhad et al.
022 ). 
The line-driving mechanism can significantly enhance the mo-
entum transfer from radiation to matter, well beyond that of

ure electron scattering. It was first proposed by Lucy & Solomon
 1970 ) and subsequently developed by Castor, Abbott, & Klein
 1975 , hereafter CAK ) to describe stellar winds from OB stars
10 4 < T eff, OB < 5 × 10 4 K). This framework has been successfully
pplied to a variety of accretion disc systems, including AWDs and
GNs, where disc temperatures are comparable to those found in OB

tars. In XRBs, line driving is less likely to play a dominant role since
aterial near the compact objects tends to be very highly ionized. In

hese systems, thermal and/or magnetic driving may be responsible
or the observed outflows (Miller et al. 2016 ; Higginbottom et al.
017 ; Tomaru et al. 2020 ). 1 

In principle, radiation-driven winds will be generated in the vicin-
ty of luminous sources whenever the outward force imparted via
hoton scattering and/or absorption exceeds the inward gravitational
ull; the well-known Eddington limit (Eddington 1916 ) corresponds
o the simplest scenario in which the radiative force arises purely via
lectron scattering, with L Edd representing the threshold luminosity
bo v e which radiation pressure o v ercomes gravity. Extending this
oncept, line driving takes place in media that are not fully ionized,
llowing photons to interact with bound electrons. These additional
nteractions can greatly amplify the o v erall radiativ e thrust. The fac-
or by which the radiative force surpasses its value in an electron-only
cattering regime is termed the force multiplier, M , a designation
rst introduced by CAK . Under optimal ionization conditions, this
ultiplier can be as large as M � a few × 10 3 (Gayley 1995 ; Proga,
tone & Drew 1998 ; Higginbottom et al. 2024 ). 
Numerical simulations of line-driven disc winds have been con-

ucted both in systems hosting AWDs (Pereyra, Kallman & Blondin
997 , 2000 ; Proga et al. 1998 ; Dyda & Proga 2018a , b ) and in
he context of AGN-scale systems (Proga, Stone & Kallman 2000 ;
roga & Kallman 2004 ; Liu et al. 2013 ; Nomura et al. 2016 ;
omura & Ohsuga 2017 ; Mosallanezhad et al. 2019 ; Nomura,
hsuga & Done 2020 ; Dyda, Davis & Proga 2024 ; Dyda et al. 2025 ).
 key element in such simulations is determining how the force
ultiplier is distributed throughout the outflowing material. More

recisely, the force multiplier directly depends on the ionization state,
, of the wind, which, in turn, is go v erned by radiative processes. At

he same time, the radiation field itself is altered by its interactions
ith the outflowing gas. Consequently, matter and radiation are

ntricately coupled, each influencing the other in non-linear, complex
ays within these line-driven outflows. 
Previous simulations have significantly simplified this complex

nterplay by employing the standard CAK k − α parametrization,
 = k t −α . In this formulation, t is the so-called optical depth
NRAS 541, 2393–2404 (2025) 

 Recent observations of optical (e.g. Mata S ́anchez et al. 2018 ; Mu ̃ noz-Darias 
t al. 2019 ) and UV (e.g. Castro Segura et al. 2022 ) wind signatures in XRBs 
e veal lo wer ionization material, implying that line dri ving may contribute to 
ass ejection in some of these systems. 
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arameter, which depends on local velocity gradients, while the
xponent α captures the relative importance of optically thin versus
ptically thick lines. Finally, k acts as a normalization factor that
epresents the o v erall ef fecti veness of line driving. In their AWD
imulations, Proga et al. ( 1998 ) adopted k = 0 . 2 and α = 0 . 6, guided
y typical wind parameters in OB stars (Gayley 1995 ). For their AGN
odels, Proga et al. ( 2000 ) likewise used α = 0 . 6, but replaced the

onstant k with a function, k( ξ ), derived from the work of Stevens &
allman ( 1990 ). They also typically set the maximum allowed force
ultiplier to M max ≈ 4400. 
Despite early simulations successfully producing line-driven

inds with mass-loss rates of Ṁ wind ∼ 10 −4 Ṁ acc (Proga et al. 1998 ,
999 ), certain discrepancies emerged (Drew & Proga 2000 ; Proga
t al. 2002 ). For instance, reproducing the strengths of wind-formed
pectral lines in AWD systems required accretion rates that were
igher than expected by a factor of 2–3. This hinted that some
nderlying assumptions may not be entirely accurate, although Proga
 2003 ) found that theory and observations might be consistent after
ll. Later, more detailed radiative transfer calculations (Sim et al.
010 ; Higginbottom et al. 2014 ) revealed that multidimensional
cattering effects in AGN outflows caused the winds to become o v e-
ionized, disrupting ef fecti ve line dri ving. These findings highlight a
ey concern: the force multipliers and ionization states assumed in
hese simulations – based on the near-optimal conditions found in OB
tars – may not accurately reflect real astrophysical environments. 

To o v ercome these challenges, we (Higginbottom et al. 2024 )
resented the first Monte Carlo radiation-hydrodynamics (MC-RHD)
imulations, utilizing the PLUTO hydrodynamics code coupled with
he SIROCCO radiative transfer code. These simulations incorporated
etailed, multidimensional ionization state calculations via fully
requenc y-dependent radiativ e transfer, while self-consistently treat-
ng radiation transport and force multipliers in a unified framework.

e focused on AWD systems because of their limited spatial
ynamic range and simpler spectral energy distribution (SED) made
hem more manageable compared to AGN. In these simulations,
e assumed an isothermal outflow at a constant temperature of
 = 40 000 K. Our main finding was that the physical conditions

n AWD environments were far less conducive to efficient line
ri ving than pre viously assumed. Unlike the conditions found in
ot, single-star winds, the ionization states in these systems turned
ut to be significantly higher. Since these sources are only marginally
uminous enough to sustain strong line-driven flows, this o v eresti-

ation had profound implications. We found that the mass-loss rates
ere lower by approximately two orders of magnitude compared

o previous estimates. Similarly, the synthetic spectra produced in
ur simulations did not match observational data. These results
ollectively raised serious questions about the viability of line driving
s the primary mechanism responsible for the winds observed in
WDs. 
In our previous simulations, we assumed that the outflow was

sothermal, a significant simplification that ignores the temperature-
ependent aspects of ionization balance and radiative cooling/heating
rocesses that go v ern the efficienc y of line-driv en winds. F or mod-
lling winds in AGN, which is our ultimate goal and where the
EDs are inherently more complex and harder to parametrize than

hose of AWDs, the isothermal approximation becomes particularly
roblematic. To address this, we replace the isothermal assumption
ith an ideal gas equation of state and directly solve the full set of

nergy equations. This enables us to resolve the spatial temperature
tructure of the outflo w, dri ven by radiati ve and hydrodynamic
eating/cooling processes. Critically, we also track the evolving SED
ithin the outflow as it is locally attenuated, a feature essential for
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2 We performed a simulation test using �t RAD = 0 . 2 s and find that the 
wind mass-loss rate deviates by less than 5 per cent from �t RAD = 2 . 0 s 
model, while the ionization structure shows only marginal variations at high 
latitudes. These results confirm that adopting �t RAD = 1000 �t HD captures 
the essential dynamics without significant loss of accuracy – consistent 
with Higginbottom et al. ( 2024 ) – and demonstrate that our conclusions 
are insensitive to the precise choice of �t RAD within this regime. 
3 By ‘quasi-steady’, we mean a flow in which the mass-loss rate and o v erall 
geometry are no longer changing systematically with time. As previously 
found in RHD simulations of line-driven winds, the smaller scale outflow 

structure is inherently time v ariable, e ven once this quasi-steady state is 
reached (Proga et al. 1998 , 1999 ; Higginbottom et al. 2024 ). 
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GN applications where o v erionization can suppress line driving. 
ur approach integrates these advancements with an enhanced 

macro-atom’ method for radiative transfer (Lucy 2002 , 2003 ), which 
ore rigorously enforces energy conservation in the comoving frame 

nd results in a more accurate treatment of the reprocessing effect of
he wind. 

The remainder of this paper is organized as follows. In Section 2 ,
e begin with a brief overview of our previous simulations and 

hen detail the ne wly de veloped methods used to perform 2.5D,
ultifrequency radiation-hydrodynamics (RHD) simulations with an 

deal gas equation of state. This approach includes a full treatment of
onization, line-driving forces, and radiative heating/cooling rates. In 
ection 3 , we present the results of our simulations, some of which
re directly compared against those from our previous isothermal 
odels. Finally, in Section 4 , we discuss our findings, examine the

imitations of our calculations, and summarize our conclusions. 

 M E T H O D S  

.1 Hydrodynamics incorporating radiative heating/cooling, 
nd acceleration 

ur MC-RHD simulations employ the publicly available Godunov- 
ype hydrodynamics code PLUTO (v4.4; Mignone et al. 2007 ), coupled 
ith the Monte Carlo radiative transfer code SIROCCO (Long & 

nigge 2002 ; extended by Sim, Drew & Long 2005 ; Higginbottom
t al. 2013 ; Matthews et al. 2015 , 2025 ). The two codes are integrated
ia an operator-splitting formalism, in which SIROCCO supplies 
eating and cooling rates, as well as radiative accelerations. Our 
ethodology is based on that described by Higginbottom et al. 

 2024 ), with the key difference being the explicit inclusion of the
deal gas equation of state and the solution of the full energy equation.

Allowing for radiative forces, the hydrodynamic continuity and 
omentum equations can be written as 

∂ ρ

∂ t 
+ ∇ · ( ρv ) = 0 , (1) 

∂ ( ρv ) 

∂ t 
+ ∇ · ( ρv v + p I ) = −ρ∇� + ρg rad . (2) 

ere ρ is the gas density, v is the v elocity v ector, p is the gas
ressure, I is the identity matrix, � is the gravitational potential, and 

g rad represents the radiative acceleration. 
In our previous simulations, we assumed the outflow to be 

sothermal, so these equations were supplemented with 

 = ρc 2 iso , (3) 

.e. the isothermal equation of state. We adopted a fixed sound 
peed c iso = 24 km s −1 , corresponding to a fixed temperature of
 = 40 000 K . With these assumptions, there was no need to solve

he full energy equation. 
In our new simulations, we relax the isothermal assumption and 

nstead adopt the ideal gas equation of state: 

 = nk B T , (:4) 

here n is the total particle number density, and k B is the Boltzmann
onstant. We then need to solve the full energy equation, which can
e written as 

∂ E 

∂ t 
+ ∇ · [ ( E + p) v ] = −ρv · ∇� + ρv · g rad + ρL . (5) 

ere, E = (1 / 2) ρ| v | 2 + ρe represents the total gas energy density,
here e is the internal energy per unit mass, and L is the net radiative
eating/cooling rate per unit mass. We neglect relativistic effects and 
dopt a Newtonian gravitational potential, � = −GM WD /r , where 
 WD is the mass of the white dwarf, and G is the gravitational

onstant. For a monatomic ideal gas, the internal energy per unit
ass, e, is related to the pressure and density by e = p/ [ ρ( γ − 1)],
here γ = 5 / 3 is the adiabatic index. 
In our simulations, PLUTO is responsible for solving and advancing 

his coupled system of equations, with SIROCCO providing updates for 
wo critical terms: the radiative acceleration g rad and the net radiative 
eating/cooling rate L . Because the radiative transfer is much more
 xpensiv e computationally than the hydrodynamical portion of the 
alculation, we carry out radiative transfer and ionization calculations 
t intervals significantly longer than the hydrodynamic time-step, 
pecifically at �t RAD � �t HD . Typically, we set �t RAD = 2 s, which
orresponds to about 10 3 �t HD in our simulations. For this to be a
easonable approach, the ionization state and radiation field within 
ach cell remain approximately constant o v er the time-scale t RAD . We
av e v erified that our results are not sensitive to the exact value of
t RAD within this regime. 2 Next, we cycle between hydrodynamic 

nd radiative updates until the entire wind structure evolves to a
uasi-steady state. 3 

In order to a v oid abrupt temperature changes every �t RAD (when
xact ne w radiati ve heating/cooling rates become available), we 
pply approximate updates to L at each hydrodynamic time-step. 
hese approximate updates are based on the estimated impact of the
hanging temperature and density on the radiative heating/cooling 
ates. We also apply a damping factor when we update L after each
all to SIROCCO . The way in which we calculate and update radiative
eating and cooling rates is described in more detail in Section 2.5 . 
Similarly, the radiative acceleration g rad is updated approximately 

t each hydrodynamic time-step. Here, the approximate updates 
ccount for changes in the velocity field, while assuming that the
onization state of the flow stays approximately constant o v er a time-
cale �t RAD . The way in which we calculate and update g rad is
escribed in more detail in Section 2.3 . 

.2 Ionization and radiati v e transfer 

fter each simulation time interval of �t RAD , SIROCCO is activated
nd loads the latest snapshots of the density, velocity fields, and
emperature calculated by PLUTO , as well as the wind’s ionization
tate from its previous run. Photon packets are then introduced into
he outflow by both the accretion disc and the wind. These packets are
racked as they journey through the wind, where they may undergo
ttenuation due to bound–free and free–free opacity, electron scat- 
ering, and bound–bound interactions. The photon packets passing 
hrough each cell are used to build estimators that represent the
adiation field within that cell. This information is then used to update
MNRAS 541, 2393–2404 (2025) 
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he wind’s ionization state and to calculate the radiative accelerations
nd radiative cooling/heating rates. 

We begin by assuming that the disc initially has an ef fecti ve
emperature distribution following the standard Shakura & Sunyaev
 1973 ) model 

 d, visc ( R) = T ∗

(
R WD 

R 

)3 / 4 (
1 − R WD 

R 

)1 / 4 

, (6) 

here R = r sin θ denotes the cylindrical radius, and 

 ∗ = 

( 

3 GM WD Ṁ acc 

8 σπR 

3 
WD 

) 1 / 4 

. (7) 

Here, Ṁ acc represents the accretion rate through the disc, and σ is
he Stefan–Boltzmann constant. For the purpose of generating photon
ackets, the disc is divided into concentric annuli, each initially
onsidered to radiate as a blackbody with an ef fecti ve temperature
iven by T d, eff = T d, visc ( R). This set-up determines both the number
nd the frequency distribution of the photon packets produced by
ach annulus. To be more precise, the plasma within the simulation
omain itself generates photons through free–free, free–bound, and
ound–bound processes. 
As photons traverse the wind, they are employed to update three

ets of estimators related to the radiation field: (i) the angle-averaged
ean intensity J ν , (ii) the direction-dependent UV flux F UV ,i , and

iii) the radiative cooling and heating terms. Here, the index i 

enotes one of N ˆ n = 36 directions chosen to ef fecti vely sample all
ossible vectors in the φ = 0 plane. The UV band is defined to
pan frequencies from 7 . 4 × 10 14 to 3 × 10 16 Hz . The flux estimator

F UV ,i is utilized by PLUTO to compute the radiative accelerations
see Section 2.3 ), while the mean intensity estimator J ν is used
o determine the ionization state of the gas and the corresponding
elationship between the force multiplier and the optical depth
arameter (refer to Section 2.4 ). Additionally, the radiative cooling
nd heating terms are passed to PLUTO to calculate the total cooling
ate (see Section 2.5 for more details). 

After the photon transport phase is complete, SIROCCO calculates
he ionization state of the gas based on the local density, temperature,
nd the frequency-dependent intensity J ν . The estimator for J ν
nherently accounts for any attenuation of photon packets within
he wind, as well as re-emission from the wind itself. Critically, it
lso includes photons that arrive in a cell from other regions of the
ind, including those introduced via scattering events. This scattered

nd/or reprocessed component of the radiation field makes it much
arder for material close to the centre (e.g. a failed wind) to ef fecti vely
hield material located further out. 

Whenever SIROCCO is called, we execute at least two iterations
ncompassing the entire process of photon generation, radiation
ransport, ionization equilibrium calculations, and e v aluation of the
adiative cooling and heating terms. This iterative method enables us
o account for the effects of irradiation on the temperature distribution
f the disc. Some photon packets emitted by the central source and
ome that have been reprocessed in the outflow will una v oidably
mpact the disc’s surface. In SIROCCO , these photons can be managed
n one of three ways: (i) by discarding them; (ii) by assuming
hey are absorbed and reprocessed; or (iii) by treating them as
pecularly reflected. In the simulations presented here, we choose
ption (ii). Consequently, after the first iteration, we update the
f fecti ve temperature distribution across the disc such that 

T 4 d, eff ( R) = σT 4 d,visc ( R) + F irr ( R) , (8) 

here F irr ( R) is the irradiating flux incident on the disc at radius R. 
NRAS 541, 2393–2404 (2025) 
.3 Radiati v e acceleration 

he net radiative acceleration in each cell, g rad , is computed as a
ector sum over N ˆ n directions uniformly distributed in the φ = 0
lane, ensuring equal angular spacing between each direction, 

g rad = 

N ˆ n ∑ 

i= 1 

g i = 

N ˆ n ∑ 

i= 1 

[ 1 + M ( t i ) ] σe 
F UV ,i 

c 
. (9) 

ere, σe is the Thompson cross-section per unit mass, c is the light
peed, and g i and F UV ,i represent the radiative acceleration and
V flux in direction i, respectively. We conducted our simulations
ith a directional resolution of N ˆ n = 36. Tests at a higher resolution

 N ˆ n = 72) showed no significant differences in the final results; the
haracter of the wind remained nearly identical, with mass-loss rates
iffering by less than 1 per cent between the two simulations. 
In equation ( 9 ), M ( t i ) represents the force multiplier, which

arametrizes the ef fecti ve number of lines available to enhance the
cattering coefficient. This quantity varies based on the ionization
evel of the material within each cell (see Section 2.4 ). Notably, the
orce multiplier depends on the optical depth parameter t i , defined
s 

 i = σe ρv th 

∣∣∣∣d( v · ˆ n i ) 

d s i 

∣∣∣∣
−1 

, (10) 

here v th = 

√ 

2 k B T /m p is the thermal velocity of the gas, d s i repre-
ents an infinitesimal step along the direction ˆ n i , and | d( v · ˆ n i ) / d s i |
s the gradient of the velocity component projected in this direction.
herefore, in this study, by adopting an ideal gas equation of state,
 ( t i ) becomes direction-dependent and is sensitive to the instanta-

eous local velocity field as well as the temperature distribution. It is
orth highlighting that even though the ionization state of the flow is
pdated only every �t RAD , the optical depth parameter – and hence
he force multiplier – is adjusted continuously (at each hydrodynamic
ime-step) to account for the changing velocity field in each cell. 

These conceptually simple expressions capture the complex non-
inear coupling between matter and radiation in line-driven flows. The
adiation field and ionization state depend on the outflow dynamics
which in turn control the density, velocity fields, and temperature.
onversely, the dynamics are influenced by the radiation field and

onization state, which affect F UV ,i , M ( t i ), and the net radiative rate.

.4 Generating a lookup table for the force multiplier 

e follow Higginbottom et al. ( 2024 ) in utilizing the approach
escribed by Parkin & Sim ( 2013 ) to generate updated lookup tables
or the local force multiplier, considering the SED and ionization
arameter within each cell. We do not employ SIROCCO directly
or this task because calculating precise force multipliers requires a
ore e xtensiv e line list than the one SIR OCCO uses. SIR OCCO ’s line

ist is sufficient for obtaining the accurate estimate of J ν needed to
etermine the ionization state, but not for the detailed force multiplier
alculations. Essentially, we provide the ionization state and the local
stimate of J ν to an independent code that has access to o v er 450 000
pectral lines (see Parkin & Sim 2013 for further details). For each
ransition, the code begins by calculating the quantity 

u , l = 

hc 

4 π

n l B l , u − n u B u , l 

σe ρv th 
, (11) 

here u and l refer to the upper and lo wer le vels of the rele v ant
ransition, respectively. Here, n u and n l are the upper and lower
evel number densities of ions supplied by SIROCCO , and B l , u and
 u , l are the usual Einstein coefficients for absorption and stimulated
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4 Our primary goal here is to compare our ideal equation of state and macro- 
atom mode simulations with the isothermal wind models of Higginbottom 

et al. ( 2024 ), which were computed o v er a radial domain of 10 r WD . To 
assess the impact of domain size, we performed a test run extending the 
outer boundary to r max = 50 r WD and adopting the mid-plane density of 
ρ( r, θ = π/ 2) ∝ r −α with α = 0 . 5. The simulation reaches a steady state 
after approximately 400 s, and the average mass-loss rate matches that of our 
fiducial model closely, confirming that extending the radial domain does not 
significantly alter the global wind properties. 
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mission, respectively. The force multiplier M ( t) is determined as a
eighted sum of contributions from all line transitions: 

 ( t) = 

∑ 

lines 

�νD 

J ν

J 

1 − exp ( −ηu , l t) 

t 
, (12) 

here �νD = ν0 v th /c represents the Doppler width of each line with
0 as the central frequency of the line. 

.5 Heating and cooling rates 

fter each call to SIROCCO , i.e. every �t RAD , we pass updated
adiative heating and cooling rates back to PLUTO . However, as
lready noted in Section 2.1 , we do not take the radiative heating and
ooling rates to be constant between these calls. Instead, we apply 
pproximate updates to these rates at each hydrodynamic time-step in 
rder to allow for rapid changes in the local density, temperature, and
onization state. These approximate updates are essentially a way to 
nterpolate the radiative heating and cooling rates across �t RAD . The 
urpose of this technique is to facilitate convergence by preventing 
nphysically abrupt changes in the simulation after calls to SIROCCO . 
In practice, we calculate approximate updates to ρL at each 

ydrodynamic time-step by using slightly modified versions of the 
nalytic heating and cooling rate equations given by Higginbottom 

t al. ( 2018 ) (which are themselves based on Blondin 1994 ; also
ee Higginbottom & Proga 2015 ; Higginbottom et al. 2017 ). In
hese equations, the net radiative heating and cooling rate is broken 
p into five heating and cooling terms: Compton heating ( H c ) and
ompton cooling ( � c ), X-ray (photoionization + Auger) heating rate 
 H x ), bremsstrahlung cooling ( � b ), and cooling via line emission
 � l ). All five heating and cooling rates are then combined to give an
stimate of the total net rate 

L = n H 
(
n e H c + n H H x − n e � c − n e � b − n e � l 

)
, (13) 

here n H and n e are the number densities of hydrogen and electrons,
espectiv ely. F ollowing Higginbottom et al. ( 2018 ), we approximate
he electron-to-hydrogen density ratio as 

n e 

n H 
= 

⎧ ⎨ 

⎩ 

2 . 5 × 10 −52 T 12 . 3 , T < 1 . 5 × 10 4 K , 

2 . 5 × 10 −3 . 8 T 0 . 86 , 1 . 5 × 10 4 ≤ T < 3 . 3 × 10 4 K , 

1 . 21 , T ≥ 3 . 3 × 10 4 K . 

(14) 

The heating and cooling terms can then be expressed as 

 c = K H c 

[
8 . 9 × 10 −36 ξ T x 

]
( erg s −1 cm 

3 ) , (15) 

 c = K � c 

[
8 . 9 × 10 −36 ξ (4 T ) 

]
( erg s −1 cm 

3 ) , (16) 

 x = K H x 

[
1 . 5 × 10 −21 ξ 1 / 4 T −1 / 2 

]
( erg s −1 cm 

3 ) , (17) 

 b = K � b 

[
3 . 3 × 10 −27 T 1 / 2 

]
( erg s −1 cm 

3 ) (18) 

 l = K � l 

[ 

1 . 0 × 10 −16 exp 
(−1 . 3 × 10 5 /T 

)
T 

√ 

ξ
+ K( T ) 

] 

× ( erg s −1 cm 

3 ) , (19) 

here 

( T ) = 

⎧ ⎨ 

⎩ 

5 . 0 × 10 −27 T 1 / 2 , T < 10 4 K , 

1 . 0 × 10 −24 , 10 4 < T < 10 7 K , 

1 . 5 × 10 −17 T −1 , T > 10 7 K . 

(20) 

he quantity ξ
[= 4 πF ion n 

−1 
H 

]
in these equations is the so-called 

onization parameter (where F ion denotes the hydrogen-ionizing 
ux). 
These analytic expressions – without the ‘ K prefactors’ – were 
riginally designed to approximate the heating and cooling rates for 
aterial irradiated by a bremsstrahlung SED. Ho we ver, the scalings

f the terms with temperature, density, and ionization parameter 
hould be fairly robust to SED changes, and it is only these scalings
hat our approximate updating method actually relies on. 

Specifically, the analytic expressions are implemented in PLUTO 

nd used to continually update the radiative heating and cooling 
ates at each hydrodynamic time-step. Ho we v er, the y are recalibrated
fter each call to SIROCCO by adjusting the K prefactors so that the
pproximate rates match the actual rates (as calculated by SIROCCO ).

To prevent abrupt changes in the heating and cooling rates, we
pply a numerical damping factor during the recalibration process 
fter each ionization and radiative transfer (IRT) step. While the 
imulation is expected – and observed – to converge to a quasi-steady 
tate, the exact trajectory to this state is not critical. The numerical
amping facilitates convergence without impacting the final results. 
e have tested this approach by using various damping factors and

onfirmed its robustness. For our final runs, we used a damping factor
f 0.9, meaning the calibration factors can change by no more than
0 per cent after each IRT step. 

.6 System parameters and computational set-up 

he system parameters and numerical set-up we adopt largely follow 

hose used for Model HK22D by Higginbottom et al. ( 2024 ), which
hey used as their fiducial reference model. Ho we ver, we summarize
he key points here briefly for completeness. Our numerical grid is
et up in spherical polar coordinates ( r, θ, φ). The computational
omain is defined in two dimensions, spanning r min ≤ r ≤ r max and
 ≤ θ ≤ π/ 2, co v ering one quadrant of the environment near the
hite dwarf for hydrodynamical calculations. We set r min = r WD 

nd r max = 10 r WD , where r WD is the radius of the white dwarf. 4 The
arameters are fixed as M WD = 0 . 6 M � and r WD = 8 . 7 × 10 8 cm . 
The r–θ plane is divided into zones as follows: in the r-direction,

he domain is discretized into 128 zones with a geometric progression
uch that d r i / d r i+ 1 = 1 . 05. Similarly, in the θ -direction, the domain
onsists of 96 zones with d θj / d θj+ 1 = 0 . 95. This spacing ensures
he highest resolution in the wind-launching region, particularly near 
he accretor and the disc plane. The only ‘net’ radiation source in
ur model is the accretion disc: there is no central source, and the
ind only reprocesses disc photons. As discussed and shown by 
igginbottom et al. ( 2024 ), this is the most optimistic assumption

or successful line driving. The accretion rate is set to Ṁ acc = π ×
0 −8 M � yr −1 , which is at the high end of the typical range for wind-
riven accretion-disc systems, such as nov a-like v ariables (Ho well &
ason 2018 ). 
We assume a disc that is geometrically thin [Shakura–Sunyaev disc 

SSD); Shakura & Sunyaev 1973 ], meaning all the radiation from the
isc originates from the system’s mid-plane at θ = π/ 2. Since the
isc serves as the mass reservoir for the outflow, we set the density
t mid-plane to a fixed value and maintain this constant throughout
MNRAS 541, 2393–2404 (2025) 
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Table 1. Parameters adopted in the simulations and some derived quantities. For each simulation, we provide the model designation (column ‘name’), its 
SIROCCO mode, the equation of state, the equi v alent models in HK, the accretion rate ( Ṁ acc ), the wind mass-loss rate ( Ṁ wind ), and the velocity of the fast parts 
of the wind ( v r ). Full parameter files are available in the code repository (see Data Availability section). 

Name SIROCCO mode Equation of state Wind temperature Eqv. model in HK24 Ṁ acc Ṁ wind v r 
(K) (M � yr −1 ) (M � yr −1 ) ( km s −1 ) 

(1) (2) (3) (4) (5) (6) (7) (8) 

Model A Hybrid macro-atom Ideal Variable ... π× 10 −8 6 . 3 × 10 −14 1900 
Model B Hybrid macro-atom Isothermal 40 000 ... π× 10 −8 5 . 6 × 10 −14 1250 
Model C Classic Ideal Variable ... π× 10 −8 3 . 6 × 10 −14 1700 
Model D Classic Isothermal 40 000 HK22D π× 10 −8 4 . 6 × 10 −14 1700 

Note. Here, HK24 refers to our previous simulations, i.e. Higginbottom et al. ( 2024 ). 
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he simulations. Ideally , this density , ρd , should correspond to the
pper regions of the disc’s atmosphere, just below where the wind
s launched. For our simulations, ρd must be set sufficiently high to
nsure that the critical and sonic points of the outflow fall within
he simulation domain, but not so high that the hydrostatic regions
ithin the domain become optically thick. We typically choose ρd =
0 −9 g cm 

−3 to achieve this balance. We tested variations in ρd by
actors of 2 and according to the standard SSD model, finding no
ignificant changes in the wind solution; the global wind properties
emain robust. Therefore, as long as ρd is chosen to correctly capture
he sonic point, while a v oiding e xcessiv e optical thickness at the base
f the wind, our results remain relati vely insensiti ve to its precise
alue. The initial density distribution across the grid is determined
hrough hydrostatic equilibrium in the latitudinal direction, expressed
s 

( r, θ ) = ρd exp 

(
− GM WD 

2 c 2 s r tan 2 θ

)
. (21) 

ere, c s = 

√ 

γ k B T / ( μm p ) is the sound speed, and μ = 0 . 6 and
 p are the mean molecular weight and proton mass, respectively.
he initial temperature distribution is set via equation ( 6 ), i.e.
 ( r, θ ) = T d,visc . The initial pressure is given by p = ρc 2 s /γ . For

he initial velocity, we assume v r = v θ = 0, and v φ = v k , where v k 
s the Keplerian v elocity. F or isothermal simulations, we fix the
emperature to T = 40 000 K , which corresponds to an isothermal
ound speed of c iso = 24 km s −1 . 

In all of our simulations, we impose a density floor of ρfloor =
0 −24 g cm 

−3 . If the density in a cell falls below this threshold, it is
eset to ρfloor while conserving both momentum and energy. 

After each hydrodynamic time-step, �t HD , the mid-plane tem-
eratures and densities are reset to T d , visc and ρd to 10 −9 g cm 

−3 ,
espectively. After resetting the mid-plane density, we also update
he velocity in the θ direction v θ , to ensure momentum conservation
n this direction. 

We adopt outflow boundary conditions at the innermost and
utermost radial cells. The boundary at θ = 0 is treated as ax-
symmetric, while reflection symmetry is assumed at the mid-plane,
= π/ 2. For all of our simulations, we employ PLUTO ’s standard

ydrodynamics module with linear reconstruction. Time integration
s performed using a second-order Runge–Kutta scheme, with a
ourant–Friedrichs–Lewy number of 0.4. We adopt the Harten–Lax–
an Leer approximate Riemann solver, which is robust in handling
iscontinuities. 
To initialize the radiative force, we use SIROCCO to compute

he ionization state, direction-dependent fluxes, and radiative cool-
ng/heating terms following the procedure outlined in Sections 2.1 –
.5 . This allows us to initialize the radiation force and radiative
ooling/heating in PLUTO for the first time-step. Each time SIROCCO

s called – i.e. after each �t RAD – we run two ‘ionization cycles’
NRAS 541, 2393–2404 (2025) 
cf. Matthews et al. 2025 ), each of which tracks 10 7 energy packets
hrough the computational domain. All simulations were evolved for
 total of 1500 s, at which point they had all reached quasi-steady
tates. 

As discussed by Matthews et al. ( 2025 ), SIROCCO offers two modes
f operation for radiative transfer: the hybrid macro-atom mode,
hich is generally more physically accurate, and the classic mode.

n the latter, Monte Carlo packets are allowed to lose energy due to
ontinuum opacity as they traverse the flow, with this energy taken
p by packets emitted separately by the wind. In the former, near
adiative equilibrium and comoving frame energy conservation are
nstead enforced rigorously at the point of interaction. In addition, the
ybrid macro-atom mode makes use of the macro-atom formalism
Lucy 2002 , 2003 ), in our case treating both H and He as macro-
toms and the remaining metals as ‘simple atoms’ within a two-
evel approximation for line transfer (see Matthews et al. 2025 ,
ection 3, for more details). One beneficial aspect of this approach
s that the bound–free continua of H and He ions, as well as their
ecombination cascades, are treated more accurately. In our previous
HD simulations, we only employed the classic mode. We now

un each of our isothermal and ideal gas simulations using both
adiative transfer modes, which allows us to test if any of our science
onclusions are sensitive to the details of the methods. It also acts
s a proof-of-concept, since this is, to our knowledge, the first time
n RHD simulation of line-driven winds has used a version of the
acro-atom formalism. 

 RESULTS  

e performed four simulations to investigate the impact of the
deal versus isothermal equations of state while employing the two
ifferent SIROCCO modes described abo v e: the hybrid macro-atom
nd the classic modes. The detailed parameters for these models
re listed in columns (1)–(6) of Table 1 . Specifically, Models A
nd B utilize the SIROCCO hybrid macro-atom mode to directly
ompare the behaviour of the ideal and isothermal cases, whereas
odels C and D are e x ecuted using the classic SIROCCO mode.
odel D in our simulations is identical in set-up to Model HK22D

rom Higginbottom et al. ( 2024 ). The key parameters describing our
imulations are summarized in Table 1 . Model A represents our most
hysically complete simulation of a line-driven accretion disc wind
o date. 

Fig. 1 displays a snapshot of the density distribution, o v erlaid
ith the poloidal velocity v p = ( v 2 r + v 2 θ ) 1 / 2 , for our fiducial model.
his plot corresponds to t = 850 s of simulation time, approximately
ne-fifth of the sound-crossing time-scale, at which point the sim-
lation has reached a quasi-steady state. In this figure, the colour
ap represents the logarithmic density, while the o v erlaid v elocity
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Figure 1. The density and poloidal velocity fields for the fiducial model at t = 850 s are shown. The colour map depicts the logarithmic density, while o v erlaid 
v elocity v ectors (normalized to a peak poloidal v elocity of v p = 1500 km s −1 ) illustrate the flow structure. Gre y lines denote streamlines, and the solid black 
line marks the Mach 1 surface. For a version of the figure with logarithmically scaled x and z axes, see the top-right panel of Fig. 6 . A line-driven disc wind is 
produced, with the bulk of the wind confined to a 25 ◦ wedge spanning polar angles from 40 ◦ to 65 ◦. 
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ectors, normalized to a peak poloidal velocity of v p = 1500 km s −1 ,
llustrate the wind structure. Grey lines denote streamlines, and the 
olid black line marks the Mach 1 surface. A line-driven disc wind
s produced, with the majority of the wind confined to a 25 ◦ wedge,
panning polar angles from 40 ◦ to 65 ◦. 

Fig. 2 displays snapshots of the density distribution for all 
our models at a similar time ( t = 850 s, roughly one-fifth of the
ound-crossing time-scale). All simulations have reached a quasi- 
teady state by this point (see Fig. 3 and discussion below). In
ach panel, we also show the corresponding poloidal velocity 
eld, v p . 
All four models produce similar line-driven disc winds, with 

omparable outflow geometries and velocity fields. In particular, 
he majority of the outflow is al w ays confined to a 25 ◦ wedge
panning polar angles from 40 ◦ to 65 ◦. The highly structured and
ariable nature of the outflow – a feature already noted in the earliest
imulations by Proga et al. ( 1998 ) – is also consistent across all
imulations. 

Our new benchmark model, Model A, exhibits a slightly higher 
ind velocity compared to the other cases (cf. Table 1 ). More-
 v er, the inclusion of cooling and heating terms in the energy
quation for the ideal runs (see the top- and bottom-left panels of
ig. 2 ) results in a narrower high-density region near the equatorial
lane. As a consequence, the lower density environment in these 
odels shifts the sonic (Mach 1) surface somewhat closer to the 

quator. 
Perhaps the most important product of our simulations is the mass-

oss rate through the outer radial boundary (i.e. r max ). The total mass-
utflow rate at this boundary is computed as 

˙
 wind = 4 πr 2 max 

∫ 85 ◦

0 
ρ max ( v r , 0 ) sin θ d θ. (22) 

he upper limit of the integration here is set at 85 ◦ to exclude the
ense and essentially hydrostatic disc atmosphere. 
Fig. 3 illustrates the time evolution of the wind mass-loss rate

 Ṁ wind ) for all four models. In all simulations, the mass-loss rate
tabilizes to be approximately steady within 200 s . The remaining 
uctuations in the mass-loss rates beyond this point are associated 
ith the density structures apparent in Fig. 1 , which remain time
 ariable e ven in the quasi-steady state. The vertical dash–dotted line
n Fig. 3 marks the timestamp corresponding to the representative 
napshot shown in subsequent figures. 

Fig. 3 shows that the mass-loss rates predicted by all simulations
re broadly consistent, to within roughly the scatter expected from 

heir intrinsic variability. More quantitatively, column (7) of Table 1 
ists the time-averaged Ṁ wind over the interval 300 ≤ t ≤ 1500 s . All
our simulations produce values within roughly a factor of 2 of each
ther. This similarity in mass-loss rates demonstrates that the global 
roperties of the wind are not particularly sensitive to the treatment
f thermodynamics (isothermal versus full thermal balance) or to the 
etails of the radiative transfer mode (classic versus hybrid macro- 
tom). 

Crucially, the mass-loss rate in Model A remains a factor of
00 lower than the values found in previous simulations that did
ot treat the multidimensional radiative transfer and ionization in 
etail (e.g. Pereyra et al. 1997 , 2000 ; Proga et al. 1998 , 1999 ;
MNRAS 541, 2393–2404 (2025) 
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Figure 2. The density and poloidal velocity fields for Model A (top-left panel), Model B (top-right panel), Model C (bottom-left panel), and Model D (bottom- 
right panel; similar to Model HK22D of Higginbottom et al. 2024 ) at t = 850 s. The colour map represents the logarithmic density, while o v erlaid v elocity 
vectors (normalized to a peak poloidal velocity of v p = 1500 km s −1 ) illustrate the flow structure. Grey lines denote streamlines, and the solid black line marks 
the Mach 1 surface. Animated versions of each panel can be found in the supplementary material . 
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yda & Proga 2018a , b ). Thus, the challenge to line driving
ighlighted by our previous work cannot be ascribed to the isothermal
pproximation adopted there, nor it is sensitive to the mode of
adiative transfer used within SIROCCO . We will return to this issue in 
ection 4 . 

.1 The wind temperature distribution 

ig. 4 displays the temperature structure of the outflow for Model
. Near the Mach 1 surface, where the wind is launched, we find
 � 5 × 10 4 K. This is very similar to the value adopted in our

sothermal models, T = 4 × 10 4 K, which accounts for the good
greement between the models. 

It is worth noting that there are some regions in the simulation
notably near the tips of the finger-like density structures –

here adv ectiv e heat transport becomes dominant o v er radiativ e
r adiabatic heating/cooling. Strictly speaking, the assumption of
NRAS 541, 2393–2404 (2025) 
nstantaneous ionization equilibrium we make in SIROCCO also breaks
own in these regions, since under these conditions the flow time-
cale is likely to become shorter than the recombination time-
cale. The ionization state would then become ‘frozen-in’ (see
.g. Drew & Verbunt 1985 ). Ho we ver, this is unlikely to be a
erious issue for the simulations here, since these regions are far
rom the wind-launching zone, and their temperature and ionization
tructure remain relatively constant (and physically reasonable) in
ny case. 

.2 Ionization state, force multipliers, and driving species 

s previously discussed by Higginbottom et al. ( 2024 ), the relatively
ow mass-loss rates in our simulations are caused by the outflow
ecoming o v erionized. The actual outflows we observ e in high-state
WDs do not seem to suffer from this problem. This discrepancy can
e appreciated by comparing observed and predicted spectra. Fig. 5

https://academic.oup.com/mnras/article-lookup/doi/10.1093/mnras/staf1101
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Figure 3. The time evolution of the wind mass-loss rate ( Ṁ wind ) through the outer boundary for all four models. A vertical dash–dotted line marks the timestamp 
corresponding to the representative snapshot shown in subsequent figures. The high-density disc region is excluded in the calculation of Ṁ wind . 

Figure 4. Two-dimensional temperature distribution from PLUTO hydrodynamic simulation snapshot of our fiducial model, shown on a logarithmic colour scale. 
The Mach 1 surface is indicated by the solid black line. Near this surface, temperatures reach a peak of T ≈ 5 × 10 4 K, in good agreement with the isothermal 
wind assumption of T = 4 × 10 4 K used in isothermal models. 
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hows the UV spectra of two prototypical high-state AWDs (RW Sex, 
 � 30 ◦, and IX Vel, i � 65 ◦; HST program 14637 [PI: Long]).
he dominant features here are strong, wind-formed resonance lines 
ssociated with N V 1240 Å, Si IV 1400 Å, and C IV 1550 Å. These
eatures are weak or absent in the spectra predicted by SIROCCO for

odel A for the same inclinations. This reflects the ionization state 
f the model wind, which fa v ours higher ionization stages for each
f these species. 
In Fig. 6 , we provide a more detailed picture of the ionization state

f the wind and its impact on the force multiplier. In the top row of
ig. 6 , we plot the distribution of density (left panel), force multiplier
middle panel), and oxygen ionization stages (right panel). In each 
MNRAS 541, 2393–2404 (2025) 
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Figure 5. Synthetic UV spectra generated from a snapshot of the fiducial model for a range of inclination angles using SIROCCO . We also show the UV spectra 
of two prototypical high-state AWDs: RW Sex ( i � 30 ◦) and IX Vel ( i � 65 ◦). The spectra are normalized such that the flux levels correspond to a system 

observed at 100 pc. The positions of the Lyman limit and several key UV resonance lines are marked with vertical grey dashed lines. 

Figure 6. Top panels: Left panel displays the density map with logarithmic axes; middle panel presents the distribution of the force multiplier ( M ); and right 
panel illustrates the mean ionization state of oxygen in our fiducial model. The solid black line marks the location of the Much 1 surface. Black, red, and 
blue dots indicate the positions of three representative cells selected for analysis in the simulation domain. Bottom panels: Percentage contributions of various 
elements to the total force multiplier at these representative points. 
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anel, three characteristic points in the outflow are marked, including 
ne below the Mach 1 surface. In the bottom row, we additionally
how a breakdown of the force multiplier by atomic species at each
f these locations. 
Fig. 6 illustrates two key points. First, the characteristic force 
ultiplier in the wind-launching region (near the Mach 1 surface) 

s M � a few × 100. This is (just) high enough for a line-driven
ind to be produced in this simulation. Ho we ver, it is far from the
aximum force multiplier of M � 4400 expected for near-optimal 

onditions (e.g. Proga et al. 1998 ; Higginbottom et al. 2024 ), which
ould drive a strong wind in such a system. 

Second, the dominant driving species in all three of our test
ocations is oxygen (mainly O IV ), followed by neon and nickel. This
s quite different from the po werful line-dri ven winds of hot stars,
here transitions associated with iron tend to dominate the line force 

e.g. Vink, de Koter & Lamers 1999 ; Noebauer & Sim 2015 ). This
ifference is a direct consequence of the different ionization states of
and characteristic optical depths in – these outflows. The relevant 

onic species associated with Fe produce a huge number of weak 
ines, whereas those associated with O produce a smaller number 
f strong lines. High mass-loss rates tend to produce conditions in 
hich strong lines are highly optically thick. Their contribution to 

he driving force then saturates, whereas that associated with weak 
ines can still grow in this regime. By contrast, the disc wind in our

odel A is too weak to be optically thick even to strong lines. Since
hey are not saturated in this regime, they dominate the total driving
orce. 

 DISCUSSION  

n Higginbottom et al. ( 2024 ), we presented the first RHD simulations
f line-driven disc winds with a detailed multidimensional treatment 
f IRT. Our main result was that – at least in AWDs, but probably
lso in QSOs – it is much more difficult to generate the empirically
nferred high mass-loss rates via this mechanism than expected 
reviously. The fundamental reason is the susceptibility of line- 
riven winds to overionization: when exposed to a strong ionizing 
adiation field, the ionization state of the flow can easily tip into
 regime in which bound–bound and bound–free opacities are too 
ow for efficient line driving. The main remaining limitation of these 
imulations was that the outflow was assumed to be isothermal. 

In the new simulations presented here, we have been able to relax
his isothermal approximation, while also improving our treatment 
f IRT. We now explicitly and simultaneously solve for both 
onization and thermal equilibrium throughout the flow. Despite these 
mpro v ements, our results are very similar to those obtained in the
sothermal approximation. Most importantly, o v erionization remains 
 problem, and the simulated outflows still produce much lower mass- 
oss rates ( Ṁ wind / Ṁ acc < 10 −5 , Table 1 ; also see Higginbottom et al.
024 ) than earlier, more approximate simulations (which produced 
˙
 wind / Ṁ acc � 10 −4 for the same system parameters; see Proga 

t al. 1998 , 1999 ). They also produce much weaker spectroscopic
ignatures than seen in observations. 

Possible resolutions to this discrepancy between the predictions 
f line-driven disc wind theory and observations were discussed 
nd explored by Higginbottom et al. ( 2024 ). For example, the
 v erionization problem may be mitigated if the outflow is highly
tructured (‘clumpy’) on small, subgrid scales or if the irradiating 
ED is softer than that produced by a standard SSD. Additionally or
lternatively, it is of course possible that mechanisms other than line 
riving – perhaps related to magnetic fields (e.g. Blandford & Payne 
982 ; Scepi et al. 2019 ) – may contribute to (or even dominate) the
eneration of these winds. 
Ho we ver, it is important to emphasize a critical point in this

onte xt. ‘The observ ed spectra of high-state AWDs and BAL QSOs
how unambiguously that the outflows in these systems do manage 
o a v oid o v erionization’. As illustrated in Fig. 6 (for AWDs), the y
resent precisely the strong UV resonance lines that are produced by
he line-driven winds of hot stars. This suggests that line driving can
e significant in these systems, even if other physical processes may
lso have to be involved in launching the observed outflows. 

While there is much work left to be done to understand
hether/ho w line dri ving works in AWDs, it is clearly also important
ow to investigate its relevance for AGN feedback. Line driving is
ommonly assumed to be the mechanism responsible for powering 
he outflows from these systems, but no hydrodynamic simulations 
ith a multidimensional treatment of IRT have been carried out to
ate. In this context, our relaxation of the isothermal approximation 
s likely to be quite important, since the SEDs of AGN are more
omplex than those of high-state AWDs. It is difficult to predict the
utcome of such simulations. On the one hand, AGN and QSOs can
each much higher Eddington ratios than AWDs, making it easier for
adiati ve dri ving to work. On the other hand, o v erionization is also
ikely to be a significant challenge in these systems. 
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IROCCO is freely available on GitHub , with documentation accessi- 
le via ReadTheDocs . The specific version of the combined PLUTO–
IROCCO code used in this work ( PLUTO–SIROCCO v1.0) is archived on
enodo (DOI:10.5281/zenodo.15792686) and can also be found at 
itHub . The simulations were performed using a modified version 
f PLUTO v4.4 (Patch 3), coupled with the SIROCCO Monte Carlo
adiative transfer code and an e xternal CAK solv er. Custom problem
enerators and input files are available from the authors upon 
equest. Density movies of the simulation runs are provided as online
upplementary material. 
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