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Abstract

Trust modeling is critical for the safe deployment of autonomous systems, yet
existing approaches that rely primarily on historical performance data fail to cap-
ture dynamic operational contexts and real-time agent capabilities. This paper
introduces a formal framework for modeling actual trust in Autonomous Delivery
Vehicles (ADVs)—a context-aware trust model that evaluates an agent’s current
ability, knowledge state, and commitment to task completion rather than rely-
ing solely on past behavior. We present a systematic refinement-based approach
using Event-B formal methods to model trust in ADV task delegation scenarios.
Our methodology progresses through five refinement levels, transitioning from
an untrusted baseline model to a comprehensive trust framework that integrates
three key dimensions: (1) strategic trust (capability verification), (2) epistemic
trust (knowledge-based assessment), and (3) commitment trust (availability and
willingness evaluation). Each refinement level addresses specific failure modes
identified in traditional delegation systems where tasks may be assigned to inca-
pable, unknown, or unavailable vehicles. The formal model is verified using the
Rodin theorem prover with 93 proof obligations, achieving 90% automatic ver-
ification. Our approach demonstrates how actual trust can be systematically
integrated into autonomous systems through correctness-by-construction refine-
ment, ensuring that task assignments occur only when trust conditions are
formally verified. The framework provides a foundation for trustworthy task del-
egation in multi-agent autonomous systems and offers insights for developing
reliable Al-driven delivery networks.
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1 Introduction

Trust in autonomous systems is a multifaceted and context-dependent concept that
remains difficult to formalize, interpret, and verify [1, 2]. Within Multi-Agent Sys-
tems (MAS), trust plays a crucial role in enabling effective coordination and task
delegation [3]. Early research in MAS, such as Ramchurn et al. [4], emphasized the
complexity of trust modeling, typically relying on agents’ historical behavior to infer
trustworthiness. [5, 6] continue to focus on retrospective reasoning, maintaining the
assumption that trust can be adequately captured through analysis of past interac-
tions. However, traditional approaches that rely solely on past interactions are often
inadequate in real-time and dynamic environments, where agents must make decisions
based on their current beliefs, situational awareness, and evolving goals.

Addressing this limitation, Salehi et al. [7] introduced the concept of actual trust
and proposed a formal Event-B [8] model that accounts for an agent’s knowledge,
capability, and commitment at the time of delegation. This interaction is dynamic,
focusing on causality [9] rather than static.

While Salehi et al. provide a strong theoretical foundation, this paper extends the
formal model of actual trust by grounding it in a practical, real-world case study:
Autonomous Delivery Vehicles (ADVs). ADVs are a compelling domain due to their
reliance on real-time decision-making, decentralized control, and varying operational
conditions. The use of formal methods to verify trust-related behavior in such systems
is crucial for ensuring safety, reliability, and accountability.

To illustrate the limitations of traditional trust models, consider a scenario in
which a delivery agent must delegate a package delivery to one of several autonomous
vehicles. A traditional trust model might select a vehicle based on past successful
deliveries. However, this could result in assigning the task to a vehicle that is currently
unavailable, malfunctioning, or unaware of its own limitations. This mismatch can lead
to delivery failure despite the vehicle’s favorable history. In contrast, a trust model
that considers current capability, current knowledge, and explicit task commitment is
essential to make reliable delegation decisions.

Such limitations motivate the following research question, which builds on the
theoretical foundation established in [7]:

® How can refinement-based formal methods ensure that trust assumptions remain
consistent across evolving system states and interactions?

To address this research question, we extend the model of actual trust introduced
in [7] by applying it to a real-world case study involving Autonomous Delivery Vehi-
cles (ADVs), enabling a contextualized and operational evaluation of trust dimensions.
This is achieved by formally developing a refinement-based model of actual trust tai-
lored to ADVs, demonstrating how trust reasoning—grounded in dimensions such as
capability, knowledge, and commitment—can be preserved in dynamic and decen-
tralized contexts. Through a systematic refinement strategy in Event-B, the model
captures the progression from abstract task delegation to trust-informed decision-
making. Furthermore, the use of theorem proving within the Rodin platform ensures
the consistency of trust invariants across refinements, supporting both automatic proof
discharge and manual validation for complex proof obligations. The resulting model



provides a rigorous and formally verified foundation for building trust in autonomous
systems that operate under uncertainty.

The paper is structured as follows: Section 2 presents background knowledge on
the applied modelling approach and outlines the refinement-based strategy used to
incorporate actual trust into the ADV system and background of the Event-B formal
method. Section 3 describes the abstract model, establishing the foundational repre-
sentation of tasks and agent interactions in an untrusted cases. Section 4 elaborates
on the series of refinements that incrementally introduce and verify trust dimen-
sions—capability, epistemic knowledge, and commitment—along with ADV state
transitions. Section 5 summarizes the verification process, including the theorem prov-
ing and proof obligation analysis conducted using the Rodin platform. Section 6
discusses related work and reflects on how our model advances the current state of
research in trust modeling. Finally, Section 7 concludes the paper and outlines future
directions.

2 Background and Overview of Approach

This section provides the necessary background on modeling trust in autonomous sys-
tems and introduces the formal methods employed in this work. In particular, we
adopt a case study of Autonomous Delivery Vehicles (ADVs) to investigate the formal-
ization of actual trust, building upon the refinement-based modeling framework [8].
The model is specified using Event-B and is formally verified using the Rodin tools in
conjunction with the iUML-B toolset [10].

2.1 Modeling Approach: Modeling Actual Trust in
Autonomous Systems

A correct-by-construction refinement strategy [11, 12] has been adopted to formally
model the notions of trust using the Event-B method. This approach enables the
system to be developed incrementally across six successive refinements, with each
refinement introducing a specific layer of system behavior. The modeling process starts
with an abstract representation, in which all Autonomous Delivery Vehicles (ADVs)
are considered untrusted, and gradually integrates trust-related notions to reflect a
trust-based delivery scenario. The refinements are constructed and visualized using
iUML-B [10], a graphical front-end to Event-B that supports the use of state machines.
The actual trust notion [7, 13] focuses on examining the current state in
autonomous systems, specifically their ability to successfully complete a specific task
within the specified time frame. Actual trust is defined as a relational notion between
two agents, i (as the trustor agent) and j (as the trustee agent) and say, i trusts j with
respect to task t only if i is able to verify that j is able and committed to deliver t.
To develop actual trust in ADVs, we follow a refinement-based approach. We begin
with an abstract model representing the untrusted state of the system —capturing
task , agent capability, and ADV availability—as illustrated in Figure 2.1, where
no trust assumptions are yet enforced. This abstract model represents a baseline model
in which tasks can be assigned to any ADV, regardless of its current capabilities,
availability, or commitment to perform the given task. We then progressively integrate
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Fig. 1 Refinement Strategy to model actual trust in ADVs

the dimensions of actual trust notions, epistemic, and commitment trust, across three
levels of concrete refinement, demonstrating how each level incrementally strengthens
the model.

Figure 2.1 consolidates the refinement hierarchy, showing the model’s progression
from abstract task delegation to a fully trust-integrated ADV system. Details of these
refinements are presented in Section 4.

e Strategic trust (2nd refinement): ADV capability verification
e Epistemic trust (3rd refinement): Agent’s knowledge of capabilities
e Commitment trust (4th refinement): ADV availability and willingness



2.2 Event-B Formal Method

Event-B [8, 14] is a formal method for system development, particularly suitable
for safety-critical and reliable systems. It supports rigorous specification and refine-
ment through mathematical reasoning. An Event-B model is composed of two core
components:

e Contexts: which define the static aspects of the system, such as carrier sets,
constants, and axioms that constrain them.

® Machines: which capture dynamic behavior through variables, invariants, and
events. Events describe state transitions using guards (preconditions) and actions
(state updates).

Modeling and verification in Event-B is supported by the Rodin platform [8, 14], an
open-source toolset built on the Eclipse framework. Rodin provides:

® Automated and interactive proof support, ensuring model consistency, invariant
preservation, and refinement correctness through proof obligations.

® Model validation tools, including model checking and animation, to verify that the
system behaves as expected with respect to the specified properties.

To manage the complexity of modeling actual trust in autonomous systems,
especially between multiple refinement layers, we adopt iUML-B [15-17], a diagram-
matic modeling notation integrated with Event-B, designed to enhance the visual
expressiveness of formal models. It provides two key diagram types:

® State machines, to capture system behavior through states and transitions;
® (Class diagrams, to structure data and define relationships between components.

iUML-B automatically generates corresponding Event-B elements from these dia-
grams, maintaining semantic consistency while improving readability and development
efficiency. Its graphical interface complements the textual nature of Event-B, making
the refinement process more accessible and intuitive.

Event-B formal modeling, along with the associated tools Rodin and iUML-B, sup-
ports a correct-by-construction refinement strategy and manages complexity through
abstraction, making it suitable for modeling trust reasoning in autonomous systems.

3 Modelling Abstract ADVs

In a basic autonomous delivery system, tasks are dispatched to available vehicles
based solely on accessibility, with no evaluation of suitability or operational readiness.
The agent responsible for delegation assumes that any ADV can perform any task,
regardless of its current state in terms of capability limitations, awareness of its ability,
or commitment to achieving a given task.

This scenario represents an untrusted task delegation setting, in which assignments
occur without validating whether the ADV is capable of completing the task, known
to be reliable, or presently available and committed. The absence of such trust assess-
ments makes the system vulnerable to task failures, inconsistent performance, and



reduced operational dependability. The primary components involved in this setting
are as follows:

Tasks Each task is defined by a set of specifications, such as delivery destination,
time constraints, and required capabilities (e.g., payload capacity, route range). These
specifications implicitly establish a minimum threshold that the executing ADV must
meet to ensure successful delivery.

Agent The agent acts as the central coordinator, maintaining a list of pending tasks
and assigning them to ADVs based on accessibility alone. It lacks visibility into the
internal states of the ADVs and does not evaluate whether a selected vehicle meets
the task’s requirements.

Autonomous Delivery Vehicle (ADV) Each ADV is assumed to be capable of
executing any given task and is expected to proceed with the delivery immediately
upon assignment. The vehicle is also expected to return to its origin after task com-
pletion and be ready for subsequent assignments, without the system validating its
operational status or readiness.

Operating under these assumptions, the system frequently encounters task execu-
tion failures. An ADV may be assigned a delivery it cannot complete due to unmet
capability requirements (e.g., insufficient payload capacity or battery range), lack of
real-time availability (e.g., already engaged in another task), or internal conditions
not visible to the agent (e.g., navigation errors or degraded performance). Because the
agent neither verifies the ADV’s suitability nor confirms its willingness or readiness to
perform the task, assignments may lead to delays, incomplete deliveries, or the need
for manual intervention. These outcomes not only reduce the system’s efficiency but
also undermine its reliability and scalability in real-case scenario.

To formally capture this failure behavior, we develop an initial untrusted Event-B
model of the ADV system, in which task assignments proceed without enforcing trust
notions, Figure 77. This abstract model is composed of three levels that reflect the
potential for task failure due to the absence of strategic, epistemic, and commitment
guarantees, detailed in Section 4. These abstract levels are:

The abstract refinement: task defines the foundational structure of the ADV
system at a high level. The context introduces the static elements:

® SETS: TASKS These represent the set of deliverable tasks where autonomous delivery
vehicles (ADVs) that carry them.

The machine defines the dynamic behavior of the system using:

® VARIABLES:taskComp € tasks — BOOL, taskStart € tasks — BOOL, where taskComp indi-
cates whether a task has been completed, and taskStart indicates whether a task has
been started.

® INVARIANT: Vt-t € tasks A t € dom(taskComp) At € dom(taskStart) A taskComp(t) = TRUE
= taskStart(t) = TRUE ensures that a task cannot be completed unless it has already
been started.



® EVENTS: define_task introduces a new task to the system with its associated specifi-
cations, start_task transitions a task into execution, and complete_task marks the task
as completed and frees the ADV.

The 1st refinement: agent’s capability introduces the ADV and agent sets and
refines the behavior of task delegation.
The context introduces additional sets:

® SETS: AGENTS, ADVS
These represent the agents responsible for task delegation and the autonomous
delivery vehicles (ADVs) that perform deliveries.

The machine introduces:

® VARIABLES: assignedTask € advs + tasks, capabilities € advs <» CAPABILITY ,
requiresMin € tasks <> CAPABILITY , where CAPABILITY is a set of capabilities.

® EVENTS: In addition to the refined events from the previous refinement, new events
are introduced such as add_adv_Capability, which refines the task assignment logic to
include capability checks, and assign_advs_task to delegate tasks to capable ADVs.

The 2nd refinement: agent’s states extends the system to account for the
operational state of each autonomous delivery vehicle (ADV). It introduces a dynamic
view of ADVs by distinguishing between different phases in their task lifecycle, such
as being available, ready, delivering, or returning. This refinement allows the model to
reason about the ADV’s availability and readiness before task delegation.

In a subsequent section, we progressively introduce these trust dimensions to
support safer and more reliable task delegation.

4 Modelling Actual Trust in ADVs

To overcome the limitations of the untrusted model described earlier in Section 3, we
integrate the formal notion of trust proposed in [7], which defines trust as a relation
grounded in an agent’s assessment of an ADV’s capability, knowledge, and commit-
ment to perform a given task. Guided by this definition, our refinement strategy,
illustrated in Figure 2.1, introduces three key dimensions of actual trust: strate-
gic trust (trust in the ADV’s capabilities), epistemic trust (trust based on the
agent’s knowledge of those capabilities), and commitment trust (trust in the ADV’s
readiness and willingness to execute the task).

Each refinement level addresses one of the failure scenarios identified in the abstract
model in Section 3 and incrementally constrains the conditions under which task dele-
gation can occur. This refinement development process ensures that the model evolves
correctly by construction, with each level preserving the soundness and consistency
of the previous one. The formal development is structured through these successive
refinements, each capturing a distinct dimension of actual trust.

The integration of these trust dimensions into the formal model is achieved through
a combination of carefully defined invariants and event refinement. Each dimension;
strategic, epistemic, and commitment trust; is involved as a set of invariants that are



proved to be preserved across all refinement levels. Additional invariants are introduced
to capture other essential properties of the ADV system, ensuring consistency and
firm throughout the development.

Among the events in the model in the abstract refinements, assign_task plays a
central role. It holds the assignment of a task to an ADV and acts as the essential point
for enforcing trust conditions. However, assign_task is not work in isolation: it depends
on the successful occurrence of prior events such as define_task, which establishes the
task and its requirements, and trust, which reflects the trustor’s decision to rely on a
given ADV.

As trust dimensions are introduced through successive refinements, the assign_task,
and trust events are incrementally strengthened to reflect the evolving trust notions.
They ensure that trust-related invariants are preserved and that task delegation only
occurs under verified conditions. The last refinement of this event is presented in the
following and will be explained throughout the remainder of this section'.

EVENT assign_task

ANYijt
WHERE
Q@grd01: j € advs // jis the trustee ADV (M1)
Q@grd02: t € tasks // tis a defined task (M1)
Q@grd03: capabilities[{j}] N requires[{t}] #& // ADV jiscapableof t (M1)
Q@grd04: taskComp (t) = FALSE // t has not been completed (M1)
Q@grd05: adv(j) = TRUST // ADV jis trusted (M2)
Q@grd06: j € dom(adv) // ADV j has a defined state (M2)
Q@grd07: j— t € ran (trustor_trustee_task) ~ //jis trusted by some agent for task t (M2)
@grd08: adv_states(j) = available // ADV jis currently available (M4/M5)
THEN
Q@act01: assignedTask(j) :=t // Assign t to ADV j (M1)
@act02: adv_states(j) := ready // Update ADV state to ready’ (M4/M5)
END

4.1 2nd Refinement: Strategic Trust

The second refinement follows the first refinement on agent capability. It introduces
the notion of strategic trust, which ensures that an ADV is only assigned a task if
it possesses the necessary capabilities to perform it. We assume that all ADVs are
initially in an untrusted state, and only transition to the trusted state once they satisfy
the conditions for all three trust dimensions, illustred in Figure 2. This addresses the
first failure scenario identified in the abstract model, where tasks may be assigned to
any available ADV regardless of its suitability. In such cases, the assignment may fail
because the selected ADV is unfit to complete the given task.
Q@inv0l: Vi, j- i€ agents A j € advs Ai € dom (trustor_trustee_task) = i# j

Q@inv02: Vi, t- t € tasks A i € agents = requiresMin [{t}] C capabilities [advs]
Q@inv03: dom (assignedTask) C dom (trustees_task)

1The full model can be accessed here: https://shorturl.at/Nilkb
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EVENT trust

ANYijt
WHERE
Q@grd01: j € advs // jis the trustee ADV (M2)
©@grd02: i € agents // iis the trustor agent (M2)
Q@grd03: t € tasks // tis a task requested by i (M2)
©@grd04: t € trustees_task [{j}] // ADV jis assigned task t (M2)
Qgrd05: i# j // An agent cannot trust itself (M2)
Q@grd06: i ¢ dom (trustor_trustee_task) //ihasn’t trusted any ADV yet (M2)
©@grd07: adv(j) = NOT_TRUST // ADV jis not yet trusted (M2)
©@grd08: j € knowledge [{i}] // Agent i knows ADV j (M3)
©@grd09: adv_untrusted (j) = committed // ADV j has declared commitment (M4)

©grd10: (i (j+t)) € dom(commitments) // Commitment exists (M4)

Qgrd11l: commitments(i+— (j—t)) = TRUE // Commitment is confirmed (M4)
THEN

@act01: adv(j) := TRUST // Set ADV j to trusted (M2)

Q@act02: trustor_trustee_task :=

trustor_trustee_task U {i— (j— 1)} // Register trust relationship (M2)

©@act03: adv_untrusted (j) := adv_untrusted_NULL // Reset untrusted state (M4)

Q@act04: adv_states(j) := available // ADV becomes available to act (M4)
END

To formally capture strategic trust M2, we introduce invariant @inv01, @inv02, and
@inv03 that constrains task assignment to only those ADVs capable of fulfilling the
task requirements. Each task is associated with a capability requirement, and each
ADV is modeled with its own set of capabilities. Invariant inv01 ensures that a trustor
agent does not assign a task to itself as a trustee ADV, maintaining the separation
of delegation roles. Invariant inv02 ensures that every task required by an agent is
matched against the set of capabilities possessed by available ADVs, ensuring capabil-
ity feasibility across all tasks. Lastly, Invariant inv03 restricts the domain of assigned
tasks to those ADVs that are already recognized as trustees, thereby ensuring that
task assignments are only made to trusted and validated ADVs. These invariants
collectively preserve trust correctness even as ADVs transition between operational
states. The assign_task event is refined at this level by incorporating additional guards
@grd05,0grd06, @grd07 which enforces the strategic trust notions.

Specifically, this guard @grd05 checks that the ADV j is in a trusted state, which
introduced the trust variable adv. This means j has already been evaluated its capa-
bility and has been formally marked as TRUSTED. This is necessary to proceed with
actions that should only involve trusted ADVs. @grd06 ensures that ADV j has a valid
entry in the adv variable, i.e., it has a known trust status (TRUST, NOT_TRUST). With-
out this, referencing adv(j) would be undefined, possibly causing a well-definedness
proof of obligation in Event-B. @grd07 confirms that the pair (j+ t) meaning ADV
j is responsible for task t exists within the range of the trustor—to—trustee—task map-
ping. It shows that some agent has explicitly trusted ADV j for task t, and this trust
is recorded in the relation trustor_trustee_task. This ensures that j is not just generally
trusted, but trusted specifically for this task. In this refinement, the trust event enables
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Fig. 2 State machine diagram illustrating the second refinement, which classifies ADVs as trusted
or not based on their capabilities

the agent to establish reliance on an ADV, based on its verified ability to complete
the task successfully guard from ©grd01 to ©@grd06.

At this stage, trust is interpreted in terms of capability: an ADV is considered
trustworthy if it has the means to complete the task, regardless of whether the agent
is aware of this capability or whether the ADV has committed to performing the task.

4.2 3rd Refinement: Epistemic Trust

The third refinement introduces the concept of epistemic trust, which ensures that
the agent assigns a task to an ADV only if it has sufficient knowledge of the ability
of the ADV to perform that task. This refinement addresses the second failure sce-
nario from the abstract model, where an agent may assign a task to an ADV whose
capabilities are suitable in principle, but are unknown or unverifiable to the agent at
the time of delegation. In the absence of verified knowledge, the assignment decision
becomes speculative and may lead to failures if the agent’s assumptions are incorrect.

Q@inv04: knowledge € agents <> advs

@inv05: Vi, t - i € agents A t € tasks A t ¢ dom (definedTask) At € ran (trustees_task) =

(3j - j € dom (trustees_task) A trustees_task (j) =t A requiresMin [{t}] C capabilities [{j}]
A j € knowledge [{i}])

To formally capture epistemic trust, we refine the model by introducing new invari-
ants that represent the agent’s knowledge of the ADVs’ capabilities and by extending
relevant events to reflect this trust dimension.

Invariant inv04 defines knowledge as a binary relation between agents and ADVs,
capturing which ADVs are known to which agents. Invariant inv05 ensures that an
agent delegates a task only if it knows an ADV whose capabilities satisfy the task’s
minimum requirements. Specifically, for any task not yet defined but already present
in the trustees list, there must exist a trustee ADV whose capability set meets the
task’s requirements and is known to the delegating agent. Together, these invariants
guarantee that task delegation is not only strategically feasible but also epistemically
justified based on the agent’s knowledge.

This refinement also affects the behavior of the trust event by introducing grd08,
which restricts task assignment to only those ADVs that the agent knows are capable.
In this way, trust is grounded in verified knowledge rather than assumption. Even if an
ADV meets the strategic requirements, it cannot be selected unless the agent possesses

10



the epistemic justification to trust it. By enforcing epistemic trust, the model ensures
that task assignments are knowledge-aware, thereby eliminating delegation based on
uncertainty.

4.3 4th Refinement: Commitment trust

The fourth refinement introduces commitment trust, which ensures that an ADV is
assigned a task only if it is intentionally committed to carrying it out. This addresses
the third failure scenario identified in the abstract model, where an ADV may be capa-
ble and known to the agent but is either burdened with existing tasks, experiencing
operational failure, or lacking sufficient time to complete the assigned task.

Q@inv06: commitments € trustor_trustee_task — BOOL

Q@inv07: Vi, t - i € agents A t € tasks A taskStart(t) = TRUE = (Jj - j € advs A

(j+— t) €assignedTask A
adv(j) = TRUST)

To formally capture commitment trust, the model is extended with a new state
component that tracks the commitment status of each ADV. This includes whether
an ADV is explicitly committed to executing a given task, describe in Figure 3.
Invariant inv06 defines commitments as a total function from the set trustor_trustee_task
to BOOL. This means that for every trust relationship between an agent (the trustor)
and an ADV (the trustee) with respect to a task, there is an associated Boolean value
indicating whether the ADV is committed TRUE or not FALSE to performing that
task. Invariant inv07 ensures that any task marked as started (i.e., taskStart(t) = TRUE)
must meet two conditions:

1. It is assigned to some ADV j, such that (j— t) € assignedTask, and
2. ADV j must currently be in the TRUSTED state, i.e., adv(j) = TRUST.

This invariant guarantees that no task can be initiated unless it has been formally
assigned to a trusted ADV. It enforces the core principle of commitment trust: task
execution may only begin if the vehicle is explicitly trusted and has committed to
carrying out the task. This reduces the risk of premature or unreliable task starts.

At this level, the trust event reflects a comprehensive trust relation: the agent may
only trust an ADV if it is (1) capable of performing the task (strategic trust), (2)
known to be capable (epistemic trust), and (3) available and committed to carry it
out (commitment trust). This layered model of trust ensures that task assignments
are not only feasible and informed but also actionable and reliable at the moment of
delegation.

4.4 5th Refinement: ADV’s States

The fifth refinement ensures the state consistency of trust notions as the ADV’s state
is updated during operation. While previous refinements introduced capability, knowl-
edge, and commitment trust dimensions, this refinement verifies that those invariants
continue to hold across dynamic ADV states such as available, ready, delivering, and
returning.

11
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Fig. 3 State machine diagram illustrating the fourth refinement, which enforces Commitment Trust
in ADV task delegation

Q@inv08: Vi, j, t - i € agents A j € advs A t € tasks A

j € dom (trustees_task) A trustees_task(j) =t Aadv(j) = TRUST

= j € knowledge [{i}] Air— (j—t) € dom(commitments) A
commitments(i— (j—1t)) = TRUEA (i+— (jr>t)) € trustor_trustee_task

In this refinement, the model is extended to incorporate ADV state transitions
that reflect the operational scenario depicted in Figure 4. These transitions introduce
potential changes in availability and engagement, which may affect the trust assump-
tions made at the time of task assignment. Therefore, it becomes essential to prove
that previously established invariants remain preserved as the ADV’s state changes
over time.

To formally guarantee this, we refine relevant events such as start_task, complete_task,
trust, and close_task, to ensure they do not violate trust-related invariants. This involves
checking that:

Task assignments remain valid as ADVs move between states;
No tasks are lost or reassigned during transitions;
The ADV’s trust status remains aligned with its actual state.

By maintaining trust invariant preservation throughout the ADV’s lifecycle, this
refinement reinforces the model’s robustness in practical deployment scenarios, where
trust must be preserved.

NOT_TRUST IRUSHY
NITAUSATION assign_adve_task _ ((ESETIN)
cmmidiolieet IR us =)
— f— stftask
deliverying
dlosetask = complete_task [
add_adv_Capability l define_task T

Fig. 4 State machine diagram illustrating the fifth refinement, where trust-related invariants are
preserved across dynamic ADV states such as delivering and returning
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5 Verification and Proof of Trust Properties

The trusted ADV Event-B model is verified using theorem proving techniques embed-
ded in the Event-B toolset, called Rodin [18]. These proofs ensures the correctness
of the model and consistency between different refinements, especially in terms of
enforcing and preserving trust properties.

The Rodin tool automatically generates a set of proffg obligation(POs) to verfiy:

e invariant preservation (e/v/INV) ensures that every invariant v holds after execution
of event e.

® The guard strengthening (e/g/GRD) ensures that the guard of refined (concrete)
event is stronger than those of the abstract event, preserving behavioral consistency.

As an example of POs, the assign_task/inv08/INV ensures that tasks are only assigned
to ADVs that are explicitly marketed as trusted. Here, the invariant inv08 requires
that a trusted ADV must be in a valid operational state (e.g, available), and this is
enforced in the assign_task event through guard grd10. Thus, trust is not just assumed
but it is formally required and verified.

¢ Quantified Invariants: Such as ensuring that for all tasks, a corresponding ADV in
a trusted state exists trust/inv08/INV. These often cannot be resolved automatically
due to variable scoping or dependency on other events.

® Guard-Strengthening: For example, in the fifth refinements, where the ADV’s
state dynamically changes, guard strengthening POs were manually proven to ensure
that trust-preserving behavior holds across states like delivering, returning, etc.

Table 1 Proving effort summary

Refinement name  Total Auto Manual

trust_ADV 131 117 13
MO_tasks 20 20 0
M1_agents 17 17 0
M2_ADV _trust 29 27 2
M3_ADV _knwl 10 7 3
M4_ADV _com 31 24 6
M5_ADV _states 24 22 2

As summarized in Table 1, a total of 131 POs were generated throughout the
refinement process. Approximately 90% were discharged automatically by Rodin. The
remaining 13 POs were proven manually, underscoring the rigor required to ensure
that the model accurately captures trust-aware behavior under refinement.

These proofs collectively demonstrate that the model preserves trust invariants
through refinements. The correctness of these invariants ensures the safety, pre-
dictability, and reliability of autonomous delivery vehicle delegation in untrusted
environments.
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6 Related Work and Discussion

Trust modeling in autonomous systems draws from formal methods, multi-agent sys-
tems, and human-computer interaction research. Traditional approaches have relied
on statistical and reputation-based models [1, 19], with recent work shifting toward
dynamic trust frameworks using simulation models [20] and machine learning [21].
However, these approaches primarily focus on empirical observation rather than for-
mal verification guarantees. Formal methods for autonomous systems have gained
significant attention [22], with formal verification recognized as essential for regu-
latory acceptance [23]. Dennis et al.[24] demonstrate formal verification of ethical
decision-making, extending formal methods beyond traditional safety properties. Trust
research in multi-agent systems provides foundational concepts through cognitive,
game-theoretic, and socio-cognitive paradigms[25]. Recent advances include Trust
Computation Tree Logic (TCTL) for formal trust reasoning [26] and combined trust-
commitment verification frameworks [27]. However, these approaches address trust
between software agents rather than trust in autonomous capabilities of physical
systems. Event-B has been successfully applied to safety-critical domains [28], context-
aware systems [29], and enhanced through graphical tools [30] and hybrid system
extensions [31]. Despite this progress, several gaps remain: most trust models rely
on probabilistic rather than formal guarantees, traditional approaches model trust as
static rather than dynamic, existing models focus on historical performance rather
than current capabilities, and integration of trust reasoning with system verification
remains limited.

6.1 Contribution and Novelty

Our work addresses these gaps by introducing a formal framework for “actual trust”
that evaluates current system state and capabilities rather than historical performance.
Unlike statistical models, our Event-B formalization provides mathematical guarantees
through theorem proving. The key contributions include: (1) a novel three-dimensional
trust model integrating strategic, epistemic, and commitment trust; (2) a system-
atic refinement-based approach ensuring correctness-by-construction; and (3) formal
verification of trust properties with 93 proof obligations achieving 90% automatic
verification.

6.2 Evaluation and Limitations

The verification results demonstrate the feasibility of our approach, with the Rodin
theorem prover successfully handling the majority of proof obligations automatically.
The 11 manual proofs primarily involved complex invariant preservation across state
transitions, indicating areas where automated reasoning reaches its limits. Compared
to similar Event-B developments, our proof effort is reasonable for the complexity of
trust reasoning integrated with autonomous system behavior. However, several limita-
tions exist. First, our evaluation relies solely on formal verification without empirical
validation in real deployment scenarios. The model assumes perfect communication
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and does not address potential security threats or malicious agents. The trust dimen-
sions are currently treated as boolean properties rather than continuous measures,
which may limit applicability in scenarios requiring nuanced trust assessment.

The scalability of our approach presents both opportunities and challenges. The
refinement-based methodology scales well to additional trust dimensions or more com-
plex ADV behaviors through systematic model extension. However, the computational
complexity of proof verification may increase significantly with larger fleets or more
sophisticated trust reasoning. Future work should investigate distributed verification
approaches and automated proof strategy generation. For practical deployment, our
framework provides a foundation for trustworthy task delegation but requires integra-
tion with runtime monitoring and adaptation mechanisms. The static nature of our
current model could be extended with dynamic trust update mechanisms that respond
to changing operational conditions while preserving verified trust properties.

7 Conclusion and Future Direction

The study evaluates the trustworthiness of autonomous driving vehicles (ADVs) by
assessing their perceptions according to actual trust notions. It uses Event-B to repre-
sent ADVSs’s capabilities, awareness of their ability to achieve the task, and knowledge
of their current state at different refinement levels. The evaluation reveals that incor-
porating more information into the refinement, such as the ADVs capabilities and
their status within the multi-agency context, enhances the possibilities of achieving
the task and developing trust.

While modelling used to evaluate actual trust, it can also be embedded in task
allocation systems for task assignment to trustworthy delivery vehicles, integrated into
smart user assistants for task evaluation, and embedded in organisational settings for
task delegation when a vehicle struggles to deliver due to unexpected issues.

Modelling of actual trust formally in ADVs can be expanded in multiple directions.
One direction is to investigate cases in which achieving a task requires collaboration
among multiple ADVs, hence the need for verification of actual trust on the coalitional
level. Further research can also investigate modelling actual trust in ADV organisations
with a hierarchical structure and the possibility of task delegation among ADVs.
In such settings, we envisage that trust may propagate through the chain of task
delegation.

Several research directions emerge from this work. Extending the framework to
multi-ADV collaboration scenarios would require modeling coalitional trust and dis-
tributed decision-making. Integration with machine learning components for dynamic
capability assessment while maintaining formal guarantees presents an interesting
challenge. Additionally, developing domain-specific trust models for other autonomous
systems (aerial vehicles, maritime systems) could demonstrate the broader applicabil-
ity of our approach. The relationship between formal trust verification and regulatory
compliance deserves investigation, particularly how our mathematical guarantees can
support certification processes for autonomous delivery systems. Finally, empirical
studies comparing our approach with existing trust models in real-world scenarios
would provide valuable validation of the practical benefits of formal trust modeling.
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